
SPECIAL SECTION ON ARTIFICIAL INTELLIGENCE FOR

PHYSICAL-LAYER WIRELESS COMMUNICATIONS

Received September 23, 2019, accepted October 7, 2019, date of publication October 10, 2019, date of current version October 23, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2946870

Learning Spatiotemporal Features of CSI for
Indoor Localization With Dual-Stream 3D
Convolutional Neural Networks

YUAN JING , JINSHAN HAO, AND PENG LI
School of Information, Liaoning University, Shenyang 110036, China

Corresponding authors: Yuan Jing (yjing@lnu.edu.cn) and Peng Li (35780780@qq.com)

This work was supported in part by the Scientific Research Project of Liaoning Provincial Department of Education of China under Grant

LYB201616, in part by the Public Sentiment and Network Security Big Data System Engineering Laboratory of Liaoning Province of

China under Grant 2016(294), and in part by the China Scholarship Council.

ABSTRACT Recently, the research of WiFi-based indoor localization combing with deep-learning tech-

niques has earned wide attention due to its potential applications in smart cities. In this paper, a novel

fingerprinting system is proposed to achieve indoor localization via learning spatiotemporal features from

channel state information (CSI) of multiple-input multiple-output wireless channels (CSI-MIMO) by a

dual-stream three-dimensional (3D) convolutional neural network (DS-3DCNN). In the proposed system,

the gathered raw CSI-MIMO data are firstly preprocessed through amplitude outliers elimination and phase

sanitization for constructing a pair of 3D CSI-MIMO matrices including a 3D amplitude matrix and a 3D

phase matrix. Next, the 3D matrices will be input to the DS-3DCNN deep neural network which consists

of two parallel subnetworks with specific architecture of several convolution, batch normalization, max-

pooling, and fully connected layers. Through this DS-3DCNN network, learning spatiotemporal features of

CSI-MIMO is carried out simultaneously from 3D amplitude and phase matrices. And then, probabilistic

classification results of two subnetworks are fused in the final output layer of the proposed DS-3DCNN

based on Bayes’ theorem. Moreover, in the offline training stage, a dual-stream joint optimization method

is presented for efficiently optimizing network parameters. After offline training of the DS-3DCNN, in the

online locating stage, current CSI-MIMO data are firstly collected from the mobile device to be located.

Then probabilistic classification results are obtained from the output layer of the DS-3DCNN, and further

used to approximate the posterior distribution of the mobile device’s location with a Gaussian mixture model.

Finally, a novel location estimation algorithm is deduced based on the minimummean square error (MMSE)

criterion. Since unique features of wireless MIMO channels are jointly learnt in spatial, temporal, and

frequency domains, the proposed DS-3DCNN based fingerprinting system is reasonable to provide accurate

localization results in indoor environments, which is verified in corresponding experiments.

INDEX TERMS Indoor localization, deep learning, convolutional neural network (CNN), channel state

information (CSI).

I. INTRODUCTION

In recent years, with the rapid development of artificial intel-

ligence, deep learning (DL) techniques [1], [2] have been

widely and successfully applied to physical layer wireless

communications to improve system performance, such as

nonorthogonal multiple access scheme [3], automatic mod-

ulation recognition [4], wideband RF power amplifiers [5],

The associate editor coordinating the review of this manuscript and

approving it for publication was Guan Gui .

channel estimation [6], channel prediction [7], and wire-

less localization [8]. For the indoor wireless localization,

it is one of the most attracting research hot-spots due to

increasing demands of location-based applications such as

human activity recognition, mobile robot navigation, and

health surveillance [9]–[11]. Differing from Bluetooth bea-

cons, infrared sensors, and other equipments, WiFi devices

have wide-spread coverage and adopt IEEE 802.11 series

standards, which activate considerable research efforts on

the WiFi-based indoor localization [12], [13]. Moreover,
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due to the convenience of gathering without extra infras-

tructures, received signal strength (RSS) and channel state

information (CSI) have been commonly used in most existing

WiFi-based indoor localization systems [14]–[16] compared

with other measurements such as time difference of arrival

(TDoA), time difference of flight (TDoF), and angle of

arrival (AoA).

In most RSS/CSI-based indoor localization systems, fin-

gerprinting becomes a popular technique due to some

advances such as simple principle and easy implementa-

tion [14]–[16]. In fingerprinting systems, there are two stages

in the localization progress: the offline training stage and the

online locating stage [13]. During the former stage, a set

of RSS/CSI data are firstly collected through arranging a

mobile device on different reference points (RPs) with known

locations. Then, a fingerprint database is constructed to store

identifiable features of RSS/CSI data corresponding to differ-

ent RPs; When going to the online locating stage, the online

acquired RSS/CSI data corresponding to the mobile device

with unknown location will be sent to fingerprinting systems

for extracting or learning features and making a matching

with stored versions in the fingerprint database. And then,

we can determine which RP the mobile device is closer to.

Therefore, localization performances of WiFi-based finger-

printing systems mainly depend on the effective learning of

identifiable features from RSS/CSI data.

However, due to complex indoor wireless environments

such as multi-path propagation, obstacle occlusion, and pos-

sible shadow fading, it is still a challenge to accurately learn

detailed features and construct an identifiable fingerprint

database based on WiFi signals.

Many traditional research efforts have been devoted to

directly store RSS data or those transformed versions in

fingerprint database and achieve indoor localization. In [17],

the RADAR localization system was proposed to pioneer

the combination of empirical RSS data with signal propaga-

tion modelling. Then, the location of the mobile device can

be estimated by minimize the Euclidean distance between

the online-gathered RSS and the stored version. To further

improve the localization performance, Horus system was

presented in [18] through investigating a probabilistic model

to describe RSS data and determining the location of mobile

device based on the K-nearest neighbor (KNN) algorithm.

Subsequently, many other RSS-based fingerprinting methods

were proposed to improve indoor localization accuracy by

using various machine learning methods [19].

Unfortunately, in practical applications, RSS values some-

times change significantly over time in complex indoor wire-

less environments due to some characters of wireless chan-

nels such as the multi-path effect and shadow fading, which

may result in the performance degradation of RSS-based

fingerprinting systems [20]. Therefore, RSS may be not the

best choice for achieving accurate indoor localization.

In WiFi networks adopting IEEE 802.11 series stan-

dards [21], Orthogonal Frequency Division Multiplex-

ing (OFDM) technology is used to obtain the frequency

diversity for the wireless communication link by utiliz-

ing multiple subcarriers simultaneously to complete the

data transmission. Accordingly, CSI data on each subcar-

rier could be easily collected through some network inter-

face cards (NICs) such as Intel 5300 NIC [22] and Atheros

NICs [23] on either APs or mobile devices. Furthermore,

compared with RSS, CSI could provide both amplitude

and phase information on each subcarrier between any

transmit-receive antenna pair. Most importantly, CSI offers

more stable characters under complex indoor wireless envi-

ronments. Consequently, it is possible to obtain more iden-

tifiable and relatively stable channel features from CSI

which can be used to determine the geographical location

of the transmitter or receiver [15]. Especially, when utiliz-

ing multiple antennas on both transmitters and receivers,

CSI of the multi-input and multi-output wireless channels

(CSI-MIMO) could also be conveniently collected to con-

struct a fingerprint database and obtain more accurate local-

ization performance [24].

In addition, the occurrence of DL techniques makes the

fingerprinting to be more efficient and effective [1], [2].

In DL-based fingerprinting approaches, deep neural net-

works (DNNs) are generally explored to learn core features of

WiFi signals for achieving indoor localization [25]. Accord-

ingly, after offline training stage, network parameters are

stored in a database, which could save much more memory

space than storing the rawWiFi signals. In the online locating

stage, currently gathered rawWiFi signals would be input into

DNNs to learn features and determine which RP is closest to

the mobile device’s location. Since DL-based fingerprinting

systems are able to automatically learn the intrinsic fea-

tures of raw WiFi signals, it is reasonable to obtain more

accurate localization results compared with other traditional

machine-learning methods, such as KNN and Support Vector

Machine (SVM) [25].

With the great success of DL, in recent years, many pio-

neer and valuable works have been done on CSI-based fin-

gerprinting systems for indoor localization [8], [25]–[29].

In [26], DeepFi system exhibited the strong ability in indoor

localization by utilizing a DNN with four hidden layers to

learn CSI features. However, too many network parameters

needed to be trained and stored, which limited its application.

Furthermore, in [27], a deep residual sharing learning method

was proposed to learn detailed features from dual-channel

CSI tensor data. The corresponding ResLoc system provided

more accurate localization performance and required less

storage space than the DeepFi system. Differing from DeepFi

and ResLoc systems, [28] tried to use a five-layers convolu-

tional neural network (CNN) for learning features of wireless

channels from CSI amplitude feature images. Then, indoor

localization was formulated as a classification problem and

solved by a ConFi fingerprinting system. Based on the convo-

lution calculations in the ConFi system, localization accuracy

was effectively increased for the typical indoor scenario.

To further improve the localization performance, in [29], CiFi

system was designed by constructing AoA fingerprint maps
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based on CSI phase information, and then to learn the unique

features of AoA fingerprint maps for indoor localization.

Experiments show that more accurate locating results can be

obtained by using the CiFi system. Additionally, [8] explored

a one-dimensional CNN to learn features from both RSS

and CSI data for indoor locating, which earned outstanding

performance in runtime efficiency.

As introduced above, most of existing CSI-based finger-

printing systems tried to explore CSI features in one or two

dimensions for indoor localization. To our knowledge, how-

ever, no method till now tries to learn unique 3D spatiotem-

poral features simultaneously from the amplitude and phase

information of CSI-MIMO data for improving the localiza-

tion performance. Therefore, how to design a 3D DNN [30]

to learn spatiotemporal features from CSI-MIMO data would

be valuable for improving the localization performance of

fingerprinting systems.

In this paper, a novel dual-stream 3D convolutional neu-

ral network (DC-3DCNN) based fingerprinting system is

proposed to simultaneously learn spatiotemporal features

from the amplitude and phase information of CSI-MIMO

data for accurate indoor localization. In this fingerprinting

system, amplitude outliers elimination and phase sanitiza-

tion are firstly applied to gather CSI-MIMO data for con-

structing 3D amplitude and phase matrices. Then, these 3D

CSI-MIMO matrices are input to the proposed DS-3DCNN

which consists of two parallel subnetworks with several

convolution, batch normalization (BN) [32], max-pooling,

and fully-connected layers to implement dual-stream fea-

tures learning. Through this parallel deep network architec-

ture, identifiable space-time-frequency features of wireless

MIMO channels are simultaneously learnt from amplitude

and phase information of CSI-MIMO data. Then, in the

last fully-connected layer, probabilistic classification results

of the dual-stream subnetworks are fused based on Bayes’

theorem [33]. Correspondingly, network parameters will be

efficiently optimized in the offline training stage and stored

in the database. When it comes to the online locating stage,

newly gathered CSI-MIMO data are processed to construct

the 3D CSI-MIMO matrices which will be further input to

the proposed DS-3DCNN. At the final output layer, the fused

probabilistic classification results are obtained from spa-

tiotemporal feature maps. Since the outputs of DS-3DCNN

can be regarded as the probabilities of a mobile device’s

location matching some known RPs, the Gaussian mixture

model (GMM) [34] is subsequently used to approximate

the posterior distribution of the mobile device’s location.

Finally, a novel estimation algorithm is deduced to estimate

the mobile device’s location based on the minimum mean

square error (MMSE) criterion [35].

In brief, the main contributions of this paper can be sum-

marized as follows:

1) A DS-3DCNN network is proposed to learn spa-

tiotemporal features simultaneously from both amplitude

and phase information of CSI-MIMO with a dual-stream

network architecture including two parallel subnetworks.

Each subnetwork includes several composite-network-units

(CNUs), max-pooling layers, and fully-connected layers.

And in each CNU, a convolution layer, a BN layer, and

an activation function are connected end-to-end. Then,

the space-time-frequency features of wireless MIMO chan-

nels can be learned from 3D CSI-MIMO matrices through

3D convolutions in two parallel subnetworks, respectively.

2) For the proposed DS-3DCNN network, based on the

Bayes’ theorem, a fusion strategy is deduced to fuse proba-

bilistic classification results delivered by subnetworks. Con-

sequently, classification results of the output layer in the

proposed DS-3DCNN can be regarded as the probabilities

of a mobile device’s location matching those of the known

RPs.

3) To efficiently optimize the network parameters, a novel

parallel optimization method is designed for the proposed

DS-3DCNN based on the maximum likelihood criterion.

Through this method, the whole network optimization prob-

lem can be decomposed into two independent optimiza-

tion sub-problems corresponding to dual-stream subnetworks

architecture. Then, the parameters of two subnetworks are

available to be efficiently optimized by using stochastic gra-

dient descent (SGD) algorithm [36], separatively.

4) In the online locating stage, the GMM is applied to

approximate the posterior distribution of the mobile device’s

location using the output probabilistic classification results of

the proposed DS-3DCNN. And then, utilizing several pairs of

input 3D CSI-MIMO matrices gathered from multiple pack-

ets, the optimal MMSE estimation can be approximately cal-

culated from the GMM-based posterior distribution accord-

ing to the Bayes’ theorem.

The rest of this paper is organized as follows.

In Section II, a preliminary on the basics of CSI-MIMO

and fingerprint-based indoor localization system is intro-

duced. In Section III, the proposed CSI-based finger-

printing system is presented in detail; We first describe

how to construct 3D CSI-MIMO matrices based on

the amplitude outliers elimination and phase sanitiza-

tion performed on the gathered raw CSI-MIMO data;

Then, a DS-3DCNN is designed to realize the supervised

learning of spatiotemporal features of CSI-MIMO, and

whose network architecture is also introduced in detail;

Next, based on the probabilistic classification results of

DS-3DCNN, the GMM is applied to approximate the pos-

terior distribution of the mobile devices’s location. After

that, the optimal estimation of the mobile devices’s location

is deduced based on the MMSE criterion in the proposed

fingerprinting system. Moreover, experimental results and

discussion are given in Section IV, including the comparison

with some traditional methods. At last, the conclusion is

drawn in Section V.

II. PRELIMINARY

A. CSI-MIMO

In WiFi networks with IEEE 802.11 series standards, MIMO

and OFDM techniques are utilized to obtain high channel
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capacity and transform frequency-selective fading channels

into a set of flat-fading channels in parallel [21]. In these net-

works, CSI-MIMO is generally used to reflect channel prop-

erties on subcarriers between every transmit-receive antenna

pair [24]. Essentially, CSI is the channel frequency response

of wireless channels. Therefore, spectrum features of wireless

channels could be also represented by the CSI. Fortunately,

several CSI gathering tools have been released to collect raw

CSI data by utilizing some NICs such as the Intel 5300 [22]

and Qualcomm Atheros products [23].

According to the principle of WiFi systems, the received

signal yi,j,n on the nth subcarrier between the ith

transmit-antenna and the jth receiver-antenna can be

described by [24], [29]

yi,j,n = CSIi,j,nxi,j,n + zi,j,n (1)

where CSIi,j,n, and xi,j,n denote the CSI and the transmitted

signal, respectively. And zi,j,n represents the corresponding

channel noise. Based on [37], CSIi,j,n is further defined as

follows

CSIi,j,n =
L

∑

l=1

αl exp{−2π (f0 + n△f )τl} (2)

where  =
√

−1, f0 is the central frequency, △f represents

the frequency interval of adjacent subcarriers, αl and τl are

the signal magnitude and time-of-flight (ToF) of the lth signal

propagation path, respectively.

Equivalently, CSIi,j,n could be also rewritten as the follow-

ing simplified format [24], [37]

CSIi,j,n = |CSIi,j,n| exp{−ϕi,j,n} (3)

where |CSIi,j,n| and ϕi,j,n denote the amplitude and phase

information of the CSI, respectively.

B. FINGERPRINT-BASED INDOOR LOCALIZATION

PROBLEM DESCRIPTION

In fingerprinting systems [13], [16], the procedure of indoor

locating is generally divided into two stages: the offline train-

ing stage and the online locating stage.

In the former stage, first of all, CSI corresponding to

several RPs with known locations are collected to construct

fingerprint data directly or after some preprocessing. Next,

these fingerprint data are used to analyze or learn CSI features

which can be applied to efficiently and identifiably represent

different patterns corresponding to the locations of RPs.

Furthermore, in the online locating stage, current CSI

between the WiFi access point (AP) and the mobile

device with unknown location will be gathered and pro-

cessed for extracting the corresponding features. And then,

machine-learning methods can be applied to examine the

matching between features of current CSI measurements

and the previous versions stored in the database. After that,

matching results (in the form of probabilities) are output.

At last, the mobile device’s location can be estimated through

FIGURE 1. The proposed DS-3DCNN fingerprinting localization system.

Bayes methods or roughly recognized as the RP’s location

with highest matching probability.

Consequently, as we described above, it is reasonable to

model the fingerprint-based indoor localization as a classi-

fication problem which can be solved by machine-leaning

techniques such as DL methods [25].

III. THE PROPOSED CSI-BASED FINGERPRINTING

SYSTEM FOR INDOOR LOCALIZATION

In this paper, we design a CSI-based fingerprinting system

as shown in Figure 1. In the proposed localization system,

WiFi wireless devices are working on the 5GHz frequency

band which can provide more stable characters specially in

the phase information of CSI-MIMO data. There are two

stages included in the procedure of this fingerprinting system:

offline training stage and online locating stage.

In the offline training stage, after collecting the raw

CSI-MIMO, a data preprocessing including amplitude out-

liers elimination and phase sanitization is operated for the

construction of the pair of 3D CSI-MIMO matrices includ-

ing a 3D amplitude matrix and a 3D phase matrix. Then,

both 3D amplitude and phase matrices are input to the

DS-3DCNN for spatiotemporal features learning of

CSI-MIMO. Through many rounds of forward super-

vised feature learning and backward parameter optimizing,

the whole DS-3DCNN achieves stable state and obtains opti-

mal classification performance. Then, network parameters

are stored in a database.
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When it comes to the online locating stage, real-time

CSI-MIMO corresponding to a mobile device with unknown

location are continuously gathered from several packets and

preprocessed to construct 3D amplitude and phase matrices.

Since the optimal network parameters are available from

the database, spatiotemporal features of CSI-MIMO can be

directly learnt utilizing the DS-3DCNN. Completing feature

learning, a set of classification results will be output in prob-

abilities. Based on these probabilistic results, the posterior

distribution of the mobile device’s location is approximated

by a GMM. Furthermore, a MMSE estimation algorithm is

carried out to locate the mobile device.

In the following sections, we will introduce each compo-

nent of the proposed fingerprinting system in detail.

A. PREPROCESSING OF RAW CSI-MIMO

As described and proven in [37], due to complex indoor

wireless environments, the collected raw CSI-MIMO data

are unavoidably disturbed by the channel noise. It makes

amplitudes of CSI-MIMO containing a few outliers which

are unfavorable to learn detailed features from amplitudes of

CSI-MIMO in our system. In addition, the phase information

of CSI-MIMO data is also required to be calibrated to cancel

the disturbances such as the carrier frequency offset (CFO),

the sampling frequency offset (SFO), and the phase noises.

Therefore, the preprocessing including amplitude outliers

elimination and phase sanitization is indispensable for con-

structing 3D CSI-MIMO matrices.

1) AMPLITUDE OUTLIERS ELIMINATION

As mentioned in [39], many statistical methods (such as the

Chauvenet’s Criterion, Pauta criterion, and median absolute

deviation (MAD)) have been investigated to detect and elimi-

nate abrupt change points occurring in different kinds of data.

Compared with other methods, Pauta criterion has the lower

computational complexity and stable detection performance

without carefully setting the threshold. Consequently, in this

paper, we adopt the Pauta criterion to detect amplitude out-

liers of raw CSI-MIMO data and further remove them.

let |CSIi,j,n(k)| denotes the amplitude value of the CSI on

the nth subcarrier between the ith transmit-antenna and the jth

receive-antenna gathered from the kth packet. Then, based on

the Pauta criterion, |CSIi,j,n(k)|will be identified as an outlier
when

|d(k)| > 3σ (4)

where d(k) and σ are calculated as follows, respectively

d(k) = |CSIi,j,n(k)| − µc (5)

σ =

√
∑

k d(k)

K − 1
(6)

where µc and K are the mean and the number of CSI ampli-

tude values, respectively. After identifying outliers, the out-

liers of CSI-MIMO data will be replaced by newly gathered

samples matching the condition of (4).

2) PHASE SANITIZATION

Besides amplitudes, phase values of gathered CSI-MIMO

data may also suffer disturbances from CFO, SFO, and

phase noises due to the hardware imperfection on the

non-ideal timing and frequency synchronization in OFDM

systems. From [29], [37], [40], gathering from the kth packet,

the CSI phase value on the nth subcarrier between the ith

transmit-antenna and the jth receive-antenna could be written

as

ϕi,j,n = φi,j,n + 2πνn1t

N
+ θC + w (7)

where φi,j,n is the genuine value of the phase on the the nth

subcarrier, νn is the subcarrier index of the nth subcarrier,

1t indicates the SFO, θC and w represents the CFO and the

measurement error, respectively.

As shown in (7), the phase value of the gathered CSI

generally contains not only the genuine phase value but also

disturbances (including CFO, SFO, measurement error, and

the noise), which inevitably destroy the stable and identi-

fiable features of CSI-MIMO data. Referring to [29], [37],

[40], a common method for phase sanitization is the linear

transformation which can effectively cancel the disturbances

with low computational complexity.

Based on [40], the phase slope 1ϕ is defined by

1ϕ = ϕi,j,N − ϕi,j,1

νN − ν1
= φi,j,N − φi,j,1

νN − ν1
− 2π (1t)

N
(8)

and the average of all gathered CSI phase values of N subcar-

riers is

µϕ = 1

N

N
∑

n=1

ϕi,j,n = µφ + 2π1t

N 2

N
∑

n=1

νn + θC + w (9)

where µφ = 1/N
∑N

n=1 φi,j,n is the average of genuine phase

values.

Suppose Bo, fC , and N denote the OFDM channel band-

width, the center frequency, and the number of subcarriers

respectively. Based on the description in IEEE 802.11n stan-

dard [41], the frequency of nth subcarrier can be given by

fn = fc + Bo

N
νn (10)

where νn is the subcarrier index of the nth subcarrier

as in equations (7) and (9). Referring to the Table 7-

25f on page 50 of the IEEE 802.11n standard [41], when

the WiFi devices are working on the 5GHz center fre-

quency with 40MHz bandwidth, the values of 30 sub-

carrier indexes which can be used to collect CSIs

are {−58, −54, −50, −46, −42, −38, −34, −30, −26, −22,

−18, −14, −10, −6, −2, 2, 6, 10, 14, 18, 22, 26, 30, 34, 38,

42, 46, 50, 54, 58}. Therefore, it can be obviously observed

that the subcarrier indexes {νn, n = 1, . . . ,N } have symmet-

ric properties which lead to

N
∑

n=1

νn = 0 (11)
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Then, subtracting the linear term 1ϕνn + µϕ from the phase

ϕi,j,n in (7), the calibrated phase is given by

ϕ̄i,j,n = φi,j,n − φi,j,N − φi,j,1

νN − ν1
νn − µφ (12)

Comparing the equations (7) and (12), after phase saniti-

zation, the disturbances (1, θC , and w) are cancelled from

the calibrated phase ϕ̄i,j,n which presents more stable and

identifiable features of CSI.

B. 3D CSI-MIMO MATRICES CONSTRUCTION

As described in [28], [29], CSI amplitudes and phases are

widely utilized in fingerprinting systems mostly in the form

of two-dimensional (2D) images or matrices. To our knowl-

edge, however, there is still no effort made on jointly learn-

ing the fine features of wireless MIMO channels in spatial,

temporal, and frequency domains through 3D convolution

calculations to improve localization performance of finger-

printing systems. In this paper, in order to realize 3D learning

of spatiotemporal features of CSI-MIMO in our fingerprint-

ing system, it is necessary to construct corresponding 3D

CSI-MIMO matrices as input data of the follow-up DNN.

LetNp be the number of packets transmitted over the link of

the ith transmit-antenna and the jth receive-antenna, after the

preprocessing including the amplitude outliers elimination

and phase sanitization, the 3D amplitude matrix |CSI|i,j and
phase matrix 8i,j could be constructed as follows

|CSI|i,j =






|CSIi,j,1(1)| . . . |CSIi,j,30(1)|
... . . .

...

|CSIi,j,1(Np)| . . . |CSIi,j,30(Np)|




 (13)

8i,j =






|ϕ̄i,j,1(1)| . . . |ϕ̄i,j,30(1)|
... . . .

...

|ϕ̄i,j,1(Np)| . . . |ϕ̄i,j,30(Np)|




 (14)

where |CSIi,j,n(k)| denotes the CSI amplitude value on the

nth subcarrier between the ith transmit-antenna and the jth

receive-antenna gathered from the kth packet, and ϕ̄i,j,n(k)

is the corresponding calibrated phase. Additionally, there are

30 elements in each row of 2D matrices |CSI|i,j and 8i,j

because it is feasible to gather CSI data from 30 subcarriers

between each transmit-receive antenna pair [24]. Assume that

there are three antennas equipped on each transmitter/reveicer

in a WiFi network, the 3D amplitude matrix MA and phase

matrix MP of CSI-MIMO are defined as follows (as shown

in Figure 2)

MA( , , 1) =
[

|CSI|1,1
]

,

MA( , , 2) =
[

|CSI|2,1
]

,

...

MA( , , 9) =
[

|CSI|3,3
]

(15)

where thematrices
{

|CSI|i,j, i, j = 1, 2, 3
}

are given by equa-

tion (13), and

MP( , , 1) =
[

81,1

]

,

FIGURE 2. Construction of 3D amplitude and phase fingerprint matrices.

MP( , , 2) =
[

82,1

]

,

...

MP( , , 9) =
[

83,3

]

(16)

where the matrices
{

8i,j, i, j = 1, 2, 3
}

are defined in equa-

tion (14).

It is obviously shown in (15-16) and Figure 2 that the

unique features of wireless MIMO channels in spatial, fre-

quency, and temporal domains are centrally embodied in 3D

amplitude and phase matrices.

C. DUAL-STREAM 3D CONVOLUTIONAL NEURAL

NETWORK

The constructed 3D amplitude and phase matrices in Fig. 2

will be further input to the proposed DS-3DCNN for learning

space-time-frequency features of MIMO wireless channels.

Differing from 2D-CNNs, this operation is completed by per-

forming a set of 3D convolutions on 3D CSI-MIMOmatrices

simultaneously in spatial, temporal, and frequency domains,

which is more favorable for the subsequent classification.

1) DS-3DCNN ARCHITECTURE

The architecture of the proposed DS-3DCNN is given

in Fig. 3. To simultaneously learn features from amplitude

and phase information of CSI-MIMO, a dual-stream structure

is adopted in the proposed DS-3DCNN which contains two

3D-CNN subnetworks whose inputs are 3D amplitude and

phase matrices, respectively.

For the upper amplitude subnetwork (in Fig. 3), following

the input layer, we continuously arrange three CNUs with the

same internal composition and structure. Each CNU contains

a convolution layer followed by a BN layer and a nonlinear

activation function such as the rectified linear unit (ReLU)

function (ReLU (x) = max(0, x)) [1], [2], in which the con-

volution layer is responsible for learning features through 3D

convolution kernels and obtaining several feature maps. The

3D convolution calculation can be defined as follows [30],

[31]

ν
x,y,z
li,lj

=
∑

m

Rli−1
∑

r=0

Pli−1
∑

p=0

Qli−1
∑

q=0

w
r,p,q
li,lj,m

ν
x+r,y+p,z+q
li−1,m + bli,lj (17)
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FIGURE 3. The proposed DS-3DCNN deep neural network.

where Rli , Pli , andQli are the sizes of the kernel along tempo-

ral, frequency, and spatial dimensions respectively. And ν
x,y,z
li,lj

is the value of the (x, y, z)th element of the ljth feature map in

the li layer, w
r,p,q
li,lj,m

denotes the value of the (r, p, q)th element

of the 3D convolution kernel connected to the mth feature

map, and bli,lj represents the bias.

Next, feature maps would be completed the de-correlation

and normalization operations in the BN layer, besides that the

distribution of featuremaps can be alsomodified to accelerate

the network training. The BN operation is first proposed

in [32] to effectively avoid the over-fitting and accelerate the

training speed of DNNs. Following the BN layer, the ReLU

activation function is applied on the feature maps to realize

the nonlinear mapping with fast training speed. It should be

noted that, in first three consecutive CNUs of the amplitude

subnetwork, there is no pooling layer for decreasing network

parameters. Since the dimensions of input 3D CSI-MIMO

matrices are only 30 × 30 × 9, we want to perform more

convolutions to learn finer features from the amplitude infor-

mation of CSI-MIMO. After these three CNUs, feature maps

are downsampled through a max-pooling layer. After that,

feature maps will continue to go through two CNUs plus

max-pooling layers to complete the whole feature learning

process. It is obviously shown that, there are 32 convolution

kernels with dimensions of 3×3×2 used in each convolution

layer. But in the last convolution layer, dimensions of the con-

volution kernel is decreased to 2×2×1 for learning features

in detail from smaller feature maps. Next, a fully-connected

layer is arranged to generate the 128×1 feature vector which

is finally sent to the output layer of the amplitude subnetwork.

Then, the following Softmax activation function [1], [2] is

used to offer probabilistic classification results whose number

is the same as that of RPs

ζlo = e
wTlo

νlo

∑No
lo=1 e

wTlo
νlo

(18)

where ζlo denotes the loth neuron output in the output layer of

the amplitude subnetwork, No is the number of neurons, wlo

is the weight parameter vector of the connected neurons of

the link between the second last layer and the output layer of

the amplitude subnetwork, and νlo corresponds to the output

of the second last layer.

For the phase subnetwork in the proposed DS-3DCNN,

it has the same architecture as the amplitude subnetwork

except the dimensions of max-pooling layers and the convo-

lution kernels in the following convolution layers as shown

in Fig. 3, which are more suitable for features learning of 3D

phase matrices proven by experiments in Section IV. Further-

more, after learning features, the outputs of amplitude and

phase subnetworks are fused in the final output layer of the

whole DS-3DCNN network based on the Bayes’ theorem.

2) BAYESIAN FUSION OF SUBNETWORKS

Given the probabilistic classification results of two-stream

subnetworks, the global output results could be obtained by

Bayesian fusing in the fusion layer of the proposed DS-

3DCNN.

let WA and WP denote the parameter sets correspond-

ing to the amplitude and phase subnetworks in the pro-

posed DS-3DCNN, respectively. Given the 3D amplitude

and phase matrices MA and MP defined in (15-16) and
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let XA = {MA,WA} and XP = {MP,WP}, based on the

Bayes’ theorem, the probabilistic classification result corre-

sponding to the loth RP’s location rlo can be expressed in the

conditional probability form shown below

P(rlo |XA,XP) = P(rlo ,XA,XP)

P(XA,XP)
(19)

Considering XA and XP are uncorrelated and hence

P(XA,XP|rlo ) = P(XA|rlo )P(XP|rlo ), the above equation can

be further written as

P(rlo |XA,XP) = P(XA,XP|rlo )P(rlo )
p(XA,XP)

∝ P(XA|rlo )P(XP|rlo )
P(XA,XP)

= P(rlo |XA)P(XA)p(rlo |XP)P(XP)

P(XA,XP)
(20)

where P(rlo |XA) and P(rlo |XP) correspond to probabilistic

classification results of the amplitude and phase subnetworks,

respectively. SinceXA andXP are uncorrelated, P(XA,XP) =
P(XA)P(XP) is valid, which means that the fused classifica-

tion result (20) can be given by

P(rlo |XA,XP) ∝ P(rlo |XA)P(rlo |XP) (21)

After Bayesian fusing in (21), the following normalization

calculation is performed on P(rlo |XA,XP) to make the sum to

be one

P(rlo |XA,XP) = P(rlo |XA,XP)
∑NRP

io=1 P(rio |XA,XP)
(22)

Based on the above derivations, it is reasonably concluded

that the dual-stream amplitude and phase subnetworks in the

proposed DS-3DCNN are independent and complementary,

which makes the Bayesian fusion results more accurate than

those of any single amplitude/phase subnetwork.

D. OFFLINE TRAINING STAGE

As with other fingerprinting systems, the proposed

DS-3DCNN contains two stages in the locating process:

offline training stage and online locating stage. In the offline

training stage, network parameters are optimized byminimiz-

ing a loss function. Next, we will present the derivation of the

loss function used in the network optimization.

Let Xin,lo = {MA,MP} be the set of inputs where MA and

MP denote 3D amplitude and phase matrices corresponding

to the location of the loth RP, respectively. Additionally,

let W = {WA,WP} denote the whole network parameters

where WA and WP are the subnetwork parameters. Then,

the proposed DS-3DCNN can be formulated as the following

mathematic model

ζ̃lo =glo + zlo = f (Xin,lo ,W) + zlo , lo = 1, . . . ,NRP (23)

where glo = f (Xin,lo ,W) describes the nonlinear mapping

from the network input Xin,lo and the parameter set W to

the target result glo through the supervised learning. Addi-

tionally, ζ̃lo is the output result of the proposed DS-3DCNN

corresponding the loth RP, and zlo denotes the error following

Gaussian distribution.

From (23), let Xin =
{

Xin,lo , lo = 1, . . . ,NRP
}

and ζ̃ =
{

ζ̃lo , lo = 1, . . . ,NRP

}

, then the optimal network parameters

Ŵ can be obtained as follows based on the maximum likeli-

hood criterion [35]

Ŵ = argmax
W

p(ζ̃ |Xin,W) = argmin
W

log p(ζ̃ |Xin,W) (24)

Considering that MA and WA are uncorrelated to MP and

WP, the equation (24) is further written as follows referring

to the derivations in (20-22)

Ŵ = argmin
W

log
(

p(ζ̃ |MA,WA)p(ζ̃ |MP,WP)
)

= argmin
W




log p(ζ̃ |MA,WA)

︸ ︷︷ ︸

LA

+ log p(ζ̃ |MP,WP)
︸ ︷︷ ︸

LP




 (25)

Since the final output label ζ̃ corresponds to the fused

results of the amplitude and phase subnetworks, it is difficult

to calculate the partial derivatives: ∂LA/WA, and ∂LP/WP.

Consequently, we make the following assumptions for the

convenience of optimizing network parameters

LA ≈ log p(ζ̃A|MA,WA) =
NRP∑

io=1

(ζ̃Aio − gio )
2 (26)

LP ≈ log p(ζ̃P|MP,WP) =
NRP∑

io=1

(ζ̃Pio − gio )
2 (27)

where ζ̃Aio and ζ̃Pio are the results before fusing of ampli-

tude and phase subnetworks, respectively. Then, the global

parameters optimization is approximately equivalent to the

following two separately local optimizations

ŴA = argmin
WA

LA (28)

ŴP = argmin
WP

LP (29)

where (28) and (29) represent the optimizations of sub-

networks in the proposed DS-3DCNN, respectively. Then,

the SGD algorithm [36] is utilized to solve the above opti-

mization problems until the loss functions LA and LP con-

verge to the values under the given threshold.

Based on the above description, the whole training pro-

cess of the proposed DS-3DCNN can be roughly summa-

rized in the following three phases: (1) Constructing 3D

CSI-MIMO matrices as the training data set; (2) Inputting

the 3D CSI-MIMO matrices into the proposed DS-3DCNN

network and calculating the subnetworks’s loss functions LA
andLP; (3) Updating the subnetwork parametersWA andWP

of DS-3DCNN through SGD algorithm, till LA and LP are

under a given threshold. Next, we give the detailed steps of

the training algorithm of the DS-3DCNN in Algorithm 1.
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Algorithm 1 Training Algorithm of the Proposed DS-

3DCNN
Input: Gathered raw CSI values at all RPs

Output: Optimized parameters of the DS-3DCNN

1: CSI preprocessing: amplitude outliers elimination and

phase sanitization

2: Construct 3D CSI-MIMO matrices

3: Set the initial values of network parameters WA and WP

to be zeros. Furthermore, let the error threshold γ =
10−6

4: while (WA < γ ) and (WP < γ ), do

5: Randomly select a mini-batch from all pairs of 3D

CSI-MIMO matrices corresponding all RPs

6: Input the mini-batch to the DS-3DCNN

7: Calculate the loss functions LA and LP in (26-27)

8: Update the amplitude subnetwork parameters WA

through SGD algorithm based on LA

9: Update the phase subnetwork parameters WP through

SGD algorithm based on LP

10: end while

E. ONLINE LOCATING STAGE

1) TRADITIONAL METHOD

After offline training of the proposed DS-3DCNN network,

network parameters are stored in a database. In the online

locating stage, when there is a mobile device required to be

located, raw CSI-MIMO data are real-time collected and pre-

processed to construct a pair of CSI-MIMO matrices includ-

ing a 3D amplitude matrix and a 3D phase matrix. Next, these

3D matrices are input to the proposed DS-3DCNN adopting

optimized parameters stored in the database in advance. In the

output layer, using the Softmax activation function, the output

of the loth neuron can be viewed as the probability that

the mobile device locates at loth RP. Then, the probability

weighted centroid method is commonly used to calculate the

estimated location r̂M of the mobile device as follows

r̂M =
∑

lo∈2

rlo
ζlo

∑

lo∈2 ζlo
(30)

where rlo is the location of the loth RP, and 2 denotes the set

of selected RPs.

Analyzing the equation (30), it can be regarded as a discrete

approximation of the following MMSE estimation of the

mobile device’s location

r̂M = E[rM |CSI] =
∫

x∈2

xp(x|CSI)dx (31)

where E[·] denotes mathematical expectation, 2 is the same

set as that in (30), and p(x|CSI) denotes the posterior distribu-
tion of the mobile device’s location. In this situation, the loth

neuron’s output of the proposed DS-3DCNN in the online

locating stage is actually the value of p(x|CSI)|x=rlo
.

However, using (30) to be as the approximate estimation

of equation (31) is not accurate enough due to the following

two reasons: (1) There are usually not enough candidate RPs

FIGURE 4. Layout of RPs in the monitoring region of the university lab.

in the set 2; (2) More importantly, the estimation method in

(30) is only based on one pair of 3D CSI-MIMO matrices,

but several pairs of 3D CSI-MIMO matrices from multiple

packets may be favorable to obtain more accurate estimate of

the mobile device’s location.

In this paper, we try to give a novel MMSE estimation

of the mobile device’s location based on CSI measurements

from multiple packets, and hence provide more accurate

localization results of the proposed DS-3DCNN based fin-

gerprinting system. Firstly, we will give the approximate

description of the posterior distribution of the mobile device’s

location.

2) GMM FOR APPROXIMATING POSTERIOR DISTRIBUTION

Let CSI(it ) denote the it th pair of input 3D CSI matrices

(including a 3D fingerprint matrix and a 3D phase fingerprint

matrix) of the proposed DS-3DCNN in the online locat-

ing stage, and there are totally NRP probabilistic outputs

{ζlo (it ), lo = 1, . . . ,NRP} from the proposed DS-3DCNN.

Since the output ζlo (it ) could be viewed as the probability

of the mobile device locating at the loth RP, as shown in

following equation

ζlo (it ) = P(rlo |CSI(it )) (32)

then the following GMM model is defined to approximate

the posterior distribution p(rM |CSI(it )) of the mobile device’s

location rM

p(rM |CSI(it )) =
NG∑

lo=1

ζlo (it )N (rM ; rlo , 6lo )

=
NG∑

lo=1

P(rlo |CSI(it ))N (rM ; rlo , 6lo ) (33)

where NG is the number of candidate RPs with rela-

tively higher values in {ζlo (it ), lo = 1, . . . ,NRP}, and

N (rM ; rlo , 6lo ) denotes the Gaussian distribution with mean

rlo (which is the location of the loth RP) and covariance

matrix 6lo . Since the RPs are generally designed as the

centers of a few of square regions as shown in Fig. 4, it is

reasonable to set the covariancematrix6 = (LR/2)
2I2, where

LR is the side length of the square region of the loth RP’s

location, and I2 is the 2 × 2 identification matrix.

3) MMSE ESTIMATION OF MOBILE DEVICE’S LOCATION

Without loss of generality, it is assumed that the location of

the mobile device does not change within the time of con-
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structing and learningNT pairs of input 3DCSI-MIMOmatri-

ces. Let CSI1:NT = {CSI(1), . . . ,CSI(NT )} denote all the

pairs of input 3D CSI-MIMO matrices, the global posterior

distribution of the mobile device’s location based on CSI1:NT
can be further given as follows based on the equation (33)

p(rM |CSI1:NT ) =
NG∑

lo=1

P(rlo |CSI1:NT )N (rM ; rlo , 6lo ) (34)

where P(rlo |CSI1:NT ) is the probability of the mobile

device locating at loth RP. Based on the Bayes’ theorem,

P(rlo |CSI1:NT ) can be written as

P(rlo |CSI1:NT ) = P(CSI1:NT |rlo )P(rlo )
P(CSI1:NT )

=

[
∏NT

it=1 P(CSI(it )|rlo )
]

P(rlo )

p(CSI1:NT )
(35)

where P(CSI(it )|rlo ) = P(rlo |CSI(it ))P(CSI(it ))/p(rlo ), then
the equation (35) can be rewritten as

P(rlo |CSI1:NT ) =

[
∏NT

it=1 P(rlo |CSI(it ))
] [

∏NT
it=1 P(CSI(it ))

]

P(CSI1:NT )
[

P(rlo )
]NT−1

(36)

where P(CSI(it )) is obviously a constant because CSI1:NT
are the CSI-MIMO measures, and P(rlo ) = 1/NRP is the

probability of randomly selecting the loth RP from NRP RPs.

Consequently, considering that {CSI(1), . . . ,CSI(NT )} are

separately collected from different packets and uncorrelated

with each other, p(rlo |CSI1:NT ) in the global posterior distri-

bution (34) is further decided by

P(rlo |CSI1:NT ) ∝
NT∏

it=1

P(rlo |CSI(it )) (37)

Consequently, given NT pairs of 3D CSI-MIMO matrices

gathered from multiple packets and the corresponding prob-

abilistic output results of the proposed DS-3DCNN, we can

further approximate the posterior distribution p(rM |CSI1:NT )
of the mobile device’s location rM based on equations (37)

and (34). Then, we can calculate the MMSE estimate of the

mobile device’s location as follows

r̂M =E [rM |CSI1:T ]=
∫

xp(x|CSI1:T )dx ≈
N̄RP∑

lo=1

¯̄wlorlo (38)

where the parameter ¯̄wlo is given by

¯̄wlo = w̄lo
∑

lo
w̄lo

, lo = 1, . . . , N̄RP (39)

and
{

w̄lo
}N̄RP
lo=1

are the first N̄RP largest values in
{

w̄lo
}NRP
lo=1

which are calculated as follows using the probabilistic output
{

ζlo (it ), lo = 1, . . . ,NRP
}

of the proposed DS-3DCNN based

on the equation (37)

w̄lo =
NT∏

it=1

ζlo (it ), lo = 1, . . . ,NRP (40)

FIGURE 5. Layout of the university laboratory.

In brief, all the steps of the proposed DS-3DCNN based

locating/testing algorithm are summarized in Algorithm 2.

Algorithm 2DS-3DCNNBased Locating/Testing Algorithm

Input: Gathered raw CSI values from the mobile device at

an unknown location

Output: Estimated location

1: CSI preprocessing: amplitude outliers elimination and

phase sanitization

2: Construct NT pairs of 3D CSI-MIMO matrices as the

inputs of DS-3DCNN

3: for it = 1 : NT , do
4: Obtain outputs

{

ζlo (it )
}NRP
lo=1

of the DS-3DCNN

5: end for

6: // MMSE estimation:

7: Calculate the weights
{

w̄lo
}NRP
lo=1

using (40)

8: Select the first N̄RP largest values in
{

w̄lo
}NRP
lo=1

9: Normalize the selected N̄RP values based on (39)

10: Obtain the estimated location using (38)

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. EXPERIMENTAL ENVIRONMENTS AND

CONFIGURATION

To verify the effectiveness of the proposed localization sys-

tem, two general indoor environments are considered in our

experiments: an university laboratory (lab) with dimensions

of 14.2 × 8.2m2 and a long corridor with dimensions of

35 × 2.2m2.

In the university lab as shown in Figure 5, there are

some office furniture (such as tables and chairs), two air-

conditioners, and several computers. For the corridor as

shown in Figure 6, it is a long and narrow space without

any objects in it. Both in the lab and the corridor, there are

a desktop computer and a laptop computer used as the AP

and the mobile device, respectively. The Intel 5300 NIC with

3 antennas is equipped on both the AP and the mobile device

for the transmission of packets and the collection of CSI data

on the 5G frequency-band. In the locating region, we set a RP

every 1.5 meters for the CSI gathering in the offline training
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FIGURE 6. Layout of the indoor corrider.

stage, and there are totally 26 and 16 RPs set in the locating

regions of the lab and the corridor, respectively. Moreover,

there is also a desktop computer with the Geforce 1080Ti

graph-processor-unit (GPU) acting as the central server for

training the deep neural network.

Before our testing experiments, we need to perform the

training of the proposed DS-3DCNN. In the lab environ-

ment, at each RP, the laptop receives 12000 packets at each

receive-antenna. Based on the constructing method of 3D

CSI-MIMOmatrices presented in subsection III.A, the laptop

can once construct 400 pairs of 3D CSI-MIMO matrices

at each RP. Considering all the RPs, there are 10400 pairs

of 3D CSI-MIMO matrices are used to construct the whole

training data set in the lab experimental environments. Then,

the data set is saved in the central server, and the Algo-

rithm 1 is performed to complete the training of the proposed

DS-3DCNN. Similarly, in the corridor experimental environ-

ment, 800 pairs of 3D CSI-MIMOmatrices are constructed at

each RP. Correspondingly, considering all the RPs, there are

totally 12800 pairs of 3D CSI-MIMOmatrices in the training

data set for the training of the proposed DS-3DCNN network

in the corridor environment.

After obtaining the optimized parameters of the proposed

DS-3DCNN, in the online locating/testing experiments,

we randomly select 10 testing locations whose coordinates

aremore or less different from those of RPs in the surveillance

regions of the lab and corridor environments, respectively.

Then, at each testing location, we use the laptop to receive

(30 ∗ NT ) packets at each receive-antenna. Subsequently, NT
pairs of CSI-MIMO matrices can be constructed at each test-

ing location. At last, we perform the Algorithm 2 to achieve

the MMSE estimation of the testing location. For each testing

location, we do 1000 Monte Carlo locating/testing experi-

ments to obtain the stable performance of our method. It is

should be noted that, we can obtain the best locating perfor-

mance when the value of NT is set to 5 as shown and proven

in our subsequent experiments.

B. COMPARISON OF LOCALIZATION PERFORMANCE

To make a comparison of the localization performance, sev-

eral state-of-the-art methods are realized in our experiments

including Horus [18], CSI-MIMO [24], DeepFi [26], and

CiFi [29]. Comparison results in both lab and corridor envi-

ronments are shown in Figure 7.

FIGURE 7. Cumulative distribution functions (CDFs) of different methods’
localization errors.

1) UNIVERSITY LABORATORY

For the lab environment, localization performance compar-

ison of the five methods are given in Figure 7(a) where

the horizontal axis is the localization distance error and the

vertical axis is the cumulative distribution functions (CDFs)

of distance errors. As shown in Figure 7(a), for the Horus,

there are almost 40% test cases whose localization errors

are below 1.5 meters, while percentages of other methods

are obviously higher than 45%. It seems that the CSI-based

locating methods (including CSI-MIMO, DeepFi, CiFi, and

the proposed DS-3DCNN) significantly outperform the tra-

ditional RSS-based method (Horus). The main reason is that

CSI owns more stable characters than RSS whose values

exhibit more significant changes in each measurement.

Similarly, compared with Horus and CSI-MIMO, the

DL-based methods (including DeepFi, CiFi, and the pro-

posed DS-3DCNN) provide higher percentage of testing

caseswhose localization errors are below 1.5meters. It is con-

cluded that DNNs are more effective in learning CSI features

for achieving more accurate localization than other methods.

Different DNNs are designed and applied to learn different

features from raw CSI measurements in DeepFi, CiFi, and

the proposed DS-3DCNN systems, respectively. But only the

proposed DS-3DCNN system is able to simultaneously learn

space-time-fequency features of MIMO channels from both

CSI amplitude and phase information. Consequently, more

detailed and identifiable features can be used to obtain better

classification results. Moreover, due to utilizing the GMM in

(34), the posterior distribution of the mobile device’s location

can be accurately approximated. Hence, the MMSE estimate
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TABLE 1. Performance comparison of localization systems for the lab
environment.

of the mobile device’s coordinate can be calculated by using

the proposed Algorithm 2. Correspondingly, as shown in Fig-

ure 7(a), the localization results of the proposed DS-3DCNN

method is better than other DL-basedmethods such as DeepFi

and CiFi systems.

In Table 1, we also give the comparison of mean locating

error, standard deviation, and mean running time of these five

methods. The mean error is defined as follows

Merr =
∑Nc

ic

∑Ne
ie

√

(xie,ic − x̂ie,ic )
2 + (yie,ic − ŷie,ic )

2

NeNc
(41)

where (xie,ic , yie,ic ) is the genuine coordinate of the mobile

device located on the ieth testing point, and (x̂ie,ic , ŷie,ic )

denotes the estimated coordinate of the ieth testing point in

the icth testing case.

It is obviously shown in Table 1 that, the proposed

DS-3DCNN system outperforms other methods in both mean

error and standard deviation. Unfortunately, however, this

superior locating performance is achieved at the cost of more

running time as shown in Table 1. The main reason is 3D

convolution calculations in our DS-3DCNN own higher com-

putational complexity than other methods. Therefore, how to

further decrease the computational burden of the proposed

DS-3DCNN while holding the same lower mean locating

error is our next work. Our preliminary research shows that

3D residual networks [42] and distributed DNNs [43] may be

a good choice to reach the aim.

2) CORRIDOR

For the corridor environment, comparison results are given

in Figure 7(b). Better localization performance are provided

by DL-based methods, in which the proposed DS-3DCNN

method also provides best localization results. It should be

also noted that, however, the localization performance of all

methods degrade more or less in the corridor environment

compared with those in the lab as shown in Fig. 7(a). The

main reason is that there certainly appears more effect of

multiple pathes of the wireless channel in the corridor due

to its narrow space. Accordingly, both CSI and RSS appear

significantly unstable features in the corridor environment

which makes the localization more difficult.

Besides CDFs results, other performances comparison of

those methods are also shown in the Table 2 such as mean

localization error, standard deviation of the localization error,

and the mean running time. As obviously shown in the

Table 2, the proposed DS-3DCNN reaches the smallest local-

ization error in these methods. In the meanwhile, however,

TABLE 2. Performance comparison of localization systems for the
corridor environment.

TABLE 3. Localization errors of the proposed DS-3DCNN with different
dimensions of input 3D CSI-MIMO matrices.

our method also need more running time to implement the

smallest locating error mainly because of more 3D convo-

lution calculations required for learning spatiotemporal fea-

tures of CSI-MIMO.

C. IMPACT OF SYSTEM PARAMETERS SETTING

1) DIMENSIONS OF 3D CSI-MIMO MATRICES

As described in [22], [24], We can collect CSI on 30 sub-

carriers from a single packet between each transmit-receive

antenna pair. Therefore, for a 3× 3 MIMO-OFDMWiFi sys-

tem, a pair of input 3D CSI-MIMO matrices with the dimen-

sions of 30×30×9 can be constructed as shown in Figure 2,

through utilizing 30 packets between each transmit-receive

antenna pair. In this experiment, we try to use different num-

bers of packets to construct 3D amplitude and phase matrices

with different dimensions for examining the performance of

the proposed DS-3DCNN localization system.

The localization errors corresponding to different dimen-

sions of 3D amplitude and phasematrices are given in Table 3.

As obviously shown that, the proposed DS-3DCNN achieves

the smallest localization error when the dimensions of ampli-

tude and phase matrices are 30 × 30 × 9. It means that the

best localization performance will be obtained when using

30 packets between each transmitter-receiver antenna pair

to construct 3D CSI-MIMO matrices as the input of the

proposed DS-3DCNN.

2) NUMBER OF 3D CONVOLUTION KERNELS

For both 2D-CNNs and 3D-CNNs, using more convolution

kernels is beneficial for constructing more detailed and

identifiable feature maps and hence obtain more reliable

recognition or classification results. However, too many

convolution operations and corresponding parameters will

inevitably increase the computational burden.

In Table 4, for the lab environment, we give the localiza-

tion results corresponding to different numbers of 3D con-

volution kernels in each convolution layer of the proposed

DS-3DCNN. From the comparison we can find that the

most accurate localization performance is obtained by using
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TABLE 4. Localization error vs. number of convolution kernels.

FIGURE 8. Localization errors of the proposed DS-3DCNN versus different
intervals of adjacent RPs.

48 3D convolution kernels in our network. When the number

of kernels reducing to 32, the localization error increases

by 14.3%. When the number of kernels changes from 32 to

16, the localization error rises by more than 17%. Therefore,

we decide to use 32 kernels in the convolution layers of our

DS-3DCNN to reach a balance between performance and

computation cost.

3) INTERVAL OF RPS

As discussed in previous literatures, different numbers of

RPs used in the network training lead to various localization

errors of fingerprint-based systems, because the changing of

the interval between two adjacent RPs will result in differ-

ent classification results of DNNs. In fig. 8, we select five

different intervals between two adjacent RPs to observe the

performance changes of the proposed DS-3DCNN system.

As Shown in Fig. 8(a), when the interval is set to 1.5 and

1.8 meters, the optimal localization performance can be

obtained by the proposed DS-3DCNN system in the lab

environment. However, whenwe enlarge the interval to 2.1m,

the mean distance error will obviously increase. Similarly,

reducing the interval from 1.5 to 0.9 meters, the mean

error also increases more or less. Additionally, localization

errors with various intervals in the corridor environment

are also presented in Fig. 8(b). We can observe that the

lowest localization error occurs when the interval of adja-

cent RPs is 1.5 meter. Consequently, concluding from the

results in Fig. 8, the localization performance of the proposed

DS-3DCNN system suffers a significant impact of the inter-

val between two adjacent RPs, just liking other fingerprinting

FIGURE 9. Localization errors of the proposed DS-3DCNN versus the
number of candidate RPs.

systems. Without loss of generality, it is proven that big-

ger intervals make RPs easier to be distinguished, however,

it will also bring more built-in errors in the estimation of the

mobile device’s location. On the other hand, built-in errors

are decreased when the interval becomes smaller, but the CSI

features corresponding to adjacent RPs are less identifiable

and unreliable for matching the testing data with the correct

training data.

4) NUMBER OF CANDIDATE RPS

As shown in Algorithm 2, several candidate RPs are selected

to calculate the estimate of the mobile device’s location.

In Figure 9, we give the impact of the number of candi-

date RPs on final estimation performance in the proposed

DS-3DCNN system.

As shown in Figure 9, the localization error of our system

is bigger when there are not enough candidate RPs used in

GMM to approxiamte the posterior and estimate the mobile

device’s location in (34,38-40). It is mainly because that

the accurate approximation of any distribution by the GMM

generally depends on the number of Gaussian components.

When there are five RPs used to approximate the poste-

rior, the proposed MMSE estimation reaches relatively stable

mean localization error.

However, it should be also noted that more candidate

RPs in the GMM will definitely increase the computational

complexity of the proposed DS-3DCNN system, but not

significantly contribute to the improvement of localization

performance.

5) NUMBER OF THE PAIRS OF 3D CSI-MIMO MATRICES

In the proposed DS-3DCNN system, a MMSE estima-

tion method is investigated to estimate the mobile device’s
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FIGURE 10. Localization errors of the proposed DS-3DCNN system versus
different values of NT for the corridor environment.

location using the outputs of the proposed DS-3DCNN,

which is based on the assumption on that the mobile device’s

location does not change during the constructing and learning

of NT pairs of 3D CSI-MIMO matrices in the proposed

DS-3DCNN localization system. The posterior distribution

of the mobile device’s location is deduced by means of

Bayes’ theorem in equations (34) and (37). Viewing from

the perspective of Bayesian filtering, this step is actually to

perform the smoothing on the proposed DS-3DCNN’s prob-

abilistic results which are corresponding to NT pairs of 3D

CSI-MIMO matrices. Therefore, it is reasonably expected

that the proposed MMSE method is able to bring more

accurate localization result than the case of only using the

CSI-MIMO from one packet.

Taking the lab environment as an example, the localization

errors versus different values of NT are given in Figure 10.

It is obviously shown that, the localization error of our sys-

tem descents to the lowest value when NT = 5 in (40).

We also observe that the localization error becomes higher

when increasing the value ofNT to be bigger than 5. Themain

reason seems that, after many times of product calculation of

equation (40), the difference between the adjacent elements

w̄lo and w̄lo−1 becomes larger, which means that elements

with larger values in
{

w̄lo , lo = 1, . . . ,NRP
}

become larger,

but relatively small elements tend to smaller. Then, after

many times of product calculations in (40), the largest value

of
{ ¯̄wlo , lo = 1, . . . , N̄RP

}

will approximately equal to one,

which means that the estimation of mobile devices’s location

is only based on one RP. From Fig. 10, when NT = 5,

the MMSE estimation method is proven to be feasible to

improve localization accuracy of the proposed DS-3DCNN.

V. CONCLUSION

In this paper, we propose a DS-3DCNN to learn space-time-

frequency features of MIMO channels from CSI-MIMO data

for the fingerprint-based indoor localization. Firstly, CSI data

gathered fromMIMO-OFDMWiFi systems are preprocessed

and used to construct 3D amplitude and phase matrices which

are further used as the inputs of the DS-3DCNN network.

Several 3D convolution layers, BN layers, max-pooling lay-

ers, and fully-connected layers are utilized to learn identifi-

able features simultaneously from the amplitude and phase

information of CSI measurements in the offline training

stage. Then, based on the newly collected CSI-MIMO data

in the online locating stage, probabilistic classification results

are obtained from the output layer and utilized to construct the

posterior distribution of the mobile device’s location using

the GMM. At last, based on the MMSE criterion, a novel

algorithm is deduced to achieve the accurate estimation of

the mobile device’s location. Extensive experiments are per-

formed to examine the localization performance of the pro-

posed DS-3DCNN system. Experimental results show that

the proposed DS-3DCNN system outperforms several exist-

ing methods, which obviously verify that 3D deep CNNs are

feasible and powerful to learn features of MIMO wireless

channels jointly in spatial, temporal, and frequency domains

and achieve accurate localization in indoor environments.
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