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Abstract This paper investigates whether using sensors 
during training is more effective than not. Results are presented 
from investigating novice vehicle drivers learning while using 
varying amounts of sensor support. Qualitative and quantitative 
data evaluations are made to compare drivers with sensors 
against those without while they learn to drive a vehicle.  
Reliance on the teaching processes used was recorded while 
various amounts of support were given by the intelligent systems.  
The work considers whether skilled drivers trained with sensors 
assisting them during training, could then work well without any 
assistance from sensors.  Finally, some results are included. In all 
situations, assistance becomes more useful as environments 
became more complicated. 
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I. INTRODUCTION 
The way that a vehicle driver adapts their actions when 

presented with various distinct levels of support from a sensor 
system is explored in this study. The consequences of giving 
some assistance to drivers, as they learn how to drive, is 
evaluated for both skilled and novice drivers. 

Advanced driver-assistance systems automate, adapt and 
enhance vehicle systems to improve driving and safety. Safety 
features can avoid collision or accidents. Technology can be 
used to avoid collisions and/or alert drivers about difficulties 
and can take over all or some control of a vehicle. Features can 
include adaptive cruise control and automatic braking or can 
alert a driver about other cars on the road or about potential 
danger. They can keep a vehicle in the correct lane or consider 
and/or reveal anything in a blind spot. In emergencies, efficient 
interaction between the vehicle and a human driver can make 
all the difference.  This research explores that collaboration and 
interfacing [1]-[8]. 

Several driver-assistance systems features are being built in 
to modern cars and others can be available as optional add-on 
packages or as after-market solutions [9]. Driver-assistance 
systems rely on inputs from sensors such as radar, imaging and 
vision, in-car networking and Light Detection and Ranging 
(LiDAR). 

Driver-assistance is fast growing [10], [11] with increasing 
adoption rates and specific standards being developed. For 
example, communications protocols such as Vehicle 
Information API [12] or IEEE 2020 for image quality. 

In addition, vehicle-to-infrastructure and vehicle-to-vehicle 
systems can be added, for example Wi-Fi, mobile telephony or 
data networks [13]. 

The appropriate level of automated assistance depends on 
several factors. This research explored the way that vehicle 
drivers should be trained based on varying levels of advanced 
assistance available. Research had suggested that an 
experienced driver trained to drive a vehicle without that 
assistance from sensors can complete tasks more efficiently 
when sensors were utilised to assist them [14]-[16]. This paper 
considers whether skilled drivers trained with sensors assisting 
them during training, could then work well without any 
assistance from sensors. Changes in participant behaviour were 
scrutinised while they were provided with different levels of 
assistance from sensors. This research shows that they altered 
their behaviour in new circumstances and environments. 

In traditional research, drivers have usually been expert 
drivers using varying levels of assistance. The acquiring of 
driving skill has usually been ignored [17]. The research 
presented in this paper explores drivers in a simple vehicle 
fitted with sensors as a realistic example of humans interacting 
with computers.  Results from experiments are presented. 

Similar studies that used industrial robots were presented in 
[18], [19]. In the research described in this paper, constraint-
based support was used with virtual force-feedback [17]. The 
closeness to an obstacle (for example a wall) was represented 
by force feedback and that was akin to research described by 
Volpe [20] who represented the force felt by a slave robot arm 
at a remote joystick. The force back in the controller was used 
to take action to evade collision and to turn a vehicle to head in 
a safer direction. 

The vehicle system is described in [16]. Section II of this 
paper describes the experiments and presents some results.  
Section III is a discussion and conclusions from the results 
obtained. 

II. EXPERIMENTATION 
Drivers used a joystick to control their vehicle.  A choice of 

three different amounts of support could be provided to a 
vehicle driver: 

Setting 0: Sensors were turned off so that there was any 
force-feedback. Vehicle drivers could drive the vehicle without 
interference from any sensors. Drivers had the greatest 
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autonomy with Setting 0 but the likelihood of crashing was 
greatest. 

Setting 1:  Sensors were engaged and the joystick received 
force-feedback when the vehicle was close to obstacles.  As 
distance to an object reduced, the size of repelling force 
increased. 

Setting 2: Sensors were engaged and the vehicle 
automatically steered away from objects to avoid collisions.  A 
driver did not sense any resistive force if the vehicle moved in 
the direction of an obstacles but the vehicle was safely steered. 

Setting 3:  In Setting 3, both Setting 1 and Setting 2 were 
delivered.  Drivers were the most constrained in this case. 

If a driver applied more effort to their joystick then they 
could always make their vehicle move in opposition to any 
deflecting force. 

Performance measures were the average completion time 
and number of collisions. 

A. Initial Tests 
Initial tests compared learning in Setting 0 (sensors 

switched off) and Setting 3 (sensors switched on and automatic 
avoidance safely steering the vehicle around obstacles).  
Subsequent tests compared learning at Setting 0, Setting 1 and 
Setting 2 when driving along different courses in different 
environments. 

Drivers drove a Bobcat II vehicle [16] through one of four 
different courses. The courses were different lengths and 
contained different numbers of obstacles.  Drivers used a Force 
feedback Pro joystick connected to the vehicle to drive through 
each course while avoiding obstacles.  It had been designed for 
games and had force-feedback built in and had been used 
successfully during experiments at Tohoku University [17] and 
so was chosen for this work. 

For Setting 3 tests, the resistive force grew bigger when a 
participant drove their vehicle closer to an obstacle. So that the 
assistance provided was more restricted than Setting 1 or 
Setting 2 alone. 

Volunteers were 59 University students and staff without 
prior driving experience using the system. They were separated 
in to two groups (Alpha & Beta) and sub-divided further 
between four courses used for testing so that there were about 
eight drivers in each sub-group. Drivers were shown the 
vehicle route and the obstacles placed on the route. Then each 
driver carried out a driving task ten times with sensors to assist 
them and then ten times without any sensors. Then, groups 
repeated each test but this time using a new setting. A second 
group of tests examined the way that drivers drove through a 
route when confronted with new conditions after they had 
already developed their vehicle driving skill. 

Subjective information about preference was also collected 
at the end of the testing using a simple questionnaire.  
Questions were: 

Do you prefer Setting 0 or Setting 3 support?  

Is it easier to drive with Setting 0 or Setting 3  

Answers are recorded in Table I. 

TABLE I. ANSWERS FROM THE QUESTIONNAIRE 

B. Results from Initial Testing 
Average completion times in seconds for Alpha and Beta 

for each attempt are shown in Fig. 1 and 2 for the four courses. 

Tests 1 to 10 correspond to the initial tests (Alpha with 
Setting 3 support and Beta with Setting 0) and 11 to 20 show 
the later tests (Beta with Setting 3 support and Alpha with 
Setting 0). 

Fig. 1 and 2 shows that Drivers in Alpha (with force-
feedback applied) learnt in a smoother manner and more 
quickly than Group Beta.  This implies a supportive effect 
when using Setting 3 at first and while early learning is taking 
place and skills are being developed.  In addition, the drivers in 
Group Alpha performed better in the second part of the tests, 
with assistance set at Setting 0.  The acquisition of new skills 
was faster when using Setting 3 (a combination of both 
Setting 1 and Setting 2). 

Drivers may have reached a general skill level and they 
were able to apply that skill to new conditions.  In this case the 
new condition was to drive the vehicle without any assistance.  
Drivers in Beta did not appear to improve any further during 
the second half of testing.   The time taken and the stability of 
the results were similar. That could be because the new skills 
that were gained using Setting 0 assistance does not easily 
transfer to new conditions and situations. 
Average completion time 

 
Attempts made at completing the course -> 

Fig. 1. Average completion time for Groups Alpha and Beta over four 
dissimilar courses.  Setting 3 support first, and then Setting 0. 

 Strongly 
prefer 0 

Prefer 
0 Undecided Prefer 

3 
Strongly 
prefer 3 

Preference 12 14 19 10 4 
How 
Easy? 15 18 7 12 7 
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Average completion time  

 
Attempts made at completing the course -> 

Fig. 2. Average completion time for Groups Alpha and Beta over 4 x 
dissimilar courses.  Setting 0 first and then Setting 3. 

Table I shows the results from subjective appraisal 
(acquired from the questionnaires). Drivers said it was simpler 
to drive without any assistance from the sensor systems 
(Setting 0) but that disagreed with the more objective results. 
In addition, the questionnaire answers suggested that 
participants did not like being assisted. 

C. Discussion  of Initial Testing 
The initial tests suggested vehicle drivers trained with 

sensors helping them could deal with new situations when they 
were not being assisted. That is when the sensors were 
switched off or removed. 

Having some support from sensors during the learning 
phases appears to have had a significant effect on future 
working when participants completed driving tasks without any 
sensor assistance. 

It is possible that participants may have developed an 
understanding of the systems and of driving the vehicle along a 
path during sequences of tests. More tests are needed to 
validate the results and check a driving skill can transfer across 
to a new working condition; one lacking any assistance from 
sensors. 

Results do agree with results presented by Chikura [17] but 
the performance of participants faced with different tasks must 
be examined further to confirm and generalize the results. 

The data collected suggests that vehicle drivers trained 
without any assistance from sensors did not function any better 
than drivers being assisted by sensors. 

Results also indicated that participants that were taught 
without any assistance did not appear to learn steadily when 
compared with participants without previous experience.  It is 

possible that skills obtained without sensor assistance had 
adverse effects on driving if assistance was added afterwards. 
That result is significant for and should be considered when 
establishing training processes for intelligent systems. 

Off-the-record conversation suggested that this was 
partially because drivers thought their freedom to make 
decisions and to make move as they wished was hampered.  
That contradicted the more objective results obtained from the 
recording the average completion time for a driving task.  That 
suggested that self-biased observations and criticisms should 
not be used to make decisions about training.  Considering 
student preference appears to lead to inferior application. 

D. Second Set of Tests 
The second set of tests investigated the way that 

participants adapted their conduct if work conditions changed.  
Drivers used different sensor settings to provide different 
amounts of driving assistance.  A different route was utilized 
for these tests that were more complicated and longer.  
Obstacles could be moved to easily create three discrete (but 
related) test runs using the same general route. 

The second set of tests were to investigate differences in 
the behaviour of the participants if different levels of sensor 
support were provided and working conditions were changed. 

Driving routes were carried out six times. Then routes were 
modified by moving obstacles and the participants drove the 
second route six times. Then routes were modified again by 
moving obstacles to new positions for a third set of six tests. 

Each participant completed each test with the same level 
settings for each of their attempts. 

Twelve new participants were separated into groups: Group 
P , Group C  and Group Psi .  undertook tasks at 
Setting 0 (without assistance), X at Setting 1 (sensors 
generating a repulsion force) and  at Setting 2 (automatic 
steering around obstacles). 

The number of collisions and the time taken were logged. 

E. Results from the Second Set of Tests 
Fig. 3 to 5 shows the time taken in seconds for Groups 

 and . 

Setting 3 supports resulted in the fewest collisions but 
completion times became worse compared with Setting 0 
support. 

Whenever the course layout was changed (position of 
obstacles, etc.) then the differences in completion time was 
noted.  Fig. 3 is smoother than Fig. 4 or Fig. 5 because 
completion time increased for Setting 1 and Setting 2, but did 
not change much for Setting 0. 

This suggested that skills learned without any driver 
assistance might be more useful than skills learned with driver 
assistance provided. 
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Average time to complete a course 

 
Attempts made at completing the course ->  

Fig. 3. Setting 0  No driver assistance. 

Average time to complete a course 

 
Attempts made at completing the course ->  

Fig. 4. Setting 1  Ultrasonic sensors providing a repulsive force. 

Fig. 6 shows the number of collisions for each driver.  
There appeared to be variances in driver behaviour and 
adaptation when the levels of assistance were changed and 
when participants come upon different working conditions. 
Average completion time changed for each setting whenever a 
course was altered. 
Average time to complete a course 

 
Attempts made at completing the course -> 

Fig. 5. Setting 2 - System automatically steering away from obstacles. 

Number of collisions   

 
Number of volunteer driver ->  

Fig. 6. Number of collisions for each vehicle driver. 

III. DISCUSSION AND CONCLUSIONS 
The way that drivers adapted their behaviour was studied 

when different levels of assistance were provided to decide if 
using sensors to assist during learning had any effect, and if so 
then what effect did they have? 

A positive effect was observed when learning with 
assistance from sensors.  A harmful effect was observed when 
learning without any assistance from the sensors but then using 
sensors later to assist participants with their driving.  Driving at 
Setting 2 decreased the number of collisions in a variety of 
situations and arrangements of obstacles.  The second set of 
tests contradicted some results obtained during initial tests and 
a larger number of participants could have made the results 
more significant. 

The first set of tests suggested that support was helpful 
during learning but that was not seen in the second set of 
results. More tests are needed to focus on individual 
performance to acquire more unambiguous results.  That said, 
the results have offered some insights about driver behaviour 
when learning with different levels of assistance provided by 
sensor systems. It may also suggest that drivers who learnt 
without sensors might find it harder to navigate when presented 
with extra information from sensors 

This work suggests that using sensors during training is 
effective but some research has suggested that if a driver is 
proficient then they function better without help in open and 
safe conditions.  In all situations though, assistance becomes 
more useful as environments become more complicated.  Work 
is now examining the mixing of AI tools [21]-[42] to make use 
of particular AI tools where they are most useful. 
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