
INV ITED

P A P E R

Learning to Hash for Indexing
Big DataVA Survey
This paper provides readerswith a systematic understanding of insights, pros, and cons
of the emerging indexing and search methods for Big Data.

By Jun Wang, Member IEEE, Wei Liu, Member IEEE, Sanjiv Kumar, Member IEEE, and

Shih-Fu Chang, Fellow IEEE

ABSTRACT | The explosive growth in Big Data has attracted

much attention in designing efficient indexing and search

methods recently. In many critical applications such as large-

scale search and pattern matching, finding the nearest

neighbors to a query is a fundamental research problem.

However, the straightforward solution using exhaustive com-

parison is infeasible due to the prohibitive computational

complexity and memory requirement. In response, approxi-

mate nearest neighbor (ANN) search based on hashing

techniques has become popular due to its promising perfor-

mance in both efficiency and accuracy. Prior randomized

hashing methods, e.g., locality-sensitive hashing (LSH), explore

data-independent hash functions with random projections or

permutations. Although having elegant theoretic guarantees

on the search quality in certain metric spaces, performance of

randomized hashing has been shown insufficient in many real-

world applications. As a remedy, new approaches incorporat-

ing data-driven learning methods in development of advanced

hash functions have emerged. Such learning-to-hash methods

exploit information such as data distributions or class labels

when optimizing the hash codes or functions. Importantly, the

learned hash codes are able to preserve the proximity of

neighboring data in the original feature spaces in the hash code

spaces. The goal of this paper is to provide readers with

systematic understanding of insights, pros, and cons of the

emerging techniques. We provide a comprehensive survey of

the learning-to-hash framework and representative techniques

of various types, including unsupervised, semisupervised, and

supervised. In addition, we also summarize recent hashing

approaches utilizing the deep learning models. Finally, we

discuss the future direction and trends of research in this area.

KEYWORDS | Approximate nearest neighbor (ANN) search;

deep learning; learning to hash; semisupervised learning;
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I . Introduction

The advent of Internet has resulted in massive informa-

tion overloading in the recent decades. Today, the World

Wide Web has over 366 million accessible websites,

containing more than one trillion webpages.1 For

instance, Twitter receives over 100 million tweets per

day, and Yahoo! exchanges over three billion messages per

day. Besides the overwhelming textual data, the photo

sharing website Flickr has more than five billion images

available, where images are still being uploaded at the rate

of over 3000 images per minute. Another rich media

sharing website YouTube receives more than 100 h of

videos uploaded per minute. Due to the dramatic increase

in the size of the data, modern information technology

infrastructure has to deal with such gigantic databases. In

fact, compared to the cost of storage, searching for

relevant content in massive databases turns out to be an

even more challenging task. In particular, searching for

rich media data, such as audio, images, and videos,

remains a major challenge since there exist major gaps

between available solutions and practical needs in both

accuracy and computational costs. Besides the widely used

text-based commercial search engines such as Google and

Bing, content-based image retrieval (CBIR) has attracted

substantial attention in the past decade [1]. Instead of

relying on textual keywords-based indexing structures,
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CBIR requires efficiently indexing media content in order

to directly respond to visual queries.

Searching for similar data samples in a given database

essentially relates to the fundamental problem of nearest

neighbor search [2]. Exhaustively comparing a query point

q with each sample in a database X is infeasible because

the linear time complexityOðjXjÞ tends to be expensive in
realistic large-scale settings. Besides the scalability issue,

most practical large-scale applications also suffer from the

curse of dimensionality [3], since data under modern

analytics usually contain thousands or even tens of

thousands of dimensions, e.g., in documents and images.

Therefore, beyond the infeasibility of the computational

cost for exhaustive search, the storage constraint originat-

ing from loading original data into memory also becomes a

critical bottleneck. Note that retrieving a set of approxi-

mate nearest neighbors (ANNs) is often sufficient for

many practical applications. Hence, a fast and effective

indexing method achieving sublinear ðoðjXjÞÞ, logarithmic

ðOðlog jXjÞÞ, or even constant ðOð1ÞÞ query time is

desired for ANN search. Tree-based indexing approaches,

such as KD tree [4], ball tree [5], metric tree [6], and

vantage point tree [7], have been popular during the past

several decades. However, tree-based approaches require

significant storage costs (sometimes more than the data

itself). In addition, the performance of tree-based indexing

methods dramatically degrades when handling high-

dimensional data [8]. More recently, product quantization

techniques have been proposed to encode high-dimensional

data vectors via subspace decomposition for efficient ANN

search [9], [10].

Unlike the recursive partitioning used by tree-based

indexing methods, hashing methods repeatedly partition

the entire data set and derive a single hash ‘‘bit’’2 from each

partitioning. In binary-partitioning-based hashing, input

data are mapped to a discrete code space called Hamming

space, where each sample is represented by a binary code.

Specifically, given N D-dim vectors X 2 R
D�N, the goal of

hashing is to derive suitable K-bit binary codes Y 2 B
K�N.

To generate Y, K binary hash functions fhk : R
D 7!Bg

K
k¼1

are needed. Note that hashing-based ANN search techni-

ques can lead to substantially reduced storage as they

usually store only compact binary codes. For instance,

80 million tiny images (32 � 32 pixels, grayscale,

double type) cost around 600 GB [11], but can be

compressed into 64-b binary codes requiring only

about 600 MB. In many cases, hash codes are

organized into a hash table for inverse table lookup,

as shown in Fig. 1. One advantage of hashing-based

indexing is that hash table lookup takes only constant

query time. In fact, in many cases, another alternative

way of finding the nearest neighbors in the code space

by explicitly computing Hamming distance with all the

database items can be done very efficiently as well.

Hashing methods have been intensively studied and

widely used in many different fields, including computer

graphics, computational geometry, telecommunication,

computer vision, etc., for several decades [12]. Among

these methods, the randomized scheme of locality-

sensitive hashing (LSH) is one of the most popular choices

[13]. A key ingredient in LSH family of techniques is a hash

function that, with high probabilities, returns the same bit

for the nearby data points in the original metric space. LSH

provides interesting asymptotic theoretical properties

leading to performance guarantees. However, LSH-based

randomized techniques suffer from several crucial draw-

backs. First, to achieve desired search precision, LSH often

needs to use long hash codes, which reduces the recall.

Multiple hash tables are used to alleviate this issue, but it

dramatically increases the storage cost as well as the query

time. Second, the theoretical guarantees of LSH only apply

to certain metrics such as ‘p ðp 2 ð0; 2�Þ and Jaccard [14].

However, returning ANNs in such metric spaces may not

lead to good search performance when semantic similarity

is represented in a complex way instead of a simple

distance or similarity metric. This discrepancy between

semantic and metric spaces has been recognized in the

computer vision and machine learning communities,

namely as semantic gap [15].

To tackle the aforementioned issues, many hashing

methods have been proposed recently to leverage machine

learning techniques to produce more effective hash codes

[16]. The goal of learning to hash is to learn data-dependent

and task-specific hash functions that yield compact binary

codes to achieve good search accuracy [17]. In order to

achieve this goal, sophisticated machine learning tools and

algorithms have been adapted to the procedure of hash

function design, including the boosting algorithm [18],

distance metric learning [19], asymmetric binary embedding

[20], kernel methods [21], [22], compressed sensing [23],

maximum margin learning [24], sequential learning [25],

clustering analysis [26], semisupervised learning [14], super-

vised learning [22], [27], graph learning [28], and so on. For

instance, in the specific application of image search, the

similarity (or distance) between image pairs is usually not

defined via a simplemetric. Ideally, onewould like to provide

2Depending on the type of the hash function used, each hash may
return either an integer or simply a binary bit. In this survey, we primarily
focus on binary hashing techniques as they are used most commonly due
to their computational and storage efficiency.

Fig. 1. Illustrationof linear-projection-basedbinaryhashing, indexing,

and hash table construction for fast inverse lookup.
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pairs of images that contain ‘‘similar’’ or ‘‘dissimilar’’ images.

From such pairwise labeled information, a good hashing

mechanism should be able to generate hash codes which

preserve the semantic consistency, i.e., semantically similar

images should have similar codes. Both the supervised and

semisupervised learning paradigms have been explored using

such pairwise semantic relationships to learn semantically

relevant hash functions [11], [29]–[31]. In this paper, we will

survey important representative hashing approaches and also

discuss the future research directions.

The remainder of this paper is organized as follows. In

Section II, we present necessary background information,

prior randomized hashing methods, and the motivations of

studying hashing. Section III gives a high-level overview of

emerging learning-based hashing methods. In Section IV,

we survey several popular methods that fall into the

learning-to-hash framework. In addition, Section V de-

scribes the recent development of using neural networks to

perform deep learning of hash codes. Section VI discusses

advanced hashing techniques and large-scale applications

of hashing. Several open issues and future directions are

described in Section VII.

II . Notat ions and Background

In this section, we will first present the notations, as

summarized in Table 1. Then, we will briefly introduce the

conceptual paradigm of hashing-based ANN search.

Finally, we will present some background information on

hashing methods, including the introduction of two well-

known randomized hashing techniques.

A. Notations
Given a sample point x 2 R

D, one can employ a set of

hash functions H ¼ fh1; . . . ; hKg to compute a K-bit binary
code y ¼ fy1; . . . ; yKg for x as

y ¼ h1ðxÞ; . . . ; h2ðxÞ; . . . ; hKðxÞf g (1)

where the kth bit is computed as yk ¼ hkðxÞ. The hash

function performs the mapping as hk : R
D�!B. Such a

binary encoding process can also be viewed as mapping the

original data point to a binary valued space, namely

Hamming space

H : x ! h1ðxÞ; . . . ; hKðxÞf g: (2)

Given a set of hash functions, we can map all the items in

the database X ¼ fxng
N
n¼1 2 R

D�N to the corresponding

binary codes as

Y ¼ HðXÞ ¼ h1ðXÞ; h2ðXÞ; . . . ; hKðXÞf g

where the hash codes of the data X are Y 2 B
K�N.

Table 1 Summary of Notations
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After computing the binary codes, one can perform

ANN search in Hamming space with significantly reduced

computation. Hamming distance between two binary

codes yi and yj is defined as

dHðyi;yjÞ ¼ jyi � yjj ¼
X

K

k¼1

hkðxiÞ � hkðxjÞ
�

�

�

� (3)

where yi ¼ ½h1ðxiÞ; . . . ; hkðxiÞ; . . . ; hKðxiÞ� and yj ¼
½h1ðxjÞ; . . . ; hkðxjÞ; . . . ; hKðxjÞ�. Note that the Hamming

distance can be calculated in an efficient way as a bitwise

logic operation. Thus, even conducting exhaustive search

in the Hamming space can be significantly faster than

doing the same in the original space. Furthermore,

through designing a certain indexing structure, the ANN

search with hashing methods can be even more efficient.

Below we describe the pipeline of a typical hashing-based

ANN search system.

B. Pipeline of Hashing-Based ANN Search
There are three basic steps in ANN search using

hashing techniques: designing hash functions, generating

hash codes and indexing the database items, and online

querying using hash codes. These steps are described in

detail below.

1) Designing Hash Functions: There exist a number of

ways of designing hash functions. Randomized hashing

approaches often use random projections or permutations.

The emerging learning-to-hash framework exploits the

data distribution and often various levels of supervised

information to determine optimal parameters of the hash

functions. The supervised information includes pointwise

labels, pairwise relationships, and ranking orders. Due to

their efficiency, the most commonly used hash functions

are of the form of a generalized linear projection

hkðxÞ ¼ sgn f w>
k xþ bk

� �� �

: (4)

Here fð�Þ is a prespecified function which can be possibly

nonlinear. The parameters to be determined are

fwk; bkg
K
k¼1, representing the projection vector wk and

the corresponding intercept bk. During the training

procedure, the data X, sometimes along with supervised

information, are used to estimate these parameters. In

addition, different choices of fð�Þ yield different properties
of the hash functions, leading to a wide range of hashing

approaches. For example, LSH keeps fð�Þ to be an identity

function, while shift-invariant kernel-based hashing and

spectral hashing choose fð�Þ to be a shifted cosine or

sinusoidal function [32], [33].

Note that the hash functions given by (4) generate the

codes as hkðxÞ 2 f�1; 1g. One can easily convert them

into binary codes from f0; 1g as

yk ¼
1

2
1þ hkðxÞð Þ: (5)

Without loss of generality, in this survey, we will use

the term hash codes to refer to either f0; 1g or f�1; 1g
form, which should be clear from the context.

2) Indexing Using Hash Tables: With a learned hash

function, one can compute the binary codes Y for all the

items in a database. For K hash functions, the codes for

the entire database cost only NK=8 bytes. Assuming the

original data to be stored in double-precision floating-point

format, the original storage costs 8ND bytes. Since the

massive data sets are often associated with thousands of

dimensions, the computed hash codes significantly reduce

the storage cost by hundreds and even thousands of times.

In practice, the hash codes of the database are

organized as an inverse lookup, resulting in a hash table

or a hash map. For a set of K binary hash functions, one can

have at most 2K entries in the hash table. Each entry, called

a hash bucket, is indexed by a K-bit hash code. In the hash

table, one keeps only those buckets that contain at least

one database item. Fig. 1 shows an example of using binary

hash functions to index the data and construct a hash table.

Thus, a hash table can be seen as an inverse-lookup table,

which can return all the database items corresponding to a

certain code in constant time. This procedure is key to

achieving speedup by many hashing-based ANN search

techniques. Since most of the buckets from 2K possible

choices are typically empty, creating an inverse lookup can

be a very efficient way of even storing the codes if multiple

database items end up with the same codes.

3) Online Querying With Hashing: During the querying

procedure, the goal is to find the nearest database items to

a given query. The query is first converted into a code

using the same hash functions that mapped the database

items to codes. One way to find nearest neighbors of the

query is by computing the Hamming distance between

the query code to all the database codes. Note that the

Hamming distance can be rapidly computed using logical

xor operation between binary codes as

dHðyi;yjÞ ¼ yi � yj: (6)

On modern computer architectures, this is achieved

efficiently by running xor instruction followed by

popcount. With the computed Hamming distance between

the query and each database item, one can perform

Wang et al.: Learning to Hash for Indexing Big DataVA Survey
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exhaustive scan to extract the approximate nearest

neighbors of the query. Although this is much faster than

the exhaustive search in the original feature space, the

time complexity is still linear. An alternative way of

searching for the neighbors is by using the inverse lookup

in the hash table and returning the data points within a

small Hamming distance r of the query. Specifically, given
a query, point q, and its corresponding, hash code

yq ¼ HðqÞ, we can use the hash lookup table to retrieve

all the database points ~y whose hash codes fall within the

Hammingball of radius rcenteredatyq, i.e.,dHð~y;HðqÞÞ\r.
As shown inFig. 2, for aK-bit binary code, a total of

Pr
l¼0

K
l

� �

possible codeswill bewithinHamming radius of r. Thus, one
needs to searchOðKrÞbuckets in the hash table. The union of
all the items falling into the corresponding hash buckets is

returned as the search result. The inverse lookup in a hash

table has constant time complexity independent of the

database size N. In practice, a small value of r (r ¼ 1; 2 is

commonly used) is used to avoid the exponential growth in

the possible code combinations that need to be searched.

C. Randomized Hashing Methods
Randomized hashing, e.g., LSH family, has been a

popular choice due to its simplicity. In addition, it has

interesting proximity preserving properties. A binary hash

function hð�Þ from LSH family is chosen such that the

probability of two points having the same bit is propor-

tional to their (normalized) similarity, i.e.,

P hðxiÞ ¼ hðxjÞ
� �

¼ simðxi;xjÞ: (7)

Here simð�; �Þ represents similarity between a pair of points

in the input space, e.g., cosine similarity or Jaccard similarity

[34]. In this section, we briefly review two categories of

randomized hashing methods, i.e., random-projection-based

and random-permutation-based approaches.

1) Random-Projection-Based Hashing: As a representative
member of the LSH family, random-projection-based hash

(RPH) functions have been widely used in different

applications. The key ingredient of RPH is to map nearby

points in the original space to the same hash bucket with a

high probability. This equivalently preserves the locality in

the original space in the Hamming space. Typical examples

of RPH functions consist of a random projection w and a

random shift b as

hkðxÞ ¼ sgn w>
k xþ bk

� �

: (8)

The random vector w is constructed by sampling each

component of w randomly from a standard Gaussian

distribution for cosine distance [34].

It is easy to show that the collision probability of two

samples xi;xj falling into the same hash bucket is

determined by the angle �ij between these two sample

vectors, as shown in Fig. 3. One can show that

Pr hkðxiÞ¼hkðxjÞ
� �

¼1�
�ij

�
¼1�

1

�
cos�1 x>

i xj

kxikkxjk
: (9)

The above collision probability gives the asymptotic theoret-

ical guarantees for approximating the cosine similarity

defined in the original space. However, long hash codes are

required to achieve sufficient discrimination for high

precision. This significantly reduces the recall if hash-table-

based inverse lookup is used for search. In order to balance the

tradeoff of precision and recall, one has to construct multiple

hash tables with long hash codes, which increases both

storage and computation costs. In particular, with hash codes

of length K, it is required to construct a sufficient number of

hash tables to ensure the desired performance bound [35].

Given l K-bit tables, the collision probability is given as

P HðxiÞ ¼ HðxjÞ
� �

/ l � 1�
1

�
cos�1 x>

i xj

kxikkxjk

	 
K

: (10)

Fig. 2. Procedure of inverse lookup in hash table, where q is the query

mapped to a 4-b hash code ‘‘0100’’ and the returned approximate

nearest neighbors within Hamming radius 1 are x1;x2;xn.

Fig. 3. Illustration of random-hyperplane-partitioning-based hashing

method.
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To balance the search precision and recall, the length of

hash codes should be long enough to reduce false collisions

(i.e., nonneighbor samples falling into the same bucket).

Meanwhile, the number of hash tables l should be

sufficiently large to increase the recall. However, this is

inefficient due to extra storage cost and longer query time.

To overcome these drawbacks, many practical systems

adapt various strategies to reduce the storage overload and

to improve the efficiency. For instance, a self-tuning

indexing technique, called LSH forest, was proposed in

[36], which aims at improving the performance without

additional storage and query overhead. In [37] and [38], a

technique called MultiProbe LSH was developed to reduce

the number of required hash tables through intelligently

probing multiple buckets in each hash table. In [39],

nonlinear randomized Hadamard transforms were ex-

plored to speed up the LSH-based ANN search for

Euclidean distance. In [40], BayesLSH was proposed to

combine Bayesian inference with LSH in a principled

manner, which has probabilistic guarantees on the quality

of the search results in terms of accuracy and recall.

However, the random-projections-based hash functions

ignore the specific properties of a given data set and thus

the generated binary codes are data independent, which

leads to less effective performance compared to the

learning-based methods to be discussed later.

In machine learning and data mining community,

recent methods tend to leverage data-dependent and

task-specific information to improve the efficiency of

random-projection-based hash functions [16]. For example,

incorporating kernel learning with LSH can help generalize

ANN search from a standard metric space to a wide range

of similarity functions [41], [42]. Furthermore, metric

learning has been combined with randomized LSH

functions to explore a set of pairwise similarity and

dissimilarity constraints [19]. Other variants of LSH

techniques include superbit LSH [43], boosted LSH [18],

as well as nonmetric LSH [44]

2) Random-Permutation-Based Hashing: Another well-

known paradigm from the LSH family is min-wise

independent permutation hashing (min-hash), which has

been widely used for approximating Jaccard similarity

between sets or vectors. Jaccard is a popular choice for

measuring similarity between documents or images. A

typical application is to index documents and then identify

near-duplicate samples from a corpus of documents [45],

[46]. The Jaccard similarity between two sets Si and Sj is

defined as JðSi;SjÞ ¼ ðSi \ SjÞ=ðSi [ SjÞ. A collection of

sets fSig
N
i¼1 can be represented as a characteristic matrix

C 2 B
M�N, where M is the cardinality of the universal set

S1 [ � � � [ SN. Here the rows of C represent the elements

of the universal set and the columns correspond to the sets.

The element cdi ¼ 1 indicates that the dth element is a

member of the ith set, cdi ¼ 0 otherwise. Assume a random

permutation �kð�Þ that assigns the index of the dth element

as �kðdÞ 2 f1; . . . ;Dg. It is easy to see that the random

permutation satisfies two properties: �kðdÞ 6¼ �kðlÞ and

Pr½�kðdÞ > �kðlÞ� ¼ 0:5. A random-permutation-based

min-hash signature of a set Si is defined as the minimum

index of the nonzero element after performing permuta-

tion using �k

hkðSiÞ ¼ min
d2f1;...;Dg;c�kðdÞi¼1

�kðdÞ: (11)

Note that such a hash function holds a property that the

chance of two sets having the same min-hash values is

equal to the Jaccard similarity between them [47]

Pr hkðSiÞ ¼ hkðSjÞ
� �

¼ JðSi;SjÞ: (12)

The definition of the Jaccard similarity can be extended to

two vectors xi ¼ fxi1; . . . ; xid; . . . ; xiDg and xj ¼ fxj1; . . . ;
xjd; . . . ; xjDg as

Jðxi;xjÞ ¼

PD
d¼1 minðxid; xjdÞ

PD
d¼1 maxðxid; xjdÞ

:

Similar min-hash functions can be defined for the above

vectors and the property of the collision probability shown

in (12) still holds [48]. Compared to the random-

projection-based LSH family, the min-hash functions

generate nonbinary hash values that can be potentially

extended to continuous cases. In practice, the min-hash

scheme has shown powerful performance for high-

dimensional and sparse vectors like the bag-of-word

representation of documents or feature histograms of

images. In a large-scale evaluation conducted by Google

Inc., the min-hash approach outperforms other competing

methods for the application of webpage duplicate detec-

tion [49]. In addition, the min-hash scheme is also applied

for Google news personalization [50] and near-duplicate

image detection [51], [52]. Some recent efforts have been

made to further improve the min-hash technique, includ-

ing b-bit minwise hashing [53], [54], one permutation

approach [55], geometric min-Hashing [56], and a fast

computing technique for image data [57].

III . Categories of Learning-Based Hashing
Methods

Among the three key steps in hashing-based ANN search,

design of improved data-dependent hash functions has

been the focus in learning-to-hash paradigm. Since the

proposal of LSH in [58], many new hashing techniques

have been developed. Note that most of the emerging
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hashing methods are focused on improving the search

performance using a single hash table. The reason is that

these techniques expect to learn compact discriminative

codes such that searching within a small Hamming ball of

the query or even exhaustive scan in Hamming space is

both fast and accurate. Hence, in the following, we

primarily focus on various techniques and algorithms for

designing a single hash table. In particular, we provide

different perspectives such as the learning paradigm and

hash function characteristics to categorize the hashing

approaches developed recently. It is worth mentioning that

a few recent studies have shown that exploring the power

of multiple hash tables can sometimes generate superior

performance. In order to improve precision as well as

recall, Xu et al. developed multiple complementary hash

tables that are sequentially learned using a boosting-style

algorithm [31]. Also, in cases when the code length is not

very large and the number of database points is large,

exhaustive scan in Hamming space can be done much faster

by usingmultitable indexing as shown byNorouzi et al. [59].

A. Data Dependent Versus Data Independent
Based on whether design of hash functions requires

analysis of a given data set, there are two high-level

categories of hashing techniques: data independent and

data dependent. As one of themost popular data-independent

approaches, random projection has been used widely for

designing data-independent hashing techniques such as LSH

and SIKH mentioned earlier. LSH is arguably the most

popular hashing method and has been applied to a variety of

problem domains, including information retrieval and

computer vision. In both LSH and SIKH, the projection

vector w and intersect b, as defined in (4), are randomly

sampled from certain distributions. Although these methods

have strict performance guarantees, they are less efficient

since the hash functions are not specifically designed for a

certain data set or search task. Based on the random

projection scheme, there have been several efforts to improve

the performance of the LSH method [37], [39], [41].

Realizing the limitation of data-independent hashing

approaches, many recent methods use data and possibly

some form of supervision to design more efficient hash

functions. Based on the level of supervision, the data-

dependent methods can be further categorized into three

subgroups, as described below.

B. Unsupervised, Supervised, and Semisupervised
Many emerging hashing techniques are designed by

exploiting various machine learning paradigms, ranging

from unsupervised and supervised to semisupervised

settings. For instance, unsupervised hashing methods

attempt to integrate the data properties, such as distribu-

tions and manifold structures to design compact hash

codes with improved accuracy. Representative unsuper-

vised methods include spectral hashing [32], graph

hashing [28], manifold hashing [60], iterative quantization

hashing [61], kernalized locality sensitive hashing [21],

[41], isotropic hashing [62], angular quantization hashing

[63], and spherical hashing [64]. Among these approaches,

spectral hashing explores the data distribution and graph

hashing utilizes the underlying manifold structure of data

captured by a graph representation. In addition, supervised

learning paradigms ranging from kernel learning to metric

learning to deep learning have been exploited to learn

binary codes, and many supervised hashing methods have

been proposed recently [19], [22], [65]–[68]. Finally,

semisupervised learning paradigm was employed to design

hash functions by using both labeled and unlabeled data.

For instance, Wang et al. proposed a regularized objective

to achieve accurate yet balanced hash codes to avoid

overfitting [14]. In [69] and [70], the authors proposed to

exploit the metric learning and LSH to achieve fast-

similarity-based search. Since the labeled data are used for

deriving optimal metric distance while the hash function

design uses no supervision, the proposed hashing tech-

nique can be regarded as a semisupervised approach.

C. Pointwise, Pairwise, Tripletwise, and Listwise
Based on the level of supervision, the supervised or

semisupervised hashing methods can be further grouped

into several subcategories, including pointwise, pairwise,

tripletwise, and listwise approaches. For example, a few

existing approaches utilize the instance level semantic

attributes or labels to design the hash functions [18], [71],

[72]. Additionally, learning methods based on pairwise

supervision have been extensively studied, and many

hashing techniques have been proposed [14], [19], [22],

[65], [66], [69], [70], [73]. As demonstrated in Fig. 4(a),

the pair ðx2;x3Þ contains similar points and the other two

pairs ðx1;x2Þ and ðx1;x3Þ contain dissimilar points. Such

relations are considered in the learning procedure to

preserve the pairwise label information in the learned

Hamming space. Since the ranking information is not

fully utilized, the performance of pairwise-supervision-

based methods could be suboptimal for nearest neighbor

search. More recently, a triplet ranking that encodes the

pairwise proximity comparison among three data points is

Fig. 4. Illustration of different levels of supervised information:

(a) pairwise labels; (b) a triplet simðq;xþÞ > simðq;x�Þ; and (c) a

distance-based rank list ðx4;x1;x2;x3Þ to a query point q.
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exploited to design hash codes [65], [74], [75]. As shown

in Fig. 4(b), the point xþ is more similar to the query

point q than the point x�. Such a triplet ranking

information, i.e., simðq;xþÞ > simðq;x�Þ is expected to

be encoded in the learned binary hash codes. Finally, the

listwise information indicates the rank order of a set of

points with respect to the query point. In Fig. 4(c), for the

query point q, the rank list ðx4;x1;x2;x3Þ shows the

ranking order of their similarities to the query point q,

where x4 is the nearest point and x3 is the farthest one.

By converting rank lists to a triplet tensor matrix, listwise

hashing is designed to preserve the ranking in the

Hamming space [76].

D. Linear Versus Nonlinear
Based on the form of function fð�Þ in (4), hash functions

can also be categorized in two groups: linear and nonlinear.

Due to their computational efficiency, linear functions tend

to be more popular, which include random-projection-

based LSH methods. The learning-based methods derive

optimal projections by optimizing different types of

objectives. For instance, PCA hashing performs principal

component analysis on the data to derive large variance

projections [63], [77], [78], as shown in Fig. 5(a). In the

same league, supervised methods have used linear

discriminant analysis to design more discriminative hash

codes [79], [80]. Semisupervised hashing methods estimate

the projections that have minimum empirical loss on

pairwise labels while partitioning the unlabeled data in a

balanced way [14]. Techniques that use variance of the

projections as the underlying objective also tend to use

orthogonality constraints for computational ease. Howev-

er, these constraints lead to a significant drawback since the

variance for most real-world data decays rapidly with most

of the variance contained only in top few directions. Thus,

in order to generate more bits in the code, one is forced to

use progressively low-variance directions due to orthogo-

nality constraints. The binary codes derived from these

low-variance projections tend to have significantly lower

performance. Two types of solutions based on relaxation of

the orthogonality constraints or random/learned rotation of

the data have been proposed in the literature to address

these issues [14], [61]. Isotropic hashing is proposed to

derive projections with equal variances and is shown to be

superior to anisotropic-variances-based projections [62].

Instead of performing one-shot learning, sequential pro-

jection learning derives correlated projections with the goal

of correcting errors from previous hash bits [25]. Finally, to

reduce the computational complexity of full projection,

circulant binary embedding was recently proposed to

significantly speed up the encoding process using the

circulant convolution [81].

Despite its simplicity, linear hashing often suffers from

insufficient discriminative power. Thus, nonlinear meth-

ods have been developed to override such limitations. For

instance, spectral hashing first extracts the principal

projections of the data, and then partitions the projected

data by a sinusoidal function (nonlinear) with a specific

angular frequency. Essentially, it prefers to partition

projections with large spread and small spatial frequency

such that the large variance projections can be reused. As

illustrated in Fig. 5(b), the fist principal component can be

reused in spectral hashing to divide the data into four parts

while being encoded with only one bit. In addition, shift-

invariant kernel-based hashing chooses fð�Þ to be a shifted

cosine function and samples the projection vector in the

same way as standard LSH does [33]. Another category of

nonlinear hashing techniques employs kernel functions

[21], [22], [28], [82]. Anchor graph hashing proposed by

Liu et al. [28] uses a kernel function to measure similarity of

each points with a set of anchors resulting in nonlinear

hashing. Kernerlized LSH uses a sparse set of data points to

compute a kernel matrix and preform random projection in

the kernel space to compute binary codes [21]. Based on

similar representation of kernel metric, Kulis and Darrell

propose learning of hash functions by explicitly minimizing

the reconstruction error in the kernel space and Hamming

space [27]. Liu et al. apply kernel representation but

optimize the hash functions by exploring the equivalence

between optimizing the code inner products and the

Hamming distances to achieve scale invariance [22].

E. Single-Shot Learning Versus Multiple-Shot
Learning

For learning-based hashing methods, one first for-

mulates an objective function reflecting desired character-

istics of the hash codes. In a single-shot learning paradigm,

the optimal solution is derived by optimizing the objective

function in a single shot. In such a learning-to-hash

framework, the K hash functions are learned simulta-

neously. In contrast, the multiple-shot learning procedure

considers a global objective, but optimizes a hash function

considering the bias generated by the previous hash

functions. Such a procedure sequentially trains hash

functions one bit at a time [25], [83], [84]. The

multiple-shot hash function learning is often used in

supervised or semisupervised settings since the given label

information can be used to assess the quality of the hash

functions learned in previous steps. For instance, the

sequential-projection-based hashing aims to incorporate
Fig. 5. Comparison of hash bits generated using (a) PCA hashing and

(b) spectral hashing.
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the bit correlations by iteratively updating the pairwise

label matrix, where higher weights are imposed on point

pairs violated by the previous hash functions [25]. In the

complementary projection learning approach [84], Jin et al.
present a sequential learning procedure to obtain a series

of hash functions that cross the sparse data region, as well

as generate balanced hash buckets. Column generation

hashing learns the best hash function during each iteration

and updates the weights of hash functions accordingly.

Other interesting learning ideas include two-step learning

methods which treat hash bit learning and hash function

learning separately [85], [86].

F. Nonweighted Versus Weighted Hashing
Given the Hamming embedding defined in (2),

traditional-hashing-based indexing schemes map the

original data into a nonweighted Hamming space, where

each bit contributes equally. Given such a mapping, the

Hamming distance is calculated by counting the number of

different bits. However, it is easy to observe that different

bits often behave differently [14], [32]. In general, for

linear-projection-based hashing methods, the binary code

generated from large variance projection tends to perform

better due to its superior discriminative power. Hence, to

improve discrimination among hash codes, techniques

were designed to learn a weighted hamming embedding as

H : X ! �1h1ðxÞ; . . . ; �KhKðxÞf g: (13)

Hence, the conventional hamming distance is replaced by

a weighted version as

dWH ¼
X

K

k¼1

�k hkðxiÞ � hkðxjÞ
�

�

�

�: (14)

One of the representative approaches is boosted similarity

sensitive coding (BSSC) [18]. By learning the hash

functions and the corresponding weights f�1; . . . ; �kg
jointly, the objective is to lower the collision probability of

nonneighbor pair ðxi;xjÞ 2 C while improving the colli-

sion probability of neighboring pair ðxi;xjÞ 2 M. If one

treats each hash function as a decision stump, the

straightforward way of learning the weights is to directly

apply adaptive boosting algorithm [87], as described in

[18]. In [88], a boosting-style method called BoostMAP is

proposed to map data points to weighted binary vectors

that can leverage both metric and semantic similarity

measures. Other weighted hashing methods include

designing specific bit-level weighting schemes to improve

the search accuracy [74], [89]–[92]. In addition, a recent

work about designing a unified bit selection framework

can be regarded as a special case of weighted hashing

approach, where the weights of hash bits are binary [93].

Another effective hash code ranking method is the query-

sensitive hashing, which explores the raw feature of the

query sample and learns query-specific weights of hash bits

to achieve accurate �-nearest neighbor search [94].

IV. Methodology Review and Analysis

In this section, we will focus on a review of several

representative hashing methods that explore various

machine learning techniques to design data-specific

indexing schemes. The techniques consist of unsupervised,

semisupervised, as well as supervised approaches, includ-

ing spectral hashing, anchor graph hashing, angular

quantization, binary-reconstructive-embedding-based

hashing, metric-learning-based hashing, semisupervised

hashing, column generation hashing, and ranking super-

vised hashing. Table 2 summarizes the surveyed hashing

techniques, as well as their technical merits.

Table 2 Summary of the Surveyed Hashing Techniques
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Note that this section mainly focuses on describing the

intuition and formulation of each method, as well as

discussing their pros and cons. The performance of each

individual method highly depends on practical settings,

including learning parameters and data set itself. In

general, the nonlinear and supervised techniques tend to

generate better performance than linear and unsupervised

methods, while being more computationally costly [14],

[19], [21], [22], [27].

A. Spectral Hashing
In the formulation of spectral hashing, the desired

properties include keeping neighbors in input space as

neighbors in the hamming space and requiring the codes to

be balanced and uncorrelated [32]. Hence, the objective of

spectral hashing is formulated as

min
X

ij

1

2
Aijkyi � yjk

2 ¼
1

2
trðY>LYÞ

subject to: Y 2 f�1; 1gN�K

1>yk� ¼ 0; k ¼ 1; . . . ;K

Y>Y ¼ nIK�K (15)

whereA ¼ fAijg
N
i;j¼1

is a pairwise similarity matrix and the

Laplacian matrix is calculated as L ¼ diagðA1Þ �A. The

constraint 1>yk ¼ 0 ensures that the hash bit yk reaches a

balanced partitioning of the data and the constraint

Y>Y ¼ nIK�K imposes orthogonality between hash bits

to minimize the redundancy.

The direct solution for the above optimization is

nontrivial for even a single bit since it is essentially a

balanced graph partition problem, which is NP hard. The

orthogonality constraints for K-bit balanced partitioning

make the above problem even harder. Motivated by the

well-known spectral graph analysis [95], Fowlkes et al.
suggest to minimize the cost function with relaxed

constraints. In particular, with the assumption of uniform

data distribution, the spectral solution can be efficiently

computed using 1-D Laplacian eigenfunctions [32]. The

final solution for spectral hashing equals to apply a

sinusoidal function with precomputed angular frequency

to partition data along PCA directions. Note that the

projections are computed using data but learned in an

unsupervisedmanner.Asmost of theorthogonal-projection-

based hashing methods, spectral hashing suffers from the

low-quality binary coding using low-variance projections.

Hence, a ‘‘kernel trick’’ is used to alleviate the degraded

performance when using long hash bits [96]. Moreover, the

assumptionof uniformdata distributionusually hardly holds

for real-world data.

B. Anchor Graph Hashing
Following the similar objective as spectral hashing,

anchor graph hashing was designed to solve the problem

from a different perspective without the assumption of

uniform distribution [28]. Note that the critical bottleneck

for solving (15) is the cost of building a pairwise similarity

graphA, the computation of associated graph Laplacian, as

well as solving the corresponding eigensystem, which at

least has a quadratic complexity. The key idea is to use a

small set of MðM � NÞ anchor points to approximate the

graph structure represented by the matrix A such that the

similarity between any pair of points can be approximated

using point-to-anchor similarities [97]. In particular, the

truncated point-to-anchor similarity Z 2 R
N�M gives the

similarities between N database points to the M anchor

points. Thus, the approximated similarity matrix Â can be

calculated as Â ¼ ZmZ>, where m ¼ diagðZ1Þ is the

degree matrix of the anchor graph Z. Based on such an

approximation, instead of solving the eigensystem of the

matrix Â ¼ ZmZ>, one can alternatively solve a much

smaller eigensystem with an M�M matrixm1=2Z>Zm1=2.

The final binary codes can be obtained through calculating

the sign function over a spectral embedding as

Y ¼ sgn Zm
1
2V2

1
2

� �

: (16)

Here we have the matrices V ¼ ½v1; . . . ;vk; . . . ; vK� 2
R

M�K and 2 ¼ diagð�1; . . . ; �k; . . . ; �KÞ 2 R
K�K , where

fvk; �kg are the eigenvector–eigenvalue pairs [28]. Fig. 6

shows the two-bit partitioning on a synthetic data with

nonlinear structure using different hashing methods,

including spectral hashing, exact graph hashing, and anchor

graph hashing. Note that since spectral hashing computes

two smoothest pseudograph Laplacian eigenfunctions in-

stead of performing real spectral embedding, it cannot

handle such type of nonlinear data structures. The exact

graph hashing method first constructs an exact neighbor-

hood graph, e.g., k-NN graph, and then performs partition-

ing with spectral techniques to solve the optimization

problem in (15). The anchor graph hashing archives a good

separation (by the first bit) of the nonlinear manifold and

balancing partitioning, and even performs better than the

exact graph hashing, which loses the property of balancing

partitioning for the second bit. The anchor graph hashing

approach was recently further improved by leveraging a

discrete optimization technique to directly solve binary hash

codes without any relaxation [98].

C. Angular-Quantization-Based Hashing
Since similarity is often measured by the cosine of the

angle between pairs of samples, angular quantization is thus

proposed to map nonnegative feature vectors onto a vertex of

the binary hypercube with the smallest angle [63]. In such a
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setting, the vertices of the hypercube are treated as

quantization landmarks that grow exponentially with the

data dimensionality D. As shown in Fig. 7, the nearest binary
vertex b in a hypercube to the data point x is given by

b� ¼ argmax
b

b>x

kbk2

subject to: b 2 f0; 1gK: (17)

Although it is an integer programming problem, its global

maximum can be foundwith a complexity ofOðD logDÞ. The
optimal binary vertices will be used as the binary hash codes

for data points as y ¼ b�. Based on this angular quantization

framework, a data-dependent extension is designed to learn a

rotation matrix R 2 R
D�D to align the projected data R>x

to the binary vertices without changing the similarity

between point pairs. The objective is formulated as follows:

b�
i ;R

�
� �

¼ argmax
bi;R

X

i

b>
i

kbik2
R>xi

subject to: b 2 f0; 1gK

R>R ¼ ID�D: (18)

Note that the above formulation still generates a D-bit
binary code for each data point, while compact codes are

often desired in many real-world applications [14]. To

generate a K ¼ bit code, a projection matrix S 2 R
D�K

with orthogonal columns can be used to replace the

rotation matrix R in the above objective with additional

normalization, as discussed in [63]. Finally, the optimal

binary codes and the projection/rotation matrix are

learned using an alternating optimization scheme.

D. Binary Reconstructive Embedding
Instead of using data-independent random projections

as in LSH or principal components as in SH, Kulis and

Darrell [27] proposed data-dependent and bit-correlated

hash functions as

hkðxÞ ¼ sgn
X

s

q¼1

Wkq�ðxkq;xÞ

 !

: (19)

Fig. 6. Comparison of partitioning a two-moon data by the first two hash bits using different methods: (a) the first bit using spectral hashing;

(b) the first bit using exact graph hashing; (c) the first bit using anchor graph hashing; (d) the second bit using spectral hashing; (e) the second bit

using exact graph hashing; and (f) the second bit using anchor graph hashing.

Fig. 7. Illustration of angular-quantization-based hashing method

[63]. The binary codeof a datapointx is assigned as the nearest binary

vertex in the hypercube, which is b4 ¼ ½0 1 1�> in the illustrated

example [63].
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The sample set fxkqg, q ¼ 1; . . . ; s, is the training data for
learning hash function hk and �ð�Þ is a kernel function, and
W is a weight matrix.

Based on the above formulation, a method called binary

reconstructive embedding (BRE) was designed to mini-

mize a cost function measuring the difference between the

metric and reconstructed distance in hamming space. The

Euclidean metric dM and the binary reconstruction

distance dR are defined as

dMðxi;xjÞ ¼
1

2
kxi � xjk

2

dRðxi;xjÞ ¼
1

K

X

K

k¼1

hkðxiÞ � hkðxjÞ
� �2

: (20)

The objective is to minimize the following reconstruction

error to derive the optimal W:

W� ¼ argmin
W

X

ðxi;xjÞ2N

dMðxi;xjÞ � dRðxi;xjÞ
� �2

(21)

where the set of sample pairs N is the training data.

Optimizing the above objective function is difficult due to

the nondifferentiability of sgnð�Þ function. Instead, a

coordinate-descent algorithm was applied to iteratively

update the hash functions to a local optimum. This hashing

method can be easily extended to a supervised scenario by

setting pairs with the same labels to have zero distance and

pairs with different labels to have a large distance. However,

since the binary reconstruction distance dR is bounded in

½0; 1� while the metric distance dM has no upper bound, the

minimization problem in (21) is only meaningful when input

data are appropriately normalized. In practice, the original

data point x is often mapped to a hypersphere with unit

length so that 0\dM\1. This normalization removes the

scale of data points, which is often not negligible for practical

applications of nearest neighbor search. In addition,

Hamming-distance-based objective is hard to optimize due

to its nonconvex and nonsmooth properties.

Therefore, Liu et al. proposed to take advantage of the

equivalence between code inner products and Hamming

distances to design kernel-based hash functions and learn

them under a supervised manner [22]. The objective of the

proposed approach, namely kernel-based supervised hash-

ing (KSH), is to ensure the inner products of hash codes

consistent with the supervised pairwise similarities. The

strategy of optimizing hash code inner products in KSH

rather than Hamming distances like what is done in BRE

pays off nicely and leads to major performance gains in

similarity-based retrieval tasks, which has been consis-

tently confirmed through extensive experiments reported

in [22] and recent studies [99].

E. Metric-Learning-Based Hashing
The key idea for metric-learning-based hashing method

is to learn a parameterized Mahalanobis metric using

pairwise label information. Such learned metrics are then

employed to the standard-random-projection-based hash

functions [19]. The goal is to preserve the pairwise

relationship in the binary code space, where similar data

pairs are more likely to collide in the same hash buck and

dissimilar pairs are less likely to share the same hash codes,

as illustrated in Fig. 8.

The parameterized inner product is defined as

simðxi;xjÞ ¼ x>
i Mxj

where M is a positive–definite d� d matrix to be learned

from the labeled data. Note that this similarity measure

corresponds to the parameterized squared Mahalanobis

distance dM. Assume that M can be factorized as

M ¼ G>G. Then, the parameterized squared Mahalano-

bis distance can be written as

dMðxi;xjÞ ¼ ðxi � xjÞ
>
Mðxi � xjÞ

¼ ðGxi �GxiÞ
>ðGxi �GxiÞ: (22)

Based on the above equation, the distance dMðxi;xjÞ can
be interpreted as the Euclidian distance between the

projected data points Gxi and Gxj. Note that the matrix

M can be learned through various metric learning method

such as information-theoretic metric learning [100]. To

accommodate the learned distance metric, the randomized

hash function is given as

hkðxÞ ¼ sgnðwkG
>xÞ: (23)

It is easy to see that the above hash function generates the

hash codes which preserve the parameterized similarity

Fig. 8. Illustration of the hashing-method-based on metric learning.

The left shows the partitioning using standard LSH method and the

right shows the partitioning of the metric-learning-based LSH method

(modified from the original figure in [19]).
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measure in the Hamming space. Fig. 8 demonstrates the

difference between standard-random-projection-based LSH

and themetric-learning-based LSH,where it is easy to see that

the learnedmetric help assign the same hash bit to the similar

sample pairs. Accordingly, the collision probability is given as

Pr hkðxiÞ ¼ hkðxiÞ½ � ¼ 1�
1

�
cos�1 x>

i G
>Gxj

kGxikkGxjk
: (24)

Realizing that the pairwise constraints often come to be

available incrementally, Jain et al. exploit an efficient

online LSH with gradually learned distance metrics [70].

F. Semisupervised Hashing
Supervised hashing techniques have been shown to be

superior to unsupervised approaches since they leverage the

supervision information to design task-specific hash codes.

However, for a typical setting of large-scale problem, the

human annotation process is often costly and the labels can

be noisy and sparse, which could easily lead to overfitting.

Considering a small set of pairswise labels and a large

amount of unlabled data, semisupervised hashing aims in

designing hash functions with minimum empirical loss

while maintaining maximum entropy over the entire data

set. Specifically, assume the pairwise labels are given as

two type of sets M and C. A pair of data point

ðxi;xjÞ 2 M indicates that xi and xj are similar and

ðxi;xjÞ 2 C means that xi and xj. Hence, the empirical

accuracy on the labeled data for a family of hash functions

H ¼ ½h1; . . . ; hK� is given as

JðHÞ ¼
X

k

X

ðxi;xjÞ2M

hkðxiÞhkðxjÞ

2

4

�
X

ðxi;xjÞ2C

hkðxiÞhkðxjÞ

3

5: (25)

We define a matrix S 2 R
l�l incorporating the pairwise

labeled information from Xl as

Sij ¼
1 : ðxi;xjÞ 2 M

�1 : ðxi;xjÞ 2 C
0 : otherwise.

(

(26)

The above empirical accuracy can be written in a compact

matrix form after dropping off the sgnð�Þ function

JðHÞ ¼
1

2
tr W>XlS W>X>

l

� �

: (27)

However, only considering the empirical accuracy during

the design of the hash function can lead to undesired results.

As illustrated in Fig. 9(b), although such a hash bit partitions

the data with zero error over the pairwise labeled data, it

results in imbalanced separation of the unlabeled data, thus

being less informative. Therefore, an information-theoretic

regularization is suggested to maximize the entropy of each

hash bit. After relaxation, the final objective is formed as

W� ¼ argmax
W

1

2
tr W>XlSX

>
l W

� �

þ
�

2
trðW>XX>WÞ (28)

where the first part represents the empirical accuracy and

the second component encourages partitioning along large

variance projections. The coefficient � weighs the contri-

bution from these two components. The above objective

can be solved using various optimization strategies,

resulting in orthogonal or correlated binary codes, as

described in [14] and [25]. Fig. 9 illustrates the comparison

of one-bit linear partition using different learning para-

digms, where the semisupervised method tends to produce

balanced yet accurate data separation. Finally, Xu et al.
employ similar semisupervised formulation to sequentially

learn multiple complementary hash tables to further

improve the performance [31].

G. Column Generation Hashing
Beyond pairwise relationship, complex supervision like

ranking triplets and ranking lists has been exploited to

learn hash functions with the property of ranking

preserving. In many real applications such as image

retrieval and recommendation system, it is often easier

to receive the relative comparison instead of instance-wise

or pairwise labels. For a general claim, such relative

comparison information is given in a triplet form.

Formally, a set of triplets are represented as

E ¼ qi;x
þ
i ;x

�
i

� �

jsim qi;x
þ
i

� �

> sim qi;x
�
i

� �� �

Fig. 9. Illustration of one-bit partitioning of different linear-

projection-based hashing methods: (a) unsupervised hashing;

(b) supervised hashing; and (c) semisupervised hashing. The similar

point pairs are indicated in the green rectangle shape, and the

dissimilar point pairs are with a red triangle shape.
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where the function ð�Þ could be an unknown similarity

measure. Hence, the triplet ðqi;x
þ
i ;x

�
i Þ indicates that the

sample point xþ
i is more semantically similar or closer to a

query pointq than the point x�
i , as demonstrated in Fig. 4(b).

As one of the representative methods falling into this

category, column generation hashing explores the large-margin

framework to leverage such type of proximity comparison

information to design weighted hash functions [74]. In

particular, the relative comparison information

simðqi;x
þ
i Þ > simðqi;x

�
i Þ will be preserved in a weighted

Hamming space as dWHðqi;x
þ
i Þ G dWHðqi;x

�
i Þ, where

dWH is the weighted Hamming distance as defined in

(14). To impose a large margin, the constraint

dWHðqi;x
þ
i Þ G dWHðqi;x

�
i Þ should be satisfied as well as

possible. Thus, a typical large-margin objective with ‘1-norm
regularization can be formulated as

argmin
w;	

X

jEj

i¼1

	i þ Ckwk1

subject to: w 	 0; X 	 0;

dWH qi;x
�
i

� �

�dWH qi;x
�
i

� �

[1�	i; 8i (29)

where w is the random projection for computing the hash

codes. To solve the above optimization problem, the authors

proposed using the column generation technique to learn the

hash function and the associated bit weights iteratively. For

each iteration, the best hash function is generated and the

weight vector is updated accordingly. In addition, different

loss functions with other regularization terms such as ‘1 are

also suggested as alternatives in the above formulation.

H. Ranking Supervised Hashing
Different from other methods that explore the triplet

relationship [65], [74], [75], the ranking supervised hashing

method attempts to preserve the ranking order of a set of

database points corresponding to the query point [76].

Assume that the training data set X ¼ fxng has N points

with xn 2 R
D. In addition, a query set is given asQ ¼ fqmg,

and qm 2 R
D, m ¼ 1; . . . ;M. For any specific query point

qm, we can derive a ranking list overX , which can be written

as a vector as rðqm;XÞ ¼ ðrm1 ; . . . ; r
m
n ; . . . ; r

m
NÞ. Each element

rmn falls into the integer range ½1;N� and no two elements share

the same value for the exact ranking case. If rmi G rmj
ði; j ¼ 1; . . . ;NÞ, it indicates that sample xi has higher rank

thanxj, whichmeansxi ismore relevant or similar toqm than

xj. To represent such a discrete ranking list, a ranking triplet

matrix S 2 R
N�N is defined as

Sðqm;xi;xjÞ ¼

1 : r
q
i G r

q
j

�1 : r
q
i > r

q
j

0 : r
q
i ¼ r

q
j .

8

<

:

(30)

Hence, for a set of query pointsQ ¼ fqmg, we can derive a
triplet tensor, i.e., a set of triplet matrices

S ¼ SðqmÞ

� �

2 R
M�N�N:

In particular, the element of the triplet tensor is defined

as Smij ¼ SðqmÞði; jÞ ¼ Sðqm;xi;xjÞ, m ¼ 1; . . . ;M, i; j ¼ 1;
. . . ;N. The objective is to preserve the ranking lists in

the mapped Hamming space. In other words, if Sðqm;

xi;xjÞ ¼ 1, we tend to ensure dHðqm;xiÞ G dHðqm;xiÞ,
otherwise dHðqm;xiÞ > dHðqm;xiÞ. Assume the hash

code has the value as f�1; 1g, such ranking order is

equivalent to the similarity measurement using the inner

products of the binary codes, i.e.,

dHðqm;xiÞ G dHðqm;xiÞ,HðqmÞ
>HðxiÞ> HðqmÞ

>HðxjÞ:

Then, the empirical loss function LH over the ranking list

can be represented as

LH ¼ �
X

m

X

i;j

HðqmÞ
> HðxiÞ � HðxjÞ
� �

Smij:

Assume that we utilize linear hash functions, then the final

objective is formed as the following constrained quadratic

problem:

W� ¼ argmax
W

LH ¼ argmax
W

trðWW>BÞ

subject to: W>W ¼ I (31)

where the constant matrix B is computed as B ¼
P

m pmq
>
m with pm ¼

P

i;j½xi � xj�Smij. The orthogonality

constraint is utilized to minimize the redundancy between

different hash bits. Intuitively, the above formulation is to

preserve the ranking list in the Hamming space, as shown

in the conceptual diagram in Fig. 10. The augmented

Lagrangian multiplier method was introduced to derive

feasible solutions for the above constrained problem, as

discussed in [76].

I. Circulant Binary Embedding
Realizing that most of the current hashing techniques

rely on linear projections, which could suffer from very

high computational and storage costs for high-dimensional

data, circulant binary embedding was recently developed

to handle such a challenge using the circulant projection

[81]. Briefly, given a vector r ¼ fr0; . . . ; rd�1g, we can

generate its corresponding circulant matrix R ¼ circðrÞ
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[101]. Therefore, the binary embedding with the circulant

projection is defined as

hðxÞ ¼ sgnðRxÞ ¼ sgn circðrÞ � xð Þ: (32)

Since the circulant projection circðrÞx is equivalent to

circular convolution r
� x, the computation of linear

projection can be eventually realized using fast Fourier

transform as

circðrÞx ¼ r
� x ¼ F�1 FðrÞ � FðxÞð Þ: (33)

Thus, the time complexity is reduced from d2 to d log d.
Finally, one could randomly select the circulant vector r or

design specific ones using supervised learning methods.

V. Deep Learning for Hashing

During the past decade (since around 2006), deep learning

[102], also known as deep neural networks, has drawn

increasing attention and research efforts in a variety of

artificial intelligence areas including speech recognition,

computer vision, machine learning, text mining, etc. Since

one main purpose of deep learning is to learn robust and

powerful feature representations for complex data, it is

very natural to leverage deep learning for exploring

compact hash codes which can be regarded as binary

representations of data. In this section, we briefly

introduce several recently proposed hashing methods

that employ deep learning. In Table 3, we compare eight

deep-learning-based hashing methods in terms of four key

characteristics that can be used to differentiate the

approaches.

The earliest work in deep-learning-based hashing may

be semantic hashing [103]. This method builds a deep

generative model to discover hidden binary units (i.e.,

latent topic features) which can model input text data (i.e.,

word-count vectors). Such a deep model is made as a stack

of restricted Boltzmann machines (RBMs) [104]. After

learning a multilayer RBM through pretraining and fine

tuning on a collection of documents, the hash code of any

document is acquired by simply thresholding the output of

the deepest layer. Such hash codes provided by the deep

RBM were shown to preserve semantically similar

relationships among input documents into the code space,

in which each hash code (or hash key) is used as a memory

address to locate corresponding documents. In this way,

semantically similar documents are mapped to adjacent

memory addresses, thereby enabling efficient search via

hash table lookup. To enhance the performance of deep

RBMs, a supervised version was proposed in [66], which

borrows the idea of nonlinear neighborhood component

analysis (NCA) embedding [105]. The supervised infor-

mation stems from given neighbor/nonneighbor relation-

ships between training examples. Then, the objective

function of NCA is optimized on top of a deep RBM,

making the deep RBM yield discriminative hash codes.

Note that supervised deep RBMs can be applied to broad

data domains other than text data. In [66], supervised deep

RBMs using a Gaussian distribution to model visible units

in the first layer were successfully applied to handle

massive image data.

A recent work named sparse similarity-preserving

hashing [99] tried to address the low recall issue

pertaining to relatively long hash codes, which affect

Fig. 10. Conceptual diagram of the rank supervised hashing method. The top left component demonstrates the procedure of deriving ground

truth ranking list r using the semantic relevance or feature similarity/distance, and then converting it to a triplet matrix SðqÞ for a given query q.

The bottom left component describes the estimation of relaxed ranking triplet matrix
~
SðqÞ from the binary hash codes. The right component

shows the objective of minimizing the inconsistency between the two ranking triplet matrices.
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most of previous hashing techniques. The idea is enforcing

sparsity into the hash codes to be learned from training

examples with pairwise supervised information, that is,

similar and dissimilar pairs of examples (also known as

side information in the machine learning literature). The

relaxed hash functions, actually nonlinear embedding

functions, are learned by training a tailored feedforward

neural network. Within this architecture, two ISTA-type

networks [110] that share the same set of parameters and

conduct fast approximations of sparse coding are coupled

in the training phase. Since each output of the neural

network is continuous albeit sparse, a hyperbolic tangent

function is applied to the output followed by a threshold-

ing operation, leading to the final binary hash code. In

[99], an extension to hashing multimodal data, e.g., web

images with textual tags, was also presented.

Another work named deep hashing [106] developed a

deep neural network to learn a multiple hierarchical

nonlinear transformation which maps original images to

compact binary hash codes and hence supports large-scale

image retrieval with the learned binary image represen-

tation. The deep hashing model is established under three

constraints which are imposed on the top layer of the deep

neural network: 1) the reconstruction error between an

original real-valued image feature vector and the resulting

binary code is minimized; 2) each bit of binary codes has a

balance; and 3) all bits are independent from each other.

Similar constraints have been adopted in prior unsuper-

vised hashing or binary coding methods such as iterative

quantization (ITQ) [111]. A supervised version called

supervised deep hashing3 was also presented in [106],

where a discriminative term incorporating pairwise

supervised information is added to the objective function

of the deep hashing model. Liong et al. [106] showed the

superiority of the supervised deep hashing model over its

unsupervised counterpart. Both of them produce hash

codes through thresholding the output of the top layer in

the neural network, where all activation functions are

hyperbolic tangent functions.

It is worthwhile to point out that the above methods,

including sparse similarity-preserving hashing, deep hash-

ing, and supervised deep hashing, did not include a

pretraining stage during the training of the deep neural

networks. Instead, the hash codes are learned from scratch

using a set of training data. However, the absence of

pretraining may make the generated hash codes less

effective. Specifically, the sparse similarity-preserving

hashing method is found to be inferior to the state-of-

the-art supervised hashing method, i.e., kernel-based

supervised hashing (KSH) [22], in terms of search

accuracy on some image data sets [99]; the deep hashing

method and its supervised version are slightly better than

ITQ and its supervised version CCA þ ITQ, respectively

[106], [111]. Note that KSH, ITQ, and CCA þ ITQ exploit

relatively shallow learning frameworks.

Almost all existing hashing techniques including the

aforementioned ones relying on deep neural networks take

a vector of handcrafted visual features extracted from an

image as input. Therefore, the quality of produced hash

codes heavily depends on the quality of handcrafted

features. To remove this barrier, a recent method called

convolutional neural network hashing [107] was developed

to integrate image feature learning and hash value learning

into a joint learning model. Given pairwise supervised

information, this model consists of a stage of learning

approximate hash codes and a stage of training a deep

convolutional neural network (CNN) [112] that outputs

continuous hash values. Such hash values can be generated

by activation functions like sigmoid, hyperbolic tangent or

softmax, and then quantized into binary hash codes

through appropriate thresholding. Thanks to the power

of CNNs, the joint model is capable of simultaneously

learning image features and hash values, directly working

on raw image pixels. The deployed CNN is composed of

three convolution-pooling layers that involve rectified

linear activation, max pooling, and local contrast normal-

ization, a standard fully connected layer, and an output

layer with softmax activation functions.

3It is essentially semisupervised as abundant unlabeled examples are
used for training the deep neural network.

Table 3 Characteristics of Eight Recently Proposed Deep-Learning-Based Hashing Methods
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Also based on CNNs, a latest method called as deep

semantic ranking hashing [108] was presented to learn

hash values such that multilevel semantic similarities

among multilabeled images are preserved. Like the

convolutional neural network hashing method, this

method takes image pixels as input and trains a deep

CNN, by which image feature representations and hash

values are jointly learned. The deployed CNN consists of

five convolution-pooling layers, two fully connected layers,

and a hash layer (i.e., output layer). The key hash layer is

connected to both fully connected layers and in the

function expression as

hðxÞ ¼ 2� w> f1ðxÞ; f2ðxÞ½ �
� �

� 1

in which x represents an input image, hðxÞ represents the
vector of hash values for image x, f1ðxÞ and f2ðxÞ,
respectively, denote the feature representations from the

outputs of the first and second fully connected layers, w is

the weight vector, and �ðÞ is the logistic function. The

deep semantic ranking hashing method leverages listwise

supervised information to train the CNN, which stems

from a collection of image triplets that encode the

multilevel similarities, i.e., the first image in each triplet

is more similar to the second one than the third one. The

hash code of image x is finally obtained by thresholding

the output hðxÞ of the hash layer at zero.

The above convolutional neural network hashing

method [107] requires separately learning approximate

hash codes to guide the subsequent learning of image

representation and finer hash values. The latest method

called deep neural network hashing [109] goes beyond, in

which the image representation and hash values are

learned in one stage so that representation learning and

hash learning are tightly coupled to benefit each other.

Similar to the deep semantic ranking hashing method

[108], the deep neural network hashing method incorpo-

rates listwise supervised information to train a deep CNN,

giving rise to a currently deepest architecture for

supervised hashing. The pipeline of the deep hashing

architecture includes three building blocks: 1) a triplet of

images (the first image is more similar to the second one

than the third one) which are fed to the CNN, and upon

which a triplet ranking loss is designed to characterize the

listwise supervised information; 2) a shared subnetwork

with a stack of eight convolution layers to generate the

intermediate image features; and 3) a divide-and-encode

module to divide the intermediate image features into

multiple channels, each of which is encoded into a single

hash bit. Within the divide-and-encode module, there are

one fully connected layer and one hash layer. The former

uses sigmoid activation, while the latter uses a piecewise

thresholding scheme to produce a nearly discrete hash

values. Eventually, the hash code of any image is yielded by

thresholding the output of the hash layer at 0.5. In [109],

the deep neural network hashing method was shown to

surpass the convolutional neural network hashing method

as well as several shallow-learning-based supervised

hashing methods in terms of image search accuracy.

Last, a few observations are worth mentioning about

deep-learning-based hashing methods introduced in this

section.

1) The majority of these methods did not report the

time of hash code generation. In real-world search

scenarios, the speed for generating hashes should

be substantially fast. There might be concern

about the hashing speed of those deep neural-

network-driven approaches, especially the ap-

proaches involving image feature learning, which

may take much longer time to hash an image

compared to shallow-learning-driven approaches

like ITQ and KSH.

2) Instead of employing deep neural networks to

seek hash codes, another interesting problem is to

design a proper hashing technique to accelerate

deep neural network training or save memory

space. The latest work [113] presented a hashing

trick named HashedNets, which shrinks the

storage costs of neural networks significantly

while mostly preserving the generalization per-

formance in image classification tasks.

VI. Advanced Methods and Related
Applicat ions

In this section, we further extend the survey scope to cover

a few more advanced hashing methods that are developed

for specific settings and applications, such as point-to-

hyperplane hashing, subspace hashing, and multimodality

hashing.

A. Hyperplane Hashing
Distinct from the previously surveyed conventional

hashing techniques all of which address the problem of fast

point-to-point nearest neighbor search [see Fig. 11(a)], a

new scenario ‘‘point-to-hyperplane’’ hashing emerges to

tackle fast point-to-hyperplane nearest neighbor search

[see Fig. 11(b)], where the query is a hyperplane instead of

a data point. Such a new scenario requires hashing the

hyperplane query to near database points, which is difficult

to accomplish because point-to-hyperplane distances are

quite different from routine point-to-point distances in

terms of the computation mechanism. Despite the bulk of

research on point-to-point hashing, this special hashing

paradigm is rarely touched. For convenience, we call

point-to-hyperplane hashing as hyperplane hashing.

Hyperplane hashing is actually fairly important for

many machine learning applications such as large-scale

active learning with SVMs [114]. In SVM-based active

learning [115], the well-proven sample selection strategy is
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to search in the unlabeled sample pool to identify the

sample closest to the current hyperplane decision bound-

ary, thus providing the most useful information for

improving the learning model. When making such active

learning scalable to gigantic databases, exhaustive search

for the point nearest to the hyperplane is not efficient for

the online sample selection requirement. Hence, novel

hashing methods that can principally handle hyperplane

queries are called for.

We demonstrate the geometric relationship between a

data point x and a hyperplane Pw with the vector normal

as w in Fig. 12(a). Given a hyperplane query Pw and a set

of points X , the target nearest neighbor is

x� ¼ argmin
x2X

Dðx;PwÞ

where Dðx;PwÞ ¼ jw>xj=kwk is the point-to-hyperplane
distance. The existing hyperplane hashing methods [116],

[117] all attempt to minimize a slightly modified ‘‘distance’’

jw>xj=kwkkxk, i.e., the sine of the point-to-hyperplane

angle �x;w ¼ j�x;w � ð�=2Þj. Note that �x;w 2 ½0; �� is the
angle between x and w. The angle measure

�x;w 2 ½0; �=2� between a database point and a hyperplane
query turns out to be reflected into the design of hash

functions.

As shown in Fig. 12(b), the goal of hyperplane hashing

is to hash a hyperplane query Pw and the desired

neighbors (e.g., x1;x2) with narrow �x;w into the same or

nearby hash buckets, meanwhile avoiding to return the

undesired nonneighbors (e.g., x3;x4) with wide �x;w.

Because �x;w ¼ j�x;w � ð�=2Þj, the point-to-hyperplane

search problem can be equivalently transformed to a

specific point-to-point search problem where the query is

the hyperplane normal w and the desired nearest

neighbor to the raw query Pw is the one whose angle

�x;w from w is closest to �=2, i.e., most closely

perpendicular to w (we write ‘‘perpendicular to w’’ as

? w for brevity). This is very different from traditional

point-to-point nearest neighbor search which returns the

most similar point to the query point. In the following,

several existing hyperplane hashing methods will be

briefly discussed.

Jain et al. [116] devised two different families of

randomized hash functions to attack the hyperplane

hashing problem. The first one is angle-hyperplane hash

(AH-Hash) A, of which one instance function is

hAðzÞ

¼
sgnðu>zÞ; sgnðv>zÞ½ �; z is a database point

sgnðu>zÞ; sgnð�v>zÞ½ �; z is a hyperplane normal



(34)

where z 2 R
d represents an input vector, and u and v are

both drawn independently from a standard d-variate
Gaussian, i.e., u;v � Nð0; Id�dÞ. Note that hA is a two-bit

hash functionwhich leads to the probability of collision for a

hyperplane normalw and a database point x

Pr hAðwÞ ¼ hAðxÞ
� �

¼
1

4
�
�2
x;w

�2
: (35)

This probability monotonically decreases as the point-to-

hyperplane angle �x;w increases, ensuring angle-sensitive

hashing.

The second family proposed by Jain et al. is embedding-

hyperplane hash (EH-Hash) function family E of which

one instance is

hEðzÞ ¼
sgn U>Vðzz>Þ
� �

; z is a database point

sgn �U>Vðzz>Þ
� �

; z is a hyperplane normal



(36)

Fig. 12. Hyperplane hashing problem. (a) Point-to-hyperplane

distance Dðx;PwÞ and point-to-hyperplane angle �x;w. (b) Neighbors

ðx1; x2Þ and nonneighbors ðx3; x4Þ of the hyperplane query Pw, and

the ideal neighbors are the points ? w.

Fig. 11. Two distinct nearest neighbor search problems. (a) Point-to-

point search; the blue solid circle represents a point query, and the red

circle represents the found nearest neighbor point. (b) Point-to-

hyperplane search; the blueplanedenotes a hyperplanequeryPw with

w being its normal vector, and the red circle denotes the foundnearest

neighbor point.
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where VðAÞ returns the vectorial concatenation of matrix

A, and U � Nð0; Id2�d2Þ. The EH hash function hE yields

hash bits on an embedded space R
d2 resulting from

vectorizing rank-one matrices zz> and �zz>. Compared

with hA; hE gives a higher probability of collision

Pr hEðwÞ ¼ hEðxÞ
� �

¼
cos�1 sin2ð�x;wÞ

�
(37)

which also bears the angle-sensitive hashing property.

However, it is much more expensive to compute than

AH-Hash.

More recently, Liu et al. [117] designed a randomized

function family with bilinear bilinear-hyperplane hash

(BH-Hash) as

B¼ hBðzÞ¼sgnðu>zz>vÞ; i.i.d. u;v � Nð0; Id�dÞ
� �

:

(38)

As a core finding, Liu et al. proved in [117] that the

probability of collision for a hyperplane query Pw and a

database point x under hB is

Pr hBðPwÞ ¼ hBðxÞ
� �

¼
1

2
�
2�2

x;w

�2
: (39)

Specifically, hBðPwÞ is prescribed to be �hBðwÞ. Equation
(39) endows hB with the angle-sensitive hashing property.

It is important to find that the collision probability given

by the BH hash function hB is always twice the collision

probability by the AH hash function hA, and also greater

than the collision probability by the EH hash function hE .
As illustrated in Fig. 13, for any fixed r, BH-Hash

accomplishes the highest probability of collision, which

indicates that the BH-Hash has a better angle-sensitive

property.

In terms of the formulation, the bilinear hash function

hB is correlated yet differently from the linear hash

functions hA and hE . 1) hB produces a single hash bit which

is the product of the two hash bits produced by hA. 2) hB

may be a rank-one special case of hE in algebra if we write

u>zz>v ¼ trðzz>vu>Þ and U>Vðzz>Þ ¼ trðzz>UÞ. 3)
hB appears in a universal form, while both hA and hE treat a
query and a database item in a distinct manner. The

computation time of hB is Qð2dÞ which is the same as that

of hA and one order of magnitude faster than Qð2d2Þ of hE .
Liu et al. further improved the performance of hB through

learning the bilinear projection directions u;v in hB from

the data. Gong et al. extended the bilinear formulation to

the conventional point-to-point hashing scheme through

designing compact binary codes for high-dimensional

visual descriptors [118].

B. Subspace Hashing
Beyond the aforementioned conventional hashing

which tackles searching in a database of vectors, subspace

hashing [119], which has been rarely explored in the

literature, attempts to efficiently search through a large

database of subspaces. Subspace representation is very

common in many computer vision, pattern recognition,

and statistical learning problems, such as subspace

representations of image patches, image sets, video clips,

etc. For example, face images of the same subject with

fixed poses but different illuminations are often assumed

to reside near linear subspaces. A common use scenario is

to use a single face image to find the subspace (and the

corresponding subject ID) closest to the query image [120].

Given a query in the form of vector or subspace, searching

for a nearest subspace in a subspace database is frequently

encountered in a variety of practical applications including

example-based image synthesis, scene classification,

speaker recognition, face recognition, and motion-based

action recognition [120].

However, hashing and searching for subspaces are both

different from the schemes used in traditional vector

hashing and the latest hyperplane hashing. Basri et al. [119]
presented a general framework to the problem of

approximate nearest subspace (ANS) search, which

uniformly deals with the cases that query is a vector or

subspace, query and database elements are subspaces of

fixed dimension, query and database elements are

subspaces of different dimension, and database elements

are subspaces of varying dimension. The critical technique

exploited by [119] has two steps: 1) a simple mapping that

maps both query and database elements to ‘‘points’’ in a

new vector space; and 2) doing approximate nearest

Fig. 13. Comparison of the collision probabilities of the three

randomized hyperplane hashing schemes using p1 (probability of

collision) versus r (squared point-to-hyperplane angle).
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neighbor search using conventional vector hashing algo-

rithms in the new space. Consequently, the main contri-

bution of [119] is reducing the difficult subspace hashing

problem to a regular vector hashing task. Basri et al. [119]
used LSH for the vector hashing task. While simple, the

hashing technique (mapping þ LSH) of [119] perhaps

suffers from the high dimensionality of the constructed

new vector space.

More recently, Wang et al. [120] exclusively addressed
the point-to-subspace query where query is a vector and

database items are subspaces of arbitrary dimension.

Wang et al. [120] proposed a rigorously faster hashing

technique than that of [119]. Their hash function can hash

D-dimensional vectors (D is the ambient dimension of the

query) or D� r-dimensional subspaces (r is arbitrary) in a

linear time complexity OðDÞ, which is computationally

more efficient than the hash functions devised in [119].

Wang et al. [120] further proved the search time under the

OðDÞ hashes to be sublinear in the database size.

Based on the nice finding of [120], we would like to

achieve faster hashing for the subspace-to-subspace query

by means of crafted novel hash functions to handle

subspaces in varying dimension. Both theoretical and

practical explorations in this direction will be beneficial to

the hashing area.

C. Multimodality Hashing
Note that the majority of the hash learning methods are

designed for constructing the Hamming embedding for a

single modality or representation. Some recent advanced

methods are proposed to design the hash functions for

more complex settings, such as that the data are

represented by multimodal features or the data are formed

in a heterogeneous way [121]. Hashing methods of such

type are closely related to the applications in social

network, whether multimodality and heterogeneity are

often observed. Below we survey several representative

methods that are proposed recently.

Realizing that data items like webpage can be

described from multiple information sources, composing

hashing was recently proposed to design hashing scheme

using several information sources [122]. Besides the

intuitive way of concatenating multiple features to derive

hash functions, Zhang et al. [122] also presented an

iterative weighting scheme and formulated convex com-

bination of multiple features. The objective is to ensure

the consistency between the semantic similarity and the

Hamming similarity of the data. Finally, a joint optimi-

zation strategy is employed to learn the importance of

individual type of features and the hash functions.

Coregularized hashing was proposed to investigate the

hashing learning across multiparity data in a supervised

setting, where similar and dissimilar pairs of intramod-

ality points are given as supervision information [123].

One such typical setting is to index images and the text

jointly to preserve the semantic relations between the

image and the text. Zhen and Yeung [123] formulate their

objective as a boosted coregularization framework with

the cost component as a weighted sum of the intramod-

ality and intermodality loss. The learning process of the

hash functions is performed via a boosting procedure so

that the bias introduced by previous hash function can be

sequentially minimized. Dual-view hashing attempts to

derive a hidden common Hamming embedding of data

from two views, while maintaining the predictability of

the binary codes [124]. A probabilistic model called

multimodal latent binary embedding was recently pre-

sented to derive binary latent factors in a common

Hamming space for indexing multimodal data [125].

Other closely related hashing methods include the design

of multiple feature hashing for near-duplicate detection

[126], submodular hashing for video indexing [127], and

probabilistic attributed hashing for integrating low-level

features and semantic attributes [128].

D. Applications With Hashing
Indexing massive multimedia data, such as images and

video, are the natural applications for learning-based

hashing. Especially, due to the well-known semantic gap,

supervised and semisupervised hashing methods have been

extensively studied for image search and retrieval [29],

[41], [69], [129]–[131], and mobile product search [132].

Other closely related computer vision applications include

image patch matching [133], image classification [118],

face recognition [134], [135], pose estimation [71], object

tracking [136], and duplicate detection [51], [52], [126],

[137], [138]. In addition, this emerging hash learning

framework can be exploited for some general machine

learning and data mining tasks, including cross-modality

data fusion [139], large-scale optimization [140], large-

scale classification and regression [141], collaborative

filtering [142], and recommendation [143]. For indexing

video sequences, a straightforward method is to indepen-

dently compute binary codes for each key frames and use a

set of hash code to represent video index. More recently,

Ye et al. proposed a structure learning framework to derive

a video hashing technique that incorporates both temporal

and spatial structure information [144]. In addition,

advanced hashing methods are also developed for docu-

ment search and retrieval. For instance, Wang et al.
proposed to leverage both tag information and semantic

topic modeling to achieve more accurate hash codes [145].

Li et al. designed a two-stage unsupervised hashing

framework for fast document retrieval [146].

Hashing techniques have also been applied to the active

learning framework to cope with big data applications.

Without performing exhaustive test on all the data points,

hyperplane hashing can help significantly speed up the

interactive training sample selection procedure [114],

[117], [116]. In addition, a two-stage hashing scheme is

developed to achieve fast query pair selection for large-

scale active learning to rank [147].
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VII. Open Issues and Future Directions

Despite the tremendous progress in developing a large

array of hashing techniques, several major issues remain

open. First, unlike the locality sensitive hashing family,

most of the learning-based hashing techniques lack the

theoretical guarantees on the quality of returned neigh-

bors. Although several recent techniques have presented

theoretical analysis of the collision probability, they are

mostly based on randomized hash functions [19], [116],

[117]. Hence, it is highly desired to further investigate such

theoretical properties. Second, compact hash codes have

been mostly studied for large-scale retrieval problems. Due

to their compact form, the hash codes also have great

potential in many other large-scale data modeling tasks

such as efficient nonlinear kernel SVM classifiers [148]

and rapid kernel approximation [149]. A bigger question

is: Instead of using the original data, can one directly use

compact codes to do generic unsupervised or supervised

learning without affecting the accuracy? To achieve this,

theoretically sound practical methods need to be devised.

This will make efficient large-scale learning possible with

limited resources, for instance, on mobile devices. Third,

most of the current hashing technicals are designed for

given feature representations that tend to suffer from the

semantic gap. One of the possible future directions is to

integrate representation learning with binary code learn-

ing using advanced learning schemes such as deep neural

network. Finally, since heterogeneity has been an impor-

tant characteristics of the big data applications, one of the

future trends will be to design efficient hashing approaches

that can leverage heterogeneous features and multimodal

data to improve the overall indexing quality. Along those

lines, developing new hashing techniques for composite

distance measures, i.e., those based on combinations of

different distances acting on different types of features,

will be of great interest.
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