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Abstract
In this article we propose a method that can deal with certain combinatorial reinforce-

ment learning tasks. We demonstrate the approach in the popular Ms. Pac-Man game. We
define a set of high-level observation and action modules, from which rule-based policies
are constructed automatically. In these policies, actions are temporally extended, and may
work concurrently. The policy of the agent is encoded by a compact decision list. The com-
ponents of the list are selected from a large pool of rules, which can be either hand-crafted
or generated automatically. A suitable selection of rules is learnt by the cross-entropy
method, a recent global optimization algorithm that fits our framework smoothly. Cross-
entropy-optimized policies perform better than our hand-crafted policy, and reach the score
of average human players. We argue that learning is successful mainly because (i) policies
may apply concurrent actions and thus the policy space is sufficiently rich, (ii) the search is
biased towards low-complexity policies and therefore, solutions with a compact description
can be found quickly if they exist.

1. Introduction

During the last two decades, reinforcement learning (RL) has reached a mature state, and
has been laid on solid foundations. We have a large variety of algorithms, including value-
function-based, direct policy search and hybrid methods. For reviews on these subjects,
see, e.g., the books of Bertsekas and Tsitsiklis (1996) and Sutton and Barto (1998). The
basic properties of many such algorithms are relatively well understood, e.g. conditions
for convergence, complexity, the effect of various parameters, although it is needless to say
that there are still lots of important open questions. There are also plenty of test problems
(like various maze-navigation tasks, “pole-balancing”, “car on the hill” etc.) on which the
capabilities of RL algorithms have been demonstrated, and the number of large-scale RL
applications is also growing steadily. However, current RL algorithms are far from being
out-of-the-box methods, so there is still need for more demonstrations showing that RL can
be efficient in complex tasks.

We think that games (including the diverse set of classical board games, card games, mod-
ern computer games, etc.) are ideal test environments for reinforcement learning. Games
are intended to be interesting and challenging for human intelligence and therefore, they
are ideal means to explore what artificial intelligence is still missing. Furthermore, most
games fit well into the RL paradigm: they are goal-oriented sequential decision problems,
where each decision can have long-term effects. In many cases, hidden information, random
events, unknown environment, known or unknown players account for (part of) the difficulty
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of playing the game. Such circumstances are in the focus of reinforcement learning. Games
are also attractive for testing new methods: the decision space is huge in most cases, so
finding a good strategy is a challenging task.

There is another great advantage of using games as test problems: the rules of the games
are fixed, so the danger of ‘tailoring the task to the algorithm’ – i.e., to tweak the rules
and/or the environment so that they meet the capabilities of the proposed RL algorithm –
is reduced, compared, e.g., to various maze navigation tasks.

RL has been tried in many classical games, including checkers (Samuel, 1959), backgam-
mon (Tesauro, 1994), and chess (Baxter, Tridgell, & Weaver, 2001). On the other hand,
modern computer games got into the spotlight only recently, and there are not very many
successful attempts to learn them with AI tools. Notable exceptions are, for example, role-
playing game Baldur’s Gate (Spronck, Sprinkhuizen-Kuyper, & Postma, 2003), real-time
strategy game Wargus (Ponsen & Spronck, 2004), and possibly, Tetris (Szita & Lorincz,
2006) These games pose new challenges to RL, for example, many observations have to be
considered in parallel, and both the observation space and the action space can be huge.

In this spirit, we decided to investigate the arcade game Ms. Pac-Man. The game is
interesting on its own as it is largely unsolved, but also imposes several important questions
in RL, which we will overview in Section 8. We will provide hand-coded high-level actions
and observations, and the task of RL is to learn how to combine them into a good policy. We
will apply rule-based policies, because they are easy to interpret and enable one to include
human domain-knowledge easily. For learning, we will apply the cross-entropy method, a
recently developed general optimization algorithm. We will show that the hybrid approach
is more successful than either tabula rasa learning or a hand-coded strategy alone.

In the next section we introduce the Ms. Pac-Man game briefly and discuss how it can
be formalized as a reinforcement learning task. In sections 3 and 4, we shall shortly describe
the cross-entropy optimization method and rule-based policies, respectively. In section 5,
details of the learning experiments are provided, and in section 6 we present our results.
Section 7 provides a review of related literature, and finally, in section 8 we summarize and
discuss our approach with an emphasis on the implications for other RL problems.

2. Pac-Man and Reinforcement Learning

The video-game Pac-Man was first released in 1979, and reached immense success. It is
considered to be one of the most popular video games to date (Wikipedia, 2006).

The player maneuvers Pac-Man in a maze (see Fig. 1), while Pac-Man eats the dots in
the maze. In this particular maze there are 174 dots,1 each one is worth 10 points. A level
is finished when all the dots are eaten. To make things more difficult, there are also four
ghosts in the maze who try to catch Pac-Man, and if they succeed, Pac-Man loses a life.
Initially, he has three lives, and gets an extra life after reaching 10,000 points.

There are four power-up items in the corners of the maze, called power dots (worth
40 points). After Pac-Man eats a power dot, the ghosts turn blue for a short period (15
seconds), they slow down and try to escape from Pac-Man. During this time, Pac-Man is

1. The maze of the original Pac-Man game is slightly different. This description applies to the open-
source Pac-Man implementation of Courtillat (2001). The two versions are about equivalent in terms of
complexity and entertainment value.
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Figure 1: A snapshot of the Pac-Man game

able to eat them, which is worth 200, 400, 800 and 1600 points, consecutively. The point
values are reset to 200 each time another power dot is eaten, so the player would want to
eat all four ghosts per power dot. If a ghost is eaten, his remains hurry back to the center
of the maze where the ghost is reborn. At certain intervals, a fruit appears near the center
of the maze and remains there for a while. Eating this fruit is worth 100 points.

Our investigations are restricted to learning an optimal policy for the first level, so the
maximum achievable score is 174 · 10 + 4 · 40 + 4 · (200 + 400 + 800 + 1600) = 13900 plus
100 points for each time a fruit is eaten.

In the original version of Pac-Man, ghosts move on a complex but deterministic route, so
it is possible to learn a deterministic action sequence that does not require any observations.
Many such patterns were found by enthusiastic players. In most of Pac-Man’s sequels, most
notably in Ms. Pac-Man, randomness was added to the movement of the ghosts. This way,
there is no single optimal action sequence, observations are necessary for optimal decision
making. In other respects, game play was mostly unchanged.

In our implementation, ghosts moved randomly in 20% of the time and straight towards
Pac-Man in the remaining 80%, but ghosts may not turn back (following Koza, 1992, Chapter
12). To emphasize the presence of randomness, we shall refer to our implementation as a
Ms. Pac-Man-clone.

2.1 Ms. Pac-Man as an RL Task

Ms. Pac-Man meets all the criteria of a reinforcement learning task. The agent has to make
a sequence of decisions that depend on its observations. The environment is stochastic
(because the paths of ghosts are unpredictable). There is also a well-defined reward function
(the score for eating things), and actions influence the rewards to be collected in the future.
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The full description of the state would include (1) whether the dots have been eaten (one
bit for each dot and one for each power dot), (2) the position and direction of Ms. Pac-Man,
(3) the position and direction of the four ghosts, (4) whether the ghosts are blue (one bit for
each ghost), and if so, for how long they remain blue (in the range of 1 to 15 seconds) (5)
whether the fruit is present, and the time left until it appears/disappears (6) the number
of lives left. The size of the resulting state space is astronomical, so some kind of function
approximation or feature-extraction is necessary for RL.

The action space is much smaller, as there are only four basic actions: go north/-
south/east/west. However, a typical game consists of multiple hundreds of steps, so the
number of possible combinations is still enormous. This indicates the need for temporally
extended actions.

We have a moderate amount of domain knowledge on Ms. Pac-Man: for one, it is quite
easy to define high-level observations and action modules that are potentially useful. On
the other hand, constructing a well-performing policy seems much more difficult. Therefore,
we provide mid-level domain knowledge to the algorithm: we use domain knowledge to
preprocess the state information and to define action modules. On the other hand, it will be
the role of the policy search reinforcement learning to combine the observations and modules
into rule-based policies and find their proper combination.

3. The Cross-Entropy Method

Our goal is to optimize rule-based policies by performing policy search in the space of
all legal rule-based policies. For this search we apply the cross-entropy method (CEM), a
recently published global optimization algorithm (Rubinstein, 1999). It aims to find the
(approximate) solution for global optimization tasks in the following form

x∗ := arg max
x

f(x).

where f is a general objective function (e.g., we do not need to assume continuity or differ-
entiability). Below we summarize the mechanism of this method briefly (see also section 7.2
for an overview of applications).

3.1 An Intuitive Description

While most optimization algorithms maintain a single candidate solution x(t) in each time
step, CEM maintains a distribution over possible solutions. From this distribution, solution
candidates are drawn at random. This is essentially random guessing, but with a nice trick
it is turned into a highly effective optimization method.

3.1.1 The Power of Random Guessing

Random guessing is an overly simple ‘optimization’ method: we draw many samples from
a fixed distribution g, then select the best sample as an estimation of the optimum. In
the limit case of infinitely many samples, random guessing finds the global optimum. We
have two notes here: (i) as it has been shown by Wolpert and Macready (1997), for the
most general problems, uniform random guessing is not worse than any other method, (ii)
nonetheless, for practical problems, uniform random guessing can be extremely inefficient.
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Thus, random guessing is safe to start with, but as one proceeds with the collection of
experience, it should be limited as much as possible.

The efficiency of random guessing depends greatly on the distribution g from which the
samples are drawn. For example, if g is sharply peaked around x∗, then very few samples
may be sufficient to get a good estimate. The case is the opposite, if the distribution is
sharply peaked around x 6= x∗: a tremendous number of examples may be needed to get a
good estimate of the global optimum. Naturally, finding a good distribution is at least as
hard as finding x∗.

3.1.2 Improving the Efficiency of Random Guessing

After drawing moderately many samples from distribution g, we may not be able to give
an acceptable approximation of x∗, but we may still obtain a better sampling distribution.
The basic idea of CEM is that it selects the best few samples, and modifies g so that it
becomes more peaked around them. Consider an example, where x is a 0-1 vector and g is
a Bernoulli distribution for each coordinate. Suppose that we have drawn 1000 samples and
selected the 10 best. If we see that in the majority of the selected samples, the ith coordinate
is 1, then CEM shifts the Bernoulli distribution of the corresponding component towards 1.
Afterwards, the next set of samples is drawn already from the modified distribution.

The idea seems plausible: if for the majority of the best-scoring samples the ith coordinate
was 1, and there is a structure in the fitness landscape, then we may hope that the ith

coordinate of x∗ is also 1. In what follows, we describe the update rule of CEM in a more
formal way and sketch its derivation.

3.2 Formal Description of the Cross-Entropy Method

We will pick g from a family of parameterized distributions, denoted by G, and describe an
algorithm that iteratively improves the parameters of this distribution g.

Let N be the number of samples to be drawn, and let the samples x(1), . . . ,x(N) be
drawn independently from distribution g. For each γ ∈ R, the set of high-valued samples,

L̂γ := {x(i) | f(x(i)) ≥ γ, 1 ≤ i ≤ N},

provides an approximation to the level set

Lγ := {x | f(x) ≥ γ}.

Let Uγ be the uniform distribution over the level set Lγ . For large values of γ, this distribu-
tion will be peaked around x∗, so it would be suitable for random sampling. This raises two
potential problems: (i) for large γ values L̂γ will contain very few points (possibly none),
making accurate approximation impossible, and (ii) the level set Lγ is usually not a member
of the parameterized distribution family.

The first problem is easy to avoid by choosing lower values for γ. However, we have to
make a compromise, because setting γ too low would inhibit large improvement steps. This
compromise is achieved as follows: CEM chooses a ratio ρ ∈ [0, 1] and adjusts L̂γ to be the
set of the best ρ ·N samples. This corresponds to setting γ := f(x(ρ·N)), provided that the
samples are arranged in decreasing order of their values. The best ρ ·N samples are called
the elite samples. In practice, ρ is typically chosen from the range [0.02, 0.1].
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The other problem is solved by changing the goal of the approximation: CEM chooses
the distribution g from the distribution family G that approximates best the empirical dis-
tribution over L̂γ . The best g is found by minimizing the distance of G and the uniform
distribution over the elite samples. The measure of distance is the cross-entropy distance
(often called Kullback-Leibler divergence). The cross-entropy distance of two distributions
g and h is defined as

DCE(g||h) =
∫
g(x) log

g(x)
h(x)

dx

The general form of the cross-entropy method is summarized in Table 1. It is known that
under mild regularity conditions, the CE method converges with probability 1 (Margolin,
2004). Furthermore, for a sufficiently large population, the global optimum is found with
high probability.

input: G % parameterized distrib. family
input: g0 ∈ G % initial distribution
input: N % population size
input: ρ % selection ratio
input: T % number of iterations
for t from 0 to T − 1, % CEM iteration main loop

for i from 1 to N ,
draw x(i) from distribution gt % draw N samples
compute fi := f(x(i)) % evaluate them

sort fi-values in descending order
γt+1 := fρ·N % level set threshold
Et+1 := {x(i) | f(x(i)) ≥ γt+1} % get elite samples
gt+1 := arg ming∈G DCE(g||Uniform(Et+1)) % get nearest distrib. from G

end loop

Table 1: Pseudo-code of the general cross-entropy method

3.3 The Cross-Entropy Method for Bernoulli Distribution

For many parameterized distribution families, the parameters of the minimum cross-entropy
member can be computed easily from simple statistics of the elite samples. We provide the
formulae for Bernoulli distributions, as these will be needed for the policy learning procedure
detailed in the next section. Derivations as well as a list of other discrete and continuous
distributions that have simple update rules can be found in the tutorial of de Boer, Kroese,
Mannor, and Rubinstein (2004).

Let the domain of optimization be D = {0, 1}m, and each component be drawn from
independent Bernoulli distributions, i.e., G = Bernoullim. Each distribution g ∈ G is pa-
rameterized with an m-dimensional vector p = (p1, . . . , pm). When using g for sampling,
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component j of the sample x ∈ D will be

xj =
{

1, with probability pj ;
0, with probability 1− pj .

After drawing N samples x(1), . . . ,x(N) and fixing a threshold value γ, let E denote the set
of elite samples, i.e.,

E := {x(i) | f(x(i)) ≥ γ}
With this notation, the distribution g′ with minimum CE-distance from the uniform distri-
bution over the elite set has the following parameters:

p′ := (p′1, . . . , p
′
m), where

p′j :=

∑
x(i)∈E χ(x(i)

j =1)∑
x(i)∈E 1

=

∑
x(i)∈E χ(x(i)

j =1)
ρ ·N

(1)

In other words, the parameters of g′ are simply the component wise empirical probabilities
of 1’s in the elite set. For the derivation of this rule, see the tutorial of de Boer et al. (2004).

Changing the distribution parameters from p to p′ can be too coarse, so in some cases,
applying a step-size parameter α is preferable. The resulting algorithm is summarized in
Table 2.

input: p0 = (p0,1, . . . , p0,m) % initial distribution parameters
input: N % population size
input: ρ % selection ratio
input: T % number of iterations
for t from 0 to T − 1, % CEM iteration main loop

for i from 1 to N ,
draw x(i) from Bernoullim(pt) % draw N samples
compute fi := f(x(i)) % evaluate them

sort fi-values in descending order
γt+1 := fρ·N % level set threshold
Et+1 := {x(i) | f(x(i)) ≥ γt+1} % get elite samples
p′j :=

(∑
x(i)∈E χ(x(i)

j =1)
)
/(ρ ·N) % get parameters of nearest distrib.

pt+1,j := α · p′j + (1− α) · pt,j % update with step-size α
end loop

Table 2: Pseudo-code of the cross-entropy method for Bernoulli distributions

We will also need to optimize functions over D = {1, 2, . . . ,K}m with K > 2. In the
simplest case, distributions over this domain can be parameterized by m · K parameters:
p = (p1,1, . . . , p1,K ; . . . ; pm,1, . . . , pm,K) with 0 ≤ pj,k ≤ 1 and

∑K
k=1 pj,k = 1 for each j (this

is a special case of the multinomial distribution).
The update rule of the parameters is essentially the same as Eq. 1 for the Bernoulli case:

p′j,k :=

∑
x(i)∈E χ(x(i)

j =k)∑
x(i)∈E 1

=

∑
x(i)∈E χ(x(i)

j =k)
ρ ·N

. (2)
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Note that constraint
∑K

k=1 p
′
j,k = 1 is satisfied automatically for each j.

4. Rule-Based Policies

In a basic formulation, a rule is a sentence of the form “if [Condition] holds, then do
[Action].” A rule-based policy is a set of rules with some mechanism for breaking ties, i.e.,
to decide which rule is executed, if there are multiple rules with satisfied conditions.

Rule-based policies are human-readable, it is easy to include domain knowledge, and they
are able to represent complex behaviors. For these reasons, they are often used in many
areas of artificial intelligence (see section 7.3 for a short overview of related literature).

In order to apply rule-based policies to Ms. Pac-Man, we need to specify four things:
(1) what are the possible actions (2) what are the possible conditions and how are they
constructed from observations, (3) how to make rules from conditions and actions, and
(4) how to combine the rules into policies. The answers will be described in the following
sections.

4.1 Action Modules

While defining the action modules for Ms. Pac-Man, we listed only modules that are easy
to implement but are considered potentially useful (see Table 3). This way, we kept hu-
man work at a minimum, but still managed to formalize a part of our domain knowledge
about the problem. As a consequence, this list of action modules is by no means op-
timal: some actions could be more effective with a more appropriate definition, others
may be superfluous. For example, there are four different modules for ghost avoidance:
FromGhost escapes from the nearest ghost, without considering the position of the other
ghosts; ToLowerGhostDensity tries to take into account the influence of multiple ghosts;
FromGhostCenter moves out from the geometrical center of ghosts, thus, it is able to avoid
being surrounded and trapped, but, on the other hand, it can easily bump into a ghost
while doing so; and finally, ToGhostFreeArea considers the whole board in search of a safe
location, so that the agent can avoid being shepherded by the ghosts. All of these modules
may have their own strengths and weaknesses, and possibly a combination of them is needed
for success. There can also be actions, which are potentially useful, but were not listed here
(for example, moving towards the fruit).

Note also that the modules are not exclusive. For example, while escaping from the
ghosts, Ms. Pac-Man may prefer the route where more dots can be eaten, or she may want to
head towards a power dot. Without the possibility of concurrent actions, the performance of
the Ms. Pac-Man agent may be reduced considerably (which is investigated in experimental
section 5.3).

We need a mechanism for conflict resolution, because different action modules may sug-
gest different directions. We do this by assigning priorities to the modules. When the agent
switches on an action module, she also decides about its priority. This is also a decision,
and learning this decision is part of the learning task.2

2. Action priorities are learnt indirectly: each rule has a fixed priority, and when an action is switched
on by a rule, it also inherits this priority. The same action can be switched on by different rules with
different priorities. The mechanism is described in detail in section 4.6.
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Table 3: List of action modules used for rule construction.

Name Description

ToDot Go towards the nearest dot.
ToPowerDot Go towards the nearest power dot.
FromPowerDot Go in direction opposite to the nearest power

dot.
ToEdGhost Go towards the nearest edible (blue) ghost.
FromGhost Go in direction opposite to the nearest ghost.
ToSafeJunction Go towards the maximally safe junction. For all

four directions, the “safety” of the nearest junc-
tion is estimated in that direction. If Ms. Pac-
Man is n steps away from the junction and the
nearest ghost is k steps away, then the safety
value of this junction is n− k. A negative value
means that Ms. Pac-Man possibly cannot reach
that junction.

FromGhostCenter Go in a direction which maximizes the Euclidean
distance from the geometrical center of ghosts.

KeepDirection Go further in the current direction, or choose a
random available action (except turning back) if
that is impossible.

ToLowerGhostDensity go in the direction where the cumulative ghost
density decreases fastest. Each ghost defines a
density cloud (with radius = 10 and linear de-
cay), from which the cumulative ghost density is
calculated.

ToGhostFreeArea Choose a location on the board where the mini-
mum ghost distance is largest, and head towards
it on the shortest path.
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Table 4: List of observations used for rule construction. Distances denote the “length of the
shortest path”, unless noted otherwise. Distance to a particular object type is +∞
if no such object exists at that moment.

Name Description

Constant Constant 1 value.
NearestDot Distance of nearest dot.
NearestPowerDot Distance of nearest power dot.
NearestGhost Distance of nearest ghost.
NearestEdGhost Distance of nearest edible (blue) ghost.
MaxJunctionSafety For all four directions, the “safety” of the nearest

junction in that direction is estimated, as defined
in the description of action ToSafeJunction.
The observation returns the value of the max-
imally safe junction.

GhostCenterDist Euclidean distance from the geometrical center
of ghosts.

DotCenterDist Euclidean distance from the geometrical center
of uneaten dots.

GhostDensity Each ghost defines a density cloud (with radius
= 10 and linear decay). Returns the value of the
cumulative ghost density.

TotalDistToGhosts “travelling salesman distance to ghosts:” the
length of the shortest route that starts at
Ms. Pac-Man and reaches all four ghosts (not
considering their movement).

We implemented this with the following mechanism: a decision of the agent concerns
action modules: the agent can either switch on or, switch off an action module. That is, in
principle, the agent is able to use any subset of the action modules, instead of selecting a
single one at each time step. Basically, the module with highest priority decides the direction
of Ms. Pac-Man. If there are more than one equally ranked directions, then lower-priority
modules are checked. If the direction cannot be decided after checking switched-on modules
in the order of decreasing priority (for example, no module is switched on, or two directions
are ranked equally by all switched-on modules), then a random direction is chosen.

Ms. Pac-Man can make decisions each time she advances a whole grid cell (the above
mechanism ensures that she never stands still), according to 25 game ticks or approx. 0.2
seconds of simulated game time.

4.2 Observations, Conditions and Rules

Similarly to actions, we can easily define a list of observations which are potentially useful
for decision making. The observations and their descriptions are summarized in Table 4.
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Modules could have been improved in many ways, for example, checking whether there is
enough time to intercept edible ghosts when calculating NearestEdGhost or taking into
consideration the movement of ghosts when calculating NearestGhost, NearestEdGhost or
MaxJunctionSafety. We kept the implementation of the modules as simple as possible.
We designed reasonable modules, but no effort was made to make the module definitions
optimal, complete or non-redundant.

Now we have the necessary tools for defining the conditions of a rule. A typical condition
is true if its observations are in a given range. We note that the status of each action module
is also important for proper decision making. For example, the agent may decide that if a
ghost is very close, then she switches off all modules except the escape module. Therefore
we allow conditions that check whether an action module is ‘on’ or ‘off’.

For the sake of simplicity, conditions were restricted to have the form [observation]
< [value], [observation] > [value], [action]+, [action]-, or the conjunction of such
terms. For example,

(NearestDot<5) and (NearestGhost>8) and (FromGhost+)

is a valid condition for our rules.
Once we have conditions and actions, rules can be constructed easily. In our implemen-

tation, a rule has the form “if [Condition], then [Action].” For example,

if (NearestDot<5) and (NearestGhost>8) and (FromGhost+)
then FromGhostCenter+

is a valid rule.

4.3 Constructing Policies from Rules

Decision lists are standard forms of constructing policies from single rules. This is the
approach we pursue here, too. Decision lists are simply lists of rules, together with a
mechanism that decides the order in which the rules are checked.

Each rule has a priority assigned. When the agent has to make a decision, she checks her
rule list starting with the ones with highest priority. If the conditions of a rule are fulfilled,
then the corresponding action is executed, and the decision-making process halts.

Note that in principle, the priority of a rule can be different from the priority of action
modules. However, for the sake of simplicity, we make no distinction: if a rule with priority
k switches on an action module, then the priority of the action module is also taken as k.
Intuitively, this makes sense: if an important rule is activated, then its effect should also be
important. If a rule with priority k switches off a module, then it is executed, regardless of
the priority of the module.

It may be worth noting that there are many possible alternatives for ordering rules and
actions:

• Each rule could have a fixed priority, as a part of the provided domain knowledge
(Spronck, Ponsen, Sprinkhuizen-Kuyper, & Postma, 2006).

• The priority of a rule could be a free parameter that should be learned by the CEM
method.
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• Instead of absolute priorities, the agent could also learn the relative ordering of rules
(Timuri, Spronck, & van den Herik, 2007).

• The order of rules could be determined by some heuristic decision mechanism. For
example, the generality of the rule – e.g., rules with few/many conditions and large/s-
mall domains – could be taken into account. Such heuristics have been used in linear
classifier systems (see e.g. the work of Bull & Kovacs, 2005).

In principle, one would like to find interesting solutions using the computer with minimal
bias from ‘domain knowledge’. In this regard, the efficiency of our simple priority manage-
ment method was satisfactory, so we did not experiment with other priority heuristics.

4.4 An Example

Let us consider the example shown in Table 5. This is a rule-based policy for the Ms. Pac-
Man agent.

Table 5: A hand-coded policy for playing Ms. Pac-Man. Bracketed numbers denote
priorities, [1] is the highest priority.

[1] if NearestGhost<4 then FromGhost+
[1] if NearestGhost>7 and JunctionSafety>4 then FromGhost-
[2] if NearestEdGhost>99 then ToEdGhost-
[2] if NearestEdGhost<99 then ToEdGhost+
[3] if Constant>0 then KeepDirection+
[3] if FromPowerDot- then ToPowerDot+
[3] if GhostDensity<1.5 and NearestPowerDot<5 then FromPowerDot+
[3] if NearestPowerDot>10 then FromPowerDot-

The first two rules manage ghost avoidance: if a ghost is too close, then the agent should
flee, and she should do so until she gets to a safe distance. Ghost avoidance has priority
over any other activities. The next two rules regulate that if there is an edible ghost on
the board, then the agent should chase it (the value of NearestEdGhost is infinity (> 99) if
there are no edible ghosts, but it is ≤ 41 on our board, if there are). This activity has also
relatively high priority, because eating ghosts is worth lots of points, but it must be done
before the blueness of the ghosts disappears, so it must be done quickly. The fifth rule says
that the agent should not turn back, if all directions are equally good. This rule prevents
unnecessary zigzagging (while no dots are being eaten), and it is surprisingly effective. The
remaining rules tweak the management of power dots. Basically, the agent prefers to eat
a power dot. However, if there are blue ghosts on the board, then a power dot resets the
score counter to 200, so it is a bad move. Furthermore, if ghost density is low around the
agent, then most probably it will be hard to collect all of the ghosts, so it is preferable to
wait with eating the power dot.
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4.5 The Mechanism of Decision Making

The mechanism of decision making is depicted in Fig 2. In short, the (hidden) state-space
is the world of the Ms. Pac-Man and the Ghosts. The dynamics of this (hidden) state-
space determines the vector of observations, which can be checked by the conditions. If the
conditions of a rule are satisfied, the corresponding action module is switched on or off. As
a consequence, multiple actions may be in effect at once. For example, the decision depicted
in Fig. 2 sets two actions to work together.

Figure 2: Decision-making mechanism of the Ms. Pac-Man agent. At time step t,
the agent receives the actual observations and the state of her action modules. She
checks the rules of her script in order, and executes the first rule with satisfied
conditions.

Initially, each action module is in switched-off state. After a module has been switched
on, it remains so until it is either explicitly switched off or another module of the same
priority is switched on and replaces it.

4.6 Learning Rule-Based Policies by CEM

We will apply CEM for searching in the space of rule-based policies. Learning is composed of
three phases: (1) the generation of random policies drawn according to the current parameter
set, (2) evaluation of the policies, which consists of playing a game of Ms. Pac-Man to
measure the score, and (3) updating the parameter set using the CEM update rules.

4.6.1 Drawing Random Scripts from a Predefined Rule-Base

Suppose that we have a predefined rule-base containing K rules (for example, the one listed
in Appendix A). A policy has m rule slots. Each slot can be filled with any of the K rules,
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or left empty. As a result, policies could contain up to m rules, but possibly much less. Each
rule slot has a fixed priority, too, from the set {1, 2, 3}.3 The priority of a rule slot does not
change during learning. Learning can, however, push an important rule to a high-priority
slot from a low-priority one, and vice versa.

For each 1 ≤ i ≤ m, slot i was filled with a rule from the rule-base with probability pi,
and left empty with probability 1 − pi. If it was decided that a slot should be filled, then
a particular rule j (1 ≤ j ≤ K) was selected with probability qi,j , where

∑K
j=1 qi,j = 1 for

each slot i ∈ {1, . . . ,m}. As a result, policies could contain up to m rules, but possibly much
less. Both the pi values and the qi,j values are learnt simultaneously with the cross-entropy
method (Table 2), using the update rules (1) and (2), respectively. This gives a total of
m + m · K parameters to optimize (although the effective number of parameters is much
less, because the qi,j values of unused slots are irrelevant). Initial probabilities are set to
pi = 1/2 and qi,j = 1/K.

4.6.2 Drawing Random Rules without a Predefined Rule-Base

We studied situations with lessened domain knowledge; we did not use a predefined rule-
base. Script generation was kept the same, but the rule-base of K rules was generated
randomly. In this case we generated different rule-bases for each of the m rule slots; the low
ratio of meaningful rules was counteracted by increased rule variety.

A random rule is a random pair of a randomly drawn condition set and a randomly
drawn action. Random condition sets contained 2 conditions. A random action is con-
structed as follows: an action module is selected uniformly from the set of modules listed in
Table 3, and switched on or off with probability 50%. The construction of a random con-
dition starts with the uniformly random selection of a module from either Table 3 or Table
4. If the selected module is an action, then the condition will be [action]- or [action]+
with equal probability. If the selected module is an observation, then the condition will be
[observation]<[value] or [observation]>[value] with equal probability, where [value]
is selected uniformly from a five-element set. The values in this set were determined sepa-
rately for each observation module as follows: we played 100 games using a fixed policy and
recorded the histogram of values for each observation. Subsequently, the five-element set
was determined so that it would split the histogram into regions of equal area. For example,
the value set for NearestGhost was {12, 8, 6, 5, 4}.

The design of the random rule generation procedure contains arbitrary elements (e.g.
the number of conditions in a rule, the number of values an observation can be compared
to). The intuition behind this procedure was to generate rules that are sufficiently versatile,
but the ratio of “meaningless” rules (e.g. rules with unsatisfiable conditions) is not too large.
However, no optimization of any form was done at this point.

5. Description of Experiments

According to our assumptions, the effectiveness of the above described architecture is based
on three pillars: (1) the human domain knowledge provided by the modules and rules; (2)

3. According to our preliminary experiments, the quality of the learned policy did not improve by increasing
the priority set or the number of the slots.
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the effectiveness of the optimization algorithm; (3) the possibility of concurrent actions.
Below, we describe a set of experiments that were designed to test these assumptions.

5.1 The Full Architecture

In the first experiment, random rules are used. In their construction, we use all the modules
defined in sections 4.1 and 4.2. In the second experiment, rules were not generated randomly,
but were hand-coded. In this case, the role of learning is only to determine which rules should
be used.

5.1.1 Learning with Random Rule Construction

In the first experiment, the rule-base was generated randomly, as described in section 4.6.2.
The number of rule slots was fixed to m = 100 (priorities were distributed evenly), each one
containing K = 100 randomly generated rules. The values for K and m were selected by
coarse search over parameter space.

The parameters of CEM were as follows: population size N = 1000, selection ratio
ρ = 0.05, step size α = 0.6.4 These values for ρ and α are fairly standard for CEM, and
we have not tried varying them. In each step, the probabilities of using a rule slot (that
is, the values pi, but not qi,j) were slightly decreased, by using a decay rate of β = 0.98.
With larger decay rate, useful rules were also annulled too often. On the other hand, smaller
decay did not affect the performance, but many superfluous rules were left in the policies.

The score of a given policy has huge variance due to the random factors in the game.
Therefore, to obtain reliable fitness estimations, the score of each policy was averaged over
3 subsequent games. Learning lasted for 50 episodes, which was sufficient to tune each
probability close to either 0 or 1. We performed 10 parallel training runs. This experiment
type is denoted as CE-RandomRB.

5.1.2 Learning with Hand-Coded Rules

In the second experiment we constructed a rule-base of K = 42 hand-coded rules (shown in
Appendix A) that were thought to be potentially useful. These could be placed in one of
the m = 30 rule slots.5 Other parameters of the experiment were identical to the previous
one. This experiment type is denoted as CE-FixedRB.

5.2 The Effect of the Learning Algorithm

In the following experiment, we compared the performance of CEM to simple stochastic
gradient optimization. This single comparison is not sufficient to measure the efficiency
of CEM; it serves to provide a point of reference. The comparison is relevant, because
these algorithms are similar in complexity and both of them move gradually towards the
best samples that were found so far. The difference is that SG maintains a single solution

4. Note that α is the per-episode learning rate. This would correspond to a per-instance learning rate of
α′ = α/(ρ ·N) = 0.012 for an on-line learning algorithm.

5. In contrast to the previous experiment, all of the rules are meaningful and potentially useful. Therefore
there is no need for a large pool of rules, and a much lower m can be used. We found that the algorithm
is fairly insensitive to the choice of m; significant changes in performance can be observed if parameter
m is modified by a factor of 3.
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candidate at a time, whereas CEM maintains a distribution over solutions. Thus, CEM
maintains a memory over solutions and becomes less fragile to occasional wrong parameter
changes.

The particular form of stochastic gradient search was the following: the initial policy was
drawn at random (consisting of 6 rules). After that, we generated 100 random mutation of
the current solution candidate at each step, and evaluated the obtained policies. The best-
performing mutation was chosen as the next solution candidate. Mutations were generated
using the following procedure: (1) in each rule, each condition was changed to a random new
condition with probability 0.05; (2) in each rule, the action was changed to a random new
action with probability 0.05. The listed parameter values (number of rules in policy, number
of mutated policies, probabilities of mutation) were the results of coarse parameter-space
optimization.

The number of episodes was set to 500. This way, we evaluated the same number of
different policies (50,000) as in the CEM experiments. Both the random rule-base and the
fixed rule-base experiments were repeated using the stochastic gradient method, executing
10 parallel training runs. The resulting policies are denoted as SG-RandomRB and SG-
FixedRB, respectively.

5.3 The Effect of Parallel Actions

According to our assumptions, the possibility of parallel actions plays a crucial role in the
success of our architecture. To confirm this assumption, we repeated previous experiments
with concurrent actions disabled. If the agent switches on an action module, all other
action modules are switched off automatically. These experiment types are denoted as
CE-RandomRB-1action, CE-FixedRB-1action, SG-RandomRB-1action and SG-
FixedRB-1action.

5.4 Baseline Experiments

In order to isolate and assess the contribution of learning, we performed two additional
experiments with different amounts of domain knowledge and no learning. Furthermore, we
asked human subjects to play the game.

5.4.1 Random Policies

In the first non-learning experiment, we used the rule-base of 42 hand-coded rules (identical
to the rule-base of CE-FixedRB). Ten rules were selected at random, and random priorities
were assigned to them. We measured the performance of policies constructed this way.

5.4.2 Hand-Coded Policy

In the second non-learning experiment, we hand-coded both the rules and the priorities, that
is, we hand-coded the full policy. The policy is shown in Table 5, and has been constructed
by some trial-and-error. Naturally, the policy was constructed before knowing the results of
the learning experiments.
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Table 6: Ms. Pac-Man results. See text for details. Abbreviations: CE: learning with
the cross-entropy method, SG: learning with stochastic gradient, randomRB:
randomly generated rule-base, fixedRB: fixed, hand-coded rule-base, 1action:
only one action module can work at a time.

Method Avg. Score (25%/75% percentiles)

CE-randomRB 6382 (6147/6451)
CE-fixedRB 8186 (6682/9369)
SG-randomRB 4135 (3356/5233)
SG-fixedRB 5449 (4843/6090)
CE-randomRB-1action 5417 (5319/5914)
CE-fixedRB-1action 5631 (5705/5982)6

SG-randomRB-1action 2267 (1770/2694)
SG-fixedRB-1action 4415 (3835/5364)
Random policy 676 (140/940)
Hand-coded policy 7547 (6190/9045)
Human play 8064 (5700/10665)

5.4.3 Human Play

In the final experiment, five human subjects were asked to play the first level of Ms. Pac-
Man and we measured their performance. Each of the subjects has played Pac-Man and/or
similar games before, but none of them was an experienced player.

6. Experimental Results

Human experiments were performed on the first level of an open-source Pac-Man clone of
Courtillat (2001). For the other experiments we applied the Delphi re-implementation of
the code.

In all learning experiments, 10 parallel learning runs were executed, each one for 50
episodes. This training period was sufficient to tune all probabilities close to either 0 or
1, so the learned policy could be determined unambiguously in all cases. Each obtained
policy was tested by playing 50 consecutive games, giving a total of 500 test games per
experiment. In the non-learning experiments the agents played 500 test games, too, using
random policies and the hand-coded policy, respectively. Each human subject played 20
games, giving a total of 100 test games. Results are summarized in Table 6. We provide
25% and 75% percentile values instead of the variances, because the distribution of scores
is highly non-Gaussian.

6. The fact that the average is smaller than the 25% percentile is caused by a highly skewed distribution
of scores. In most games, the agent reached a score in the range 5800 ± 300, except for a few games
with extremely low score. These few games did not affect the 25% percentile but lowered the average
significantly.
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[1] if NearestGhost<3 then FromGhost+
[1] if MaxJunctionSafety>3 then FromGhost-
[2] if NearestEdGhost>99 then ToPowerDot+
[2] if NearestEdGhost<99 then ToEdGhost+
[2] if GhostDensity<1.5 and NearestPowerDot<5 then FromPowerDot+
[3] if Constant>0 then ToCenterofDots+

Figure 3: Best policy learned by CE-fixedRB. Average score over 50 games: 9480.

[1] if MaxJunctionSafety>2.5 and ToLowerGhostDensity- then FromGhost-
[1] if NearestGhost<6 and MaxJunctionSafety<1 then FromGhost+
[1] if NearestGhost>6 and FromGhostCenter- then ToEdGhost+
[2] if ToEdGhost- and CenterOfDots>20 then ToEdGhost+
[2] if ToEdGhost- and NearestEdGhost<99 then ToEdGhost+
[2] if NearestDot>1 and GhostCenterDist>0 then KeepDirection+
[3] if ToGhostFreeArea- and ToDot- then ToPowerDot+

Figure 4: Best policy learned by CE-randomRB. Average score over 50 games: 7199.
Note the presence of always-true (and thus, superfluous) conditions like
ToLowerGhostDensity-, FromGhostCenter-, ToGhostFreeArea- or ToDot-.

Fig. 3 shows the best individual policy learned by CE-fixedRB, reaching 9480 points
on average. Ghost avoidance is given highest priority, but is only turned on when a ghost
is very close. Otherwise Ms. Pac-Man concentrates on eating power dots and subsequently
eating the blue ghosts. She also takes care not to eat any power dot while there are blue
ghosts on the board, because otherwise she would miss the opportunity to eat the 1600-point
ghost (and possibly several others, too). With lowest priority setting, the agent looks for
ordinary dots, although this rule is in effect only when the previous rules can not decide on
a direction (for example, in the endgame when there are no power dots left and all ghosts
are in their original form).

Policies learnt by CE-randomRB behave similarly to the ones learnt by CE-fixedRB,
although the behavior is somewhat obscured by superfluous conditions and/or rules, as
demonstrated clearly on the example policy shown in Fig. 4. Because of the “noise” generated
by the random rules, the algorithm often fails to learn the correct priorities of various
activities.

The effect of enabling/disabling concurrent actions is also significant. It is instructive
to take a look at the best policy learned by CE-fixedRB-1action shown in Fig. 5: the
agent has to concentrate on eating ghosts, as it is the major source of reward. However, she
cannot use modules that are necessary for ghost avoidance and long-term survival.

The results also show that CEM performs significantly better than stochastic gradient
learning. We believe, however, that this difference could be lowered with a thorough search
over the parameter space. SG and many other global optimization methods like evolutionary
methods or simulated annealing could reach similar performances to CEM. According to
de Boer et al. (2004) and the applications cited in section 7.2, an advantage of CEM is
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[2] if NearestEdGhost>99 then ToPowerDot+
[2] if NearestEdGhost<99 then ToEdGhost+

Figure 5: Best policy learned by CE-fixedRB-1action. Average score over 50 games:
6041.

that it maintains a distribution of solutions and can reach robust performance with very
little effort, requiring little or no tuning of the parameters: there is a canonical set of
parameters (0.01 ≤ ρ ≤ 0.1, 0.5 ≤ α ≤ 0.8, population as large as possible) for which
the performance of the method is robust. This claim coincides with our experiences in the
parameter-optimization process.

Finally, it is interesting to analyze the differences between the tactics of human and
computer players. One fundamental tactic of human players is that they try to lure the
ghosts close to Ms. Pac-Man such that all ghosts are very close to each other. This way,
all of them can be eaten fast when they turn blue. No such behavior evolved in any of our
experiments. Besides, there are other tactics that CEM has no chance to discover, because
it is lacking the appropriate sensors. For example, a human player can (and does) calculate
the time remaining from the blue period, the approximate future position of ghosts, and so
on.

7. Related Literature

In this section, we review literature on learning the Pac-Man game, and on various com-
ponents of our learning architecture: the cross-entropy method, rule-based policies, and
concurrent actions.

7.1 Previous Work on (Ms.) Pac-Man

Variants of Pac-Man have been used previously in several studies. A direct comparison of
performances is possible only in a few cases, however, because simplified versions of the
game are used in most of the other studies.

Koza (1992) uses Ms. Pac-Man as an example application for genetic programming. It
uses different score value for the fruit (worth 2000 points instead of the 100 points used
here), and the shape of the board (and consequently, the number of dots) is also different,
therefore scores cannot be directly compared. However, Koza reports (on p. 355) that “The
Pac Man could have scored an additional 9000 points if he had captured all four monsters
on each of the four occasions when they turned blue”. This score, the only one reported,
translates to approximately 5000 points in our scoring system.

Lucas (2005) also uses the full-scale Ms. Pac-Man game as a test problem. He trains
a neural network position evaluator with hand-crafted input features. For the purposes of
training, he uses an evolutionary strategy approach. The obtained controller was able to
reach 4781± 116 points, averaged over 100 games.

Bonet and Stauer (1999) restrict observations to a 10× 10 window centered at Ms. Pac-
Man, and uses a neural network and temporal-difference learning to learn a reactive con-
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troller. Through a series of increasingly difficult learning tasks, they were able to teach basic
pellet-collecting and ghost-avoidance behaviors in greatly simplified versions of the game:
they used simple mazes containing no power dots and only one ghost.

Gallagher and Ryan (2003) defines the behavior of the agent as a parameterized finite
state automata. The parameters are learnt by population-based incremental learning, an
evolutionary method similar to CEM. They run a simplified version of Pac-Man; they had a
single ghost and had no power dots, which takes away most of the complexity of the game.

Tiong (2002) codes rule-based policies for Pac-Man by hand, but uses no learning to
improve them. His tests, similarly to ours, are based on the Pac-Man implementation of
Courtillat (2001), but he limits the number of ghosts to 1. The best-performing rule set
reaches 2164 points on average out of the maximal 2700. However, the results are not likely
to scale up well with increasing the number of ghosts: the ghost is eaten only 1.4 times on
average (out of the possible 4 times per game).7

7.2 The Cross-Entropy Method

The cross-entropy method of Rubinstein (1999) is a general algorithm for global optimization
tasks, bearing close resemblance to estimation-of-distribution evolutionary methods (see e.g.
the paper of Muehlenbein, 1998). The areas of successful application range from combinato-
rial optimization problems like the optimal buffer allocation problem (Allon, Kroese, Raviv,
& Rubinstein, 2005), DNA sequence alignment (Keith & Kroese, 2002) to independent pro-
cess analysis (Szabó, Poczos, & Lorincz, 2006).

The cross-entropy method has several successful reinforcement learning applications, too:
Dambreville (2006) uses CEM for learning an input-output hierarchical HMM that controls
a predator agent in a partially observable grid world; Menache, Mannor, and Shimkin (2005)
use radial basis function approximation of the value function in a continuous maze naviga-
tion task, and use CEM to adapt the parameters of the basis functions; and finally, Mannor,
Rubinstein, and Gat (2003) apply CEM to policy search in a simple grid world maze nav-
igation problem. Recently, the cross-entropy method has also been applied successfully to
the game Tetris by Szita and Lorincz (2006).

7.3 Rule-Based Policies

The representation of policies as rule sequences is a widespread technique for complex prob-
lems like computer games. As an example, many of the Pac-Man-related papers listed above
use rule-based representation.

Learning classifier systems (Holland, 1986) are genetic-algorithm based methods to
evolve suitable rules for a given task. Bull (2004) gives an excellent general overview and
pointers to further references. The Hayek machine of Baum (1996) is a similar architecture,
where agents (corresponding to simple rules) define an economical system: they make bids
for executing tasks in the hope that they can obtain rewards. Schaul (2005) applies this
architecture for the Sokoban game.

Dynamic scripting (Spronck et al., 2006) is another prominent example of using and
learning rule-based policies. It uses a hand-coded rule-base and a reinforcement-learning-

7. Results are cited from section 3.6.
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like principle to determine the rules that should be included in a policy. Dynamic scripting
has successful applications in state-of-the-art computer games like the role-playing game
Neverwinter Nights (Spronck et al., 2006) and the real-time strategy game Wargus (Ponsen
& Spronck, 2004).

7.4 Concurrent Actions

In traditional formalizations of RL tasks, the agent can select and execute a single action at
a time. The only work known to us that handles concurrent actions explicitly is that of Ro-
hanimanesh and Mahadevan (2001). They formalize RL tasks with concurrent actions in the
framework of semi-Markov decision processes and present simple grid world demonstrations.

8. Summary and Closing Remarks

In this article we have proposed a method that learns to play Ms. Pac-Man. We have defined
a set of high-level observation and action modules with the following properties: (i) actions
are temporally extended, (ii) actions are not exclusive, but may work concurrently. Our
method can uncover action combinations together with their priorities. Thus, our agent can
pursue multiple goals in parallel.

The decision of the agent concerns whether an action module should be turned on (if
it is off) or off (if it is on). Furthermore, decisions depend on the current observations and
may depend on the state of action modules. The policy of the agent is represented as a
list of if-then rules with priorities. Such policies are easy to interpret and analyze. It is
also easy to incorporate additional human knowledge. The cross-entropy method is used for
learning policies that play well. Learning is biased towards low-complexity policies, which
is a consequence of both the policy representation and the applied cross entropy learning
method. For CEM, higher complexity solutions are harder to discover and special means
should be used to counteract premature convergence. For solutions of higher complexities,
noise injection has been suggested in our previous work (Szita & Lorincz, 2006). Learned
low complexity policies reached better score than a hand-coded policy or the average human
players.

The applied architecture has the potentials to handle large, structured observation- and
action-spaces, partial observability, temporally extended and concurrent actions. Despite
its versatility, policy search can be effective, because it is biased towards low-complexity
policies. These properties are attractive from the point of view of large-scale applications.

8.1 The Role of Domain Knowledge

When demonstrating the abilities of an RL algorithm, it is desirable that learning starts from
scratch, so that the contribution of learning is clearly measurable. However, the choices of
test problems are often misleading: many ‘abstract’ domains contain considerable amount
of domain knowledge implicitly. As an example, consider grid world navigation tasks, an
often used class of problems for tabula rasa learning.

In a simple version of the grid world navigation task, the state is an integer that uniquely
identifies the position of the agent, and the atomic actions are moves to grid cells north/-
south/east/west from the actual cell. More importantly, the unique identification of the
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position means that the moves of the agent do not change the direction of the agent and
the task is in laboratory coordinate framework, sometimes called allocentric coordinates,
and not in egocentric coordinates. The concepts of north, south, etc. correspond to very
high-level abstraction, they have a meaning to humans only, so they must be considered as
part of the domain knowledge. The domain knowledge provided by us is similar to the grid
world in the sense that we also provide high-level observations in allocentric form, such as
‘distance of nearest ghost is d’ or ‘Ms. Pac-Man is at position (11, 2)’. Similarly, action ‘go
north’ and action ‘go towards the nearest power dot’ are essentially of the same level.

The implicit presence of high-level concepts becomes even more apparent as we move
from abstract MDPs to the ‘real world’. Consider a robotic implementation of the maze
task: the full state information, i.e. its own state as well as the state of the environment is
not available for the robot. It sees only local features and it may not see all local features at
a time. To obtain the exact position, or to move one unit’s length in the prescribed direction,
the robot has to integrate information from movement sensors, optical/radar sensors etc.
Such information fusion, although necessary, is not a topic of reinforcement learning. Thus,
in this task, there is a great amount of domain knowledge that needs to be provided before
our CE based policy search method could be applied.

In our opinion, the role of human knowledge is that it selects the set of observations
and actions that suit the learning algorithm. Such extra knowledge is typically necessary
for most applications. Nonetheless, numerous (more-or-less successful) approaches exist
for obtaining such domain knowledge automatically. According to one approach, the set
of observations is chosen from a rich (and redundant) set of observations by some feature
selection method. The cross-entropy method seems promising here, too (see the paper of
?, for an application to feature selection from brain fMRI data at the 2006 Pittsburgh
Brain Activity Interpretation Competition). According to a different approach, successful
combinations of lower level rules can be joined into higher level concepts/rules. Machine
learning has powerful tools here, e.g. arithmetic coding for data compression (?). It is applied
in many areas, including the writing tool Dasher developed by ? (?). Such extensions are to
be included into the framework of reinforcement learning.

8.2 Low-Complexity Policies

The space of legal policies is huge (potentially infinite), so it is an interesting question how
search can be effective in such huge space. Direct search is formidable. We think that an
implicit bias towards low-complexity policies can be useful and this is what we studied here.
By low-complexity policy, we mean the following: The policy may consist of very many
rules, but in most cases, only a few of them are applied concurrently. Unused rules do not
get rewarded nor do they get punished unless they limit a useful rule, so the effective length
of policies is biased towards short policies. This implicit bias is strengthened by an explicit
one in our work: in the absence of explicit reinforcement, the probability of applying a rule
decays, so indifferent rules get wiped out quickly. It seems promising to use frequent low
complexity rule combinations as building blocks in a continued search for more powerful but
still low-complexity policies.

The bias towards short policies reduces the effective search space considerably. More-
over, for many real-life problems, low-complexity solutions exist (for an excellent analysis of

680



Learning to play Ms. Pac-Man

possible reasons, see the paper of ?). Therefore, search is concentrated on a relevant part of
the policy space, and pays less attention to more complex policies (which are therefore less
likely according to Occam’s razor arguments.)
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Appendix A. The Hand-Coded Rule-Base

Below is a list of rules of the hand-coded rule-base used in the experiments.

1 if Constant>0 then ToDot+
2 if Constant>0 then ToCenterofDots+
3 if NearestGhost<4 then FromGhost+
4 if NearestGhost<3 then FromGhost+
5 if NearestGhost<5 then FromGhost+
6 if NearestGhost>5 then FromGhost-
7 if NearestGhost>6 then FromGhost-
8 if NearestGhost>7 then FromGhost-
9 if Constant>0 then ToSafeJunction+

10 if MaxJunctionSafety<3 then ToSafeJunction+
11 if MaxJunctionSafety<1 then ToSafeJunction+
12 if MaxJunctionSafety>3 then ToSafeJunction-
13 if MaxJunctionSafety>3 then FromGhost-
14 if MaxJunctionSafety>5 then ToSafeJunction-
15 if MaxJunctionSafety>5 then FromGhost-
16 if Constant>0 then KeepDirection+
17 if Constant>0 then ToEdGhost+
18 if NearestGhost<4 then ToPowerDot+
19 if NearestEdGhost<99 then ToPowerDot-
20 if NearestEdGhost<99 and NearestPowerDot<5 then FromPowerDot+
21 if NearestEdGhost<99 then FromPowerDot+
22 if NearestEdGhost>99 then FromPowerDot-
23 if NearestEdGhost>99 then ToPowerDot+
24 if GhostDensity>1 then ToLowerGhostDensity+
25 if GhostDensity<0.5 then ToLowerGhostDensity-
26 if NearestPowerDot<2 and NearestGhost<5 then ToPowerDot+
27 if NearestGhost>7 and MaxJunctionSafety>4 then FromGhost-
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28 if GhostDensity<1.5 and NearestPowerDot<5 then FromPowerDot+
29 if NearestPowerDot>10 then FromPowerDot-
30 if TotalDistToGhosts>30 then FromPowerDot+
31 if MaxJunctionSafety<3 then FromGhost+
32 if MaxJunctionSafety<2 then FromGhost+
33 if MaxJunctionSafety<1 then FromGhost+
34 if MaxJunctionSafety<0 then FromGhost+
35 if Constant>0 then FromGhostCenter+
36 if NearestGhost<4 then FromGhost+
37 if NearestGhost>7 and MaxJunctionSafety>4 then FromGhost-
38 if NearestEdGhost>99 then ToEdGhost-
39 if NearestEdGhost<99 then ToEdGhost+
40 if FromPowerDot- then ToPowerDot+
41 if GhostDensity<1.5 and NearestPowerDot<5 then FromPowerDot+
42 if NearestPowerDot>10 then FromPowerDot-
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