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Introduction
In these notes, we present some fundamental results concerning 
ag varieties and theirSchubert varieties. By a 
ag variety, we mean a complex projective algebraic variety X,homogeneous under a complex linear algebraic group. The orbits of a Borel subgroup forma strati�cation of X into Schubert cells. These are isomorphic to a�ne spaces; their closuresin X are the Schubert varieties, generally singular.

The classes of the Schubert varieties form an additive basis of the cohomology ringH�(X), and one easily shows that the structure constants of H�(X) in this basis are allnon-negative. Our main goal is to prove a related, but more hidden, statement in theGrothendieck ring K(X) of coherent sheaves on X. This ring admits an additive basisformed of structure sheaves of Schubert varieties, and the corresponding structure constantsturn out to have alternating signs.
These structure constants admit combinatorial expressions in the case of Grassmanni-ans: those of H�(X) (the Littlewood-Richardson coe�cients) have been known for manyyears, whereas those of K(X) were only recently determined by Buch [10]. This displayedtheir alternation of signs, and Buch conjectured that this property extends to all 
ag va-rieties. In this setting, the structure constants of the cohomology ring (a fortiori, those ofthe Grothendieck ring) are yet combinatorially elusive, and Buch's conjecture was provedin [6] by purely algebro-geometric methods.
Here we have endeavoured to give a self-contained exposition of this proof. The mainingredients are geometric properties of Schubert varieties (e.g., their normality), and van-ishing theorems for cohomology of line bundles on these varieties (these are deduced fromthe Kawamata-Viehweg theorem, a powerful generalization of the Kodaira vanishing theo-rem in complex geometry). Of importance are also the intersections of Schubert varietieswith opposite Schubert varieties. These \Richardson varieties" are systematically used inthese notes to provide geometric explanations for many formulae in the cohomology orGrothendieck ring of 
ag varieties.
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The prerequisites are familiarity with algebraic geometry (for example, the contents ofthe �rst three chapters of Hartshorne's book [30]) and with some algebraic topology (e.g.,the book [26] by Greenberg and Harper). But no knowledge of algebraic groups is required.In fact, we have presented the notations and results in the case of the general linear groupso that they may be extended readily to arbitrary connected, reductive algebraic groups byreaders familiar with their structure theory.
Thereby, we do not allow ourselves to use the rich algebraic and combinatorial toolswhich make Grassmannians and varieties of complete 
ags so special among all 
ag varieties.For these developments of Schubert calculus and its generalizations, the reader may consultthe seminal article [43], the books [21], [23], [49], and the notes of Buch [11] and Tamvakis[68] in this volume. On the other hand, the notes of Duan in this volume [18] provide anintroduction to the di�erential topology of 
ag varieties, regarded as homogeneous spacesunder compact Lie groups, with applications to Schubert calculus.
The present text is organized as follows. The �rst section discusses Schubert cells andvarieties, their classes in the cohomology ring, and the Picard group of 
ag varieties. In thesecond section, we obtain restrictions on the singularities of Schubert varieties, and alsovanishing theorems for the higher cohomology groups of line bundles on these varieties.The third section is devoted to a degeneration of the diagonal of a 
ag variety into unionsof products of Schubert varieties, with applications to the Grothendieck group. In thefourth section, we obtain several \positivity" results in this group, including a solution ofBuch's conjecture. Each section begins with a brief overview of its contents, and ends withbibliographical notes and open problems.
These notes grew out of courses at the Institut Fourier (Grenoble) in the spring of2003, and at the mini-school \Schubert Varieties" (Banach Center, Warsaw) in May 2003.I am grateful to the organizers of this school, Piotr Pragacz and Andrzej Weber, for theirinvitation and encouragements. I also thank the auditors of both courses, especially DimaTimashev, for their attention and comments.

Conventions.Throughout these notes, we consider algebraic varieties over the �eld C of complex num-bers. We follow the notation and terminology of [30]; in particular, varieties are assumedto be irreducible. Unless otherwise stated, subvarieties are assumed to be closed.
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1 Grassmannians and 
ag varieties
We begin this section by reviewing the de�nitions and fundamental properties of Schubertvarieties in Grassmannians and varieties of complete 
ags. Then we introduce the Schubertclasses in the cohomology ring of 
ag varieties, and we study their multiplicative properties.Finally, we describe the Picard group of 
ag varieties, �rst in terms of Schubert divisors,and then in terms of homogeneous line bundles; we also sketch the relation of the latter torepresentation theory.
1.1 Grassmannians
The Grassmannian Gr(d; n) is the set of d-dimensional linear subspaces of Cn. Given sucha subspace E and a basis (v1; : : : ; vd) of E, the exterior product v1 ^ � � � ^ vd 2 VdCn onlydepends on E up to a non-zero scalar multiple. In other words, the point

�(E) := [v1 ^ � � � ^ vd]
of the projective space P(VdCn) only depends on E. Further, �(E) uniquely determines E,so that the map � identi�es Gr(d; n) with the image in P(VdCn) of the cone of decomposabled-vectors in VdCn. It follows that Gr(d; n) is a subvariety of the projective space P(VdCn);the map

� : Gr(d; n)! P( d̂ Cn)
is the Pl�ucker embedding.The general linear group G := GLn(C)
acts on the variety X := Gr(d; n)
via its natural action on Cn. Clearly, X is a unique G-orbit, and the Pl�ucker embeddingis equivariant with respect to the action of G on P(VdCn) arising from its linear actionon VdCn. Let (e1; : : : ; en) denote the standard basis of Cn, then the isotropy group of thesubspace he1; : : : ; edi is

P :=

8>>>>>>>><
>>>>>>>>:

0
BBBBBBBB@

a1;1 : : : a1;d a1;d+1 : : : a1;n... . . . ... ... . . . ...ad;1 : : : ad;d ad;d+1 : : : ad;n0 : : : 0 ad+1;d+1 : : : ad+1;n... . . . ... ... . . . ...0 : : : 0 an;d+1 : : : an;n

1
CCCCCCCCA

9>>>>>>>>=
>>>>>>>>;
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(this is a maximal parabolic subgroup of G). Thus, X is the homogeneous space G=P . Asa consequence, the algebraic variety X is nonsingular, of dimension dim(G) � dim(P ) =d(n� d).For any multi-index I := (i1; : : : ; id), where 1 � i1 < : : : < id � n, we denote by EIthe corresponding coordinate subspace of Cn, i.e., EI = hei1 ; : : : ; eidi 2 X. In particular,E1;2;:::;d is the standard coordinate subspace he1; : : : ; edi. We may now state the followingresult, whose proof is straightforward.
1.1.1 Proposition. (i) The EI are precisely the T -�xed points in X, where

T :=
8>>><
>>>:

0
BBB@
a1;1 0 : : : 00 a2;2 : : : 0... ... . . . ...0 0 : : : an;n

1
CCCA

9>>>=
>>>;
� GLn(C)

is the subgroup of diagonal matrices (this is a maximal torus of G).(ii) X is the disjoint union of the orbits BEI , where

B :=
8>>><
>>>:

0
BBB@
a1;1 a1;2 : : : a1;n0 a2;2 : : : a2;n... ... . . . ...0 0 : : : an;n

1
CCCA

9>>>=
>>>;
� GLn(C)

is the subgroup of upper triangular matrices (this is a Borel subgroup of G).
1.1.2 De�nition. The Schubert cells in the Grassmannian are the orbits CI := BEI , i.e.,the B-orbits in X. The closure in X of the Schubert cell CI (for the Zariski topology) iscalled the Schubert variety XI := CI .

Note that B is the semi-direct product of T with the normal subgroup

U :=
8>>><
>>>:

0
BBB@
1 a1;2 : : : a1;n0 1 : : : a2;n... ... . . . ...0 0 : : : 1

1
CCCA

9>>>=
>>>;

(this is a maximal unipotent subgroup of G). Thus, we also have CI = UEI : the Schubertcells are just the U -orbits in X.Also, the isotropy group UEI is the subgroup of U where aij = 0 whenever i =2 I andj 2 I. Let U I be the \complementary" subset of U , de�ned by aij = 0 if i 2 I or j =2 I.Then one checks that U I is a subgroup of U , and the map U I ! X, g 7! gEI is a locally
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closed embedding with image CI . It follows that CI is a locally closed subvariety of X,isomorphic to the a�ne space CjIj, where jIj := Pdj=1(ij � j). Thus, its closure XI is aprojective variety of dimension jIj.Next we present a geometric characterization of Schubert cells and varieties (see e.g.[21] 9.4).
1.1.3 Proposition. (i) CI is the set of d-dimensional subspaces E � Cn such that

dim(E \ he1; : : : ; eji) = # fk j 1 � k � d; ik < jg ; for j = 1; : : : ; n:
(ii) XI is the set of d-dimensional subspaces E � Cn such that

dim(E \ he1; : : : ; eji) � # fk j 1 � k � d; ik < jg ; for j = 1; : : : ; n:
Thus, we have

XI = [J�I CJ ;
where J � I if and only if jk � ik for all k.
1.1.4 Examples. 1) For d = 1, the Grassmannian is just the projective space Pn�1, andthe Schubert varieties form a 
ag of linear subspaces X1 � � � � � Xn, where Xj �= Pj�1.
2) For d = 2 and n = 4 one gets the following poset of Schubert varieties:

X

point E12

34
24

2314

12
13

Further, the Schubert variety X24 is singular. Indeed, one checks that X � P(V2C4) = P5is de�ned by one quadratic equation (the Pl�ucker relation). Further, X24 is the intersectionof X with its tangent space at the point E12. Thus, X24 is a quadratic cone with vertexE12, its unique singular point.
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3) For arbitrary d and n, the Schubert variety X1;2;:::;d is just the point E1;2;:::;d, whereasXn�d+1;n�d+2;:::;n is the whole Grassmannian. On the other hand, Xn�d;n�d+2;:::;n consistsof those d-dimensional subspaces E that meet he1; : : : ; en�di: it is the intersection of Xwith the hyperplane of P(VdCn) where the coordinate on en�d+1 ^ � � � ^ en vanishes.Since X is the disjoint union of the open Schubert cell Cn�d+1;n�d+2;:::;n �= Cd(n�d)with the irreducible divisor D := Xn�d;n�d+2;:::;n, any divisor in X is linearly equivalentto a unique integer multiple of D. Equivalently, any line bundle on X is isomorphic to aunique tensor power of the line bundle L := OX(D), the pull-back of O(1) via the Pl�uckerembedding. Thus, the Picard group Pic(X) is freely generated by the class of the very ampleline bundle L.
We may re-index Schubert varieties in two ways:1. By partitions: with any multi-index I = (i1; : : : ; id) we associate the partition � =(�1; : : : ; �d), where �j := ij � j for j = 1; : : : ; d. We then write X� instead of XI .This yields a bijection between the set of multi-indices I = (i1; : : : ; id) such that 1 �i1 < : : : < id � n, and the set of tuples of integers � = (�1; : : : ; �d) satisfying 0 � �1 �: : : � �d � n� d. This is the set of partitions with � d parts of size � n� d.The area of the partition � is the number j�j :=Pdj=1 �j = jIj. With this indexing, thedimension of X� is the area of �; further, X� � X� if and only if � � �, that is, �j � �jfor all j.Alternatively, one may associate with any multi-index I = (i1; : : : ; id) the dual partition(n � id; n � 1 � id�1; : : : ; n � d + 1 � i1). This is still a partition with � d parts of size� n � d, but now its area is the codimension of the corresponding Schubert variety. Thisindexing is used in the notes of Buch [11] and Tamvakis [68].2. By permutations: with a multi-index I = (i1; : : : ; id) we associate the permutation w ofthe set f1; 2; : : : ; ng, de�ned as follows: w(k) = ik for k = 1; : : : ; d, whereas w(d+ k) is thek-th element of the ordered set f1; : : : ; ng n I for k = 1; : : : ; n� d. This sets up a bijectionbetween the multi-indices and the permutations w such that w(1) < w(2) < � � � < w(d) andw(d + 1) < � � � < w(n). These permutations form a system of representatives of the cosetspace Sn=(Sd � Sn�d), where Sn denotes the permutation group of the set f1; 2; : : : ; ng,and Sd�Sn�d is its subgroup stabilizing the subset f1; 2; : : : ; dg (and fd+1; d+2; : : : ; ng).Thus, we may parametrize the T -�xed points of X, and hence the Schubert varieties, bythe map Sn=(Sd � Sn�d)! X, w(Sd � Sn�d) 7! Ew(1);:::;w(d). This parametrization will begeneralized to all 
ag varieties in the next subsection.

1.2 Flag varieties
Given a sequence (d1; : : : ; dm) of positive integers with sum n, a 
ag of type (d1; : : : ; dm)in Cn is an increasing sequence of linear subspaces

0 = V0 � V1 � V2 � : : : � Vm = Cn
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such that dim(Vj=Vj�1) = dj for j = 1; : : : ;m. The coordinate 
ags are those consisting ofcoordinate subspaces.Let X(d1; : : : ; dm) denote the set of 
ags of type (d1; : : : ; dm). For example, X(d; n�d)is just the Grassmannian Gr(d; n). More generally, X(d1; : : : ; dm) is a subvariety of theproduct of the Grassmannians Gr(di; n), called the partial 
ag variety of type (d1; : : : ; dm).The group G = GLn(C) acts transitively on X(d1; : : : ; dm). Let P = P (d1; : : : ; dm) bethe isotropy group of the standard 
ag (consisting of the standard coordinate subspaces).Then P (d1; : : : ; dm) consists of the block upper triangular invertible matrices with diagonalblocks of sizes d1; : : : ; dm. In particular, P (d1; : : : ; dm) contains B; in fact, all subgroups ofG containing B occur in this way. (These subgroups are the standard parabolic subgroupsof G). Since X �= G=P , it follows that X is nonsingular of dimension P1�i<j�m didj .In particular, we have the variety X := X(1; : : : ; 1) of complete 
ags, also called thefull 
ag variety; it is the homogeneous space G=B, of dimension n(n � 1)=2. By sendingany complete 
ag to the corresponding partial 
ag of a given type (d1; : : : ; dm), we obtaina morphism f : X = G=B ! G=P (d1; : : : ; dm) = X(d1; : : : ; dm):
Clearly, f is G-equivariant with �ber P=B at the base point B=B (the standard complete
ag). Thus, f is a �bration with �ber being the product of varieties of complete 
agsin Cd1 , : : :, Cdm . This allows us to reduce many questions regarding 
ag varieties to thecase of the variety of complete 
ags; see Example 1.2.3 below for details on this reduction.Therefore, we will mostly concentrate on the full 
ag variety.We now introduce Schubert cells and varieties in G=B. Observe that the completecoordinate 
ags correspond to the permutations of the set f1; : : : ; ng, by assigning to the
ag 0 � hei1i � � � � � hei1 ; ei2 ; : : : ; eiki � � � �
the permutation w such that w(k) = ik for all k. We regard the permutation group Snas a subgroup of GLn(C) via its natural action on the standard basis (e1; : : : ; en). Thenthe (complete) coordinate 
ags are exactly the Fw := wF , where F denotes the standardcomplete 
ag. Further, Sn may be identi�ed with the quotient W := NG(T )=T , whereNG(T ) denotes the normalizer of T in G. (In other words, Sn is the Weyl group of G withrespect to T ).We may now formulate an analogue of Proposition 1.1.1 (see e.g. [21] 10.2 for a proof).
1.2.1 Proposition. (i) The �xed points of T in X are the coordinate 
ags Fw, w 2W .(ii) X is the disjoint union of the orbits Cw := BFw = UFw, where w 2W .(iii) Let Xw := Cw (closure in the Zariski topology of X), then

Xw = [
v2W; v�wCv;
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where v � w if and only if we have (v(1); : : : ; v(d))r.t.i.v. � (w(1); : : : ; w(d))r.t.i.v. ford = 1; : : : ; n� 1 (here r.t.i.v. stands for \reordered to increasing values").
1.2.2 De�nition. Cw := BFw is a Schubert cell, and Xw := Cw is the correspondingSchubert variety. The partial ordering � on W is the Bruhat order.

By the preceding proposition, we have Xv � Xw if and only if this holds for the imagesof Xv and Xw in Gr(d; n), where d = 1; : : : ; n � 1. Together with Proposition 1.1.3, thisyields a geometric characterization of the Bruhat order on Schubert varieties. Also, notethat the T -�xed points in Xw are the coordinate 
ags Fv, where v 2W and v � w.We now describe the Schubert cells UFw. Note that the isotropy group
UFw = U \ wUw�1 =: Uw

is de�ned by ai;j = 0 whenever i < j and w�1(i) < w�1(j). Let Uw be the \complementary"subset of U , de�ned by aij = 0 whenever i < j and w�1(i) > w�1(j). Then Uw =U \ wU�w�1 is a subgroup, and one checks that the product map Uw � Uw ! U is anisomorphism of varieties. Hence the map Uw ! Cw, g 7! gFw is an isomorphism as well.It follows that each Cw is an a�ne space of dimension
#f(i; j) j 1 � i < j � n; w�1(i) > w�1(j)g = #f(i; j) j 1 � i < j � n; w(i) > w(j)g:

The latter set consists of the inversions of the permutation w; its cardinality is the lengthof w, denoted by `(w). Thus, Cw �= C`(w).More generally, we may de�ne Schubert cells and varieties in any partial 
ag varietyX(d1; : : : ; dm) = G=P , where P = P (d1; : : : ; Pm); these are parametrized by the coset spaceSn=(Sd1 � � � � � Sdm) =:W=WP .Speci�cally, each right coset mod WP contains a unique permutation w such that wehave w(1) < � � � < w(d1), w(d1+1) < � � � < w(d1+ d2), : : :, w(d1+ � � �+ dm�1+1) < � � � <w(d1 + � � � + dm) = w(n). Equivalently, w � wv for all v 2 WP . This de�nes the set WP
of minimal representatives of W=WP .Now the Schubert cells in G=P are the orbits CwP := BwP=P = UwP=P � G=P(w 2 WP ), and the Schubert varieties XwP are their closures. One checks that the mapf : G=B ! G=P restricts to an isomorphism Cw = BwB=B �= BwP=P = CwP , and henceto a birational morphism Xw ! XwP for any w 2WP .
1.2.3 Examples. 1) The Bruhat order on S2 is just

(21)
(12)
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The picture of the Bruhat order on S3 is
(321)

(312)(231)
(132)(213)

(123)

2) Let wo := (n; n � 1; : : : ; 1), the order-reversing permutation. Then X = Xwo , i.e.,wo is the unique maximal element of the Bruhat order on W . Note that w2o = id, and`(wow) = `(wo)� `(w) for any w 2W .
3) The permutations of length 1 are exactly the elementary transpositions s1; : : : ; sn�1,where each si exchanges the indices i and i+1 and �xes all other indices. The correspondingSchubert varieties are the Schubert curves Xs1 ; : : : ; Xsn�1 . In fact, Xsi may be identi�edwith the set of i-dimensional subspaces E � Cn such that

he1; : : : ; ei�1i � E � he1; : : : ; ei+1i:
Thus, Xsi is the projectivization of the quotient space he1; : : : ; ei+1i=he1; : : : ; ei�1i, so thatXsi �= P1.
4) Likewise, the Schubert varieties of codimension 1 are Xwos1 ; : : : ; Xwosn�1 , also called theSchubert divisors.
5) Apart from the Grassmannians, the simplest partial 
ag variety is the incidence varietyI = In consisting of the pairs (V1; Vn�1), where V1 � Cn is a line, and Vn�1 � Cn is ahyperplane containing V1. Denote by Pn�1 = P(Cn) (resp. �Pn�1 = P((Cn)�)) the projectivespace of lines (resp. hyperplanes) in Cn, then I � Pn�1 � �Pn�1 is de�ned by the bi-homogeneous equation x1y1 + � � �+ xnyn = 0;
where x1; : : : ; xn are the standard coordinates on Cn, and y1; : : : ; yn are the dual coordinateson (Cn)�.One checks that the Schubert varieties in I are the

Ii;j := f(V1; Vn�1) 2 I j V1 � E1;:::;i and E1;:::;j�1 � Vn�1g;
where 1 � i; j � n and i 6= j. Thus, Ii;j � I is de�ned by the equations

xi+1 = � � � = xn = y1 = � � � = yj�1 = 0:
9



It follows that Ii;j is singular for 1 < j < i < n with singular locus Ij�1;i+1, and isnonsingular otherwise.
6) For any partial 
ag variety G=P and any w 2 WP , the pull-back of the Schubertvariety XwP under f : G=B ! G=P is easily seen to be the Schubert variety Xww0;P ,where w0;P denotes the maximal element of WP . Speci�cally, if P = P (d1; : : : ; dm) so thatWP = Sd1 �� � ��Sdm , then w0;P = (w0;d1 ; : : : ; w0;dm) with obvious notation. The productsww0;P , where w 2WP , are the maximal representatives of the cosets modulo WP . Thus, frestricts to a locally trivial �bration Xww0;P ! XwP with �ber P=B.In particular, the preceding example yields many singular Schubert varieties in thevariety of complete 
ags, by pull-back from the incidence variety.
1.2.4 De�nition. The opposite Schubert cell (resp. variety) associated with w 2 W isCw := woCwow (resp. Xw := woXwow).

Observe that Cw = B�Fw, where

B� :=
8>>><
>>>:

0
BBB@
a1;1 0 : : : 0a2;1 a2;2 : : : 0... ... . . . ...an;1 an;2 : : : an;n

1
CCCA

9>>>=
>>>;

= woBwo

(this is the opposite Borel subgroup to B containing the maximal torus T ). Also, Xw hascodimension `(w) in X.For example, C id �= U� via the map U� ! X, g 7! gF , where U� := woUwo. Further,this map is an open immersion. Since X = G=B, this is equivalent to the fact that theproduct map U��B ! G is an open immersion (which, of course, may be checked directly).It follows that the quotient q : G! G=B, g 7! gB, is a trivial �bration over C id; thus, byG-equivariance, q is locally trivial for the Zariski topology. This also holds for any partial
ag variety G=P with the same proof. Likewise, the map f : G=B ! G=P is a locallytrivial �bration with �ber P=B.
1.3 Schubert classes
This subsection is devoted to the cohomology ring of the full 
ag variety. We begin byrecalling some basic facts on the homology and cohomology of algebraic varieties, referringfor details to [21] Appendix B or [23] Appendix A. We will consider (co)homology groupswith integer coe�cients.Let X be a projective nonsingular algebraic variety of dimension n. Then X (viewed asa compact di�erentiable manifold of dimension 2n) admits a canonical orientation, hencea canonical generator of the homology group H2n(X) : the fundamental class [X]. ByPoincar�e duality, the map Hj(X)! H2n�j(X), � 7! � \ [X] is an isomorphism for all j.
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Likewise, any nonsingular subvariety Y � X of dimension p has a fundamental class inH2p(Y ). Using Poincar�e duality, the image of this class in H2p(X) yields the fundamentalclass [Y ] 2 H2c(X), where c = n � p is the codimension of Y . In particular, we obtainthe fundamental class of a point [x], which is independent of x and generates the groupH2n(X). More generally, one de�nes the fundamental class [Y ] 2 H2c(X) for any (possiblysingular) subvariety Y of codimension c.Given �, � in the cohomology ring H�(X), let h�; �i denote the coe�cient of thc class[x] in the cup product � [ �. Then h; i is a bilinear form on H�(X) called the Poincar�eduality pairing. It is non-degenerate over the rationals, resp. over the integers in the casewhere the group H�(X) is torsion-free.For any two subvarieties Y , Z of X, each irreducible component C of Y \ Z satis�esdim(C) � dim(Y ) + dim(Z), i.e., codim(C) � codim(Y ) + codim(Z). We say that Y andZ meet properly in X, if codim(C) = codim(Y ) + codim(Z) for each C. Then we have inH�(X):
[Y ] [ [Z] =XC mC [C];

where the sum is over all irreducible components of Y \ Z, and mC is the intersectionmultiplicity of Y and Z along C, a positive integer. Further, mC = 1 if and only if Y andZ meet transversally along C, i.e., there exists a point x 2 C such that: x is a nonsingularpoint of Y and Z, and the tangent spaces at x satisfy TxY + TxZ = TxX. Then x is anonsingular point of C, and TxC = TxY \ TxZ.In particular, if Y and Z are subvarieties such that dim(Y )+dim(Z) = dim(X), then Ymeets Z properly if and only if their intersection is �nite. In this case, we have h[Y ]; [Z]i =Px2Y \Z mx, where mx denotes the intersection multiplicity of Y and Z at x. In the caseof transversal intersection, this simpli�es to h[Y ]; [Z]i = #(Y \ Z).Returning to the case where X is a 
ag variety, we have the cohomology classes ofthe Schubert subvarieties, called the Schubert classes. Since X is the disjoint union of theSchubert cells, the Schubert classes form an additive basis of H�(X); in particular, thisgroup is torsion-free.To study the cup product of Schubert classes, we will need a version of Kleiman'stransversality theorem, see [35] or [30] Theorem III.10.8.
1.3.1 Lemma. Let Y , Z be subvarieties of a 
ag variety X and let Y0 � Y (resp. Z0 � Z)be nonempty open subsets consisting of nonsingular points. Then there exists a nonemptyopen subset 
 of G such that: for any g 2 
, Y meets gZ properly, and Y0 \ gZ0 isnonsingular and dense in Y \ gZ. Thus, [Y ] [ [Z] = [Y \ gZ] for all g 2 
.In particular, if dim(Y )+dim(Z) = dim(X), then Y meets gZ transversally for generalg 2 G, that is, for all g in a nonempty open subset 
 of G. Thus, Y \ gZ is �nite andh[Y ]; [Z]i = #(Y \ gZ), for general g 2 G.
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Proof. Consider the map m : G � Z ! X, (g; z) 7! gz. This is a surjective morphism,equivariant for the action of G on G � Z by left multiplication on the �rst factor. SinceX = G=P , it follows that m is a locally trivial �bration for the Zariski topology. Thus, itsscheme-theoretic �bers are varieties of dimension dim(G) + dim(Z)� dim(X).Next consider the �bered product V := (G� Z)�X Y and the pull-back � : V ! Y ofm. Then � is also a locally trivial �bration with �bers being varieties. It follows that thescheme V is a variety of dimension dim(G) + dim(Z)� dim(X) + dim(Y ).Let � : V ! G be the composition of the projections (G � Z) �X Y ! G � Z ! G.Then the �ber of � at any g 2 G may be identi�ed with the scheme-theoretic intersectionY \ gZ. Further, there exists a nonempty open subset 
 of G such that the �bers of � atpoints of 
 are either empty or equidimensional of dimension dim(Y ) + dim(Z)� dim(X),i.e., of codimension codim(Y ) + codim(Z). This shows that Y meets gZ properly for anyg 2 
.Likewise, the restriction m0 : G�Z0 ! X is a locally trivial �bration with nonsingular�bers, so that the �bered product V0 := (G � Z0) �X Y0 is a nonempty open subset ofV consisting of nonsingular points. By generic smoothness, it follows that Y0 \ gZ0 isnonsingular and dense in Y \ gZ, for all g in a (possibly smaller) nonempty open subset ofG. This implies, in turn, that all intersection multiplicities of Y \ Z are 1.Thus, we have [Y ] [ [gZ] = [Y \ gZ] for any g 2 
. Further, [Z] = [gZ] as G isconnected, so that [Y ] [ [Z] = [Y \ gZ].
As a consequence, in the full 
ag variety X, any Schubert variety Xw meets properlyany opposite Schubert variety Xv. (Indeed, the open subset 
 meets the open subsetBB� = BU� �= B � U� of G; further, Xw is B-invariant, and Xv is B�-invariant). Thus,Xw \ Xv is equidimensional of dimension dim(Xw) + dim(Xv) � dim(X) = `(w) � `(v).Moreover, the intersection Cw \Cv is nonsingular and dense in Xw \Xv. In fact, we havethe following more precise result which may be proved by the argument of Lemma 1.3.1;see [9] for details.

1.3.2 Proposition. For any v; w 2W , the intersection Xw \Xv is non-empty if and onlyif v � w; then Xw \Xv is a variety.
1.3.3 De�nition. Given v, w inW such that v � w, the corresponding Richardson varietyis Xvw := Xw \Xv.

Note that Xvw is T -invariant with �xed points being the coordinate 
ags Fx = xB=B,where x 2W satis�es v � x � w. It follows that Xvw � Xv0w0 if and only if v0 � v � w � w0.Thus, the Richardson varieties may be viewed as geometric analogues of intervals for theBruhat order.
1.3.4 Examples. 1) As special cases of Richardson varieties, we have the Schubert varietiesXw = X idw and the opposite Schubert varieties Xv = Xvwo . Also, note that the Richardsonvariety Xww is just the T -�xed point Fw, the transversal intersection of Xw and Xw.

12



2) Let Xvw be a Richardson variety of dimension 1, that is, v � w and `(v) = `(w) � 1.Then Xvw is isomorphic to the projective line, and v = ws for some transposition s = sij(exchanging i and j, and �xing all other indices). More generally, any T -invariant curveY � X is isomorphic to P1 and contains exactly two T -�xed points v, w, where v = ws forsome transposition s. (Indeed, after multiplication by an element of W , we may assumethat Y contains the standard 
ag F . Then Y \ C id is a T -invariant neighborhood of F inY , and is also a T -invariant curve in C id �= U� (where T acts by conjugation). Now anysuch curve is a \coordinate line" given by ai;j = 0 for all (i; j) 6= (i0; j0), for some (i0; j0)such that 1 � j0 < i0 � n. The closure of this line in X has �xed points F and si0;j0F .)
Richardson varieties may be used to describe the local structure of Schubert varietiesalong Schubert subvarieties, as follows.

1.3.5 Proposition. Let v, w 2W such that v � w. Then Xw\vC id is an open T -invariantneighborhood of the point Fv in Xw, which meets Xvw along Xw \ Cv. Further, the map
(U \ vU�v�1)� (Xw \ Cv)! Xw; (g; x) 7! gx

is an open immersion with image Xw \ vC id. (Recall that U \ vU�v�1 is isomorphic toC`(v) as a variety, and that the map U \ vU�v�1 ! X, g 7! gFv is an isomorphism ontoCv.)If, in addition, `(v) = `(w) � 1, then Xw \ Cv is isomorphic to the a�ne line. As aconsequence, Xw is nonsingular along its Schubert divisor Xv.
Proof. Note that vC id is an open T -invariant neighborhood of Fv in X, isomorphic to thevariety vU�v�1. In turn, the latter is isomorphic to (U \ vU�v�1) � (U� \ vU�v�1) viathe product map; and the map U� \ vU�v�1 ! X, g 7! gFv is a locally closed immersionwith image Cv. It follows that the map

(U \ vU�v�1)� Cv ! X; (g; x) 7! gx
is an open immersion with image vF id, and that vF id \ Xv = Cv. Intersecting with thesubvariety Xw (invariant under the subgroup U \ vU�v�1) completes the proof of the �rstassertion. The second assertion follows from the preceding example.

Richardson varieties also appear when multiplying Schubert classes. Indeed, by Propo-sition 1.3.2, we have in H�(X):
[Xw] [ [Xv] = [Xvw]:

Since dim(Xvw) = `(w)�`(v), it follows that the Poincar�e duality pairing h[Xw]; [Xv]i equals1 if w = v, and 0 otherwise. This implies easily the following result.
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1.3.6 Proposition. (i) The bases f[Xw]g and f[Xw]g = f[Xwow]g of H�(X) are dual forthe Poincar�e duality pairing.(ii) For any subvariety Y � X, we have
[Y ] = X

w2W aw(Y ) [Xw];
where aw(Y ) = h[Y ]; [Xw]i = #(Y \ gXw) for general g 2 G. In particular, the coe�cientsof [Y ] in the basis of Schubert classes are non-negative.(iii) Let

[Xv] [ [Xw] = Xx2W axvw [Xx] in H�(X);
then the structure constants axvw are non-negative integers.

Note �nally that all these results adapt readily to any partial 
ag variety G=P . Infact, the map f : G=B ! G=P induces a ring homomorphism f� : H�(G=P ) ! H�(G=B)which sends any Schubert class [XwP ] to the Schubert class [Xww0;P ], where w 2 WP . Inparticular, f� is injective.
1.4 The Picard group
In this subsection, we study the Picard group of the full 
ag variety X = G=B. We�rst give a very simple presentation of this group, viewed as the group of divisors modulolinear equivalence. The Picard group and divisor class group of Schubert varieties will bedescribed in Subsection 2.2.
1.4.1 Proposition. The group Pic(X) is freely generated by the classes of the Schubertdivisors Xwosi where i = 1; : : : ; n � 1. Any ample (resp. generated by its global sections)divisor on X is linearly equivalent to a positive (resp. non-negative) combination of thesedivisors. Further, any ample divisor is very ample.
Proof. The open Schubert cell Cwo has complement the union of the Schubert divisors.Since Cwo is isomorphic to an a�ne space, its Picard group is trivial. Thus, the classes ofXwos1 ; : : : ; Xwosn�1 generate the group Pic(X).

If we have a relation Pn�1i=1 aiXwosi = 0 in Pic(X), then there exists a rational functionf on X having a zero or pole of order ai along each Xwosi , and no other zero or pole. Inparticular, f is a regular, nowhere vanishing function on the a�ne space Cwo . Hence f isconstant, and ai = 0 for all i.Each Schubert divisor Xwosd is the pull-back under the projection X ! Gr(d; n) ofthe unique Schubert divisor in Gr(d; n). Since the latter divisor is a hyperplane sec-tion in the Pl�ucker embedding, it follows that Xwosd is generated by its global sections.
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As a consequence, any non-negative combination of Schubert divisors is generated byits global sections. Further, the divisor Pn�1d=1 Xwosd is very ample, as the product mapX ! Qn�1d=1 Gr(d; n) is a closed immersion. Thus, any positive combination of Schubertdivisors is very ample.Conversely, let D =Pn�1i=1 aiXwosi be a globally generated (resp. ample) divisor on X.Then for any curve Y on X, the intersection number h[D]; [Y ]i is non-negative (resp. posi-tive). Now take for Y a Schubert curve Xsj , then
h[D]; [Y ]i = hn�1Xi=1 ai[Xwosi ]; [Xsj ]i =

n�1X
i=1 aih[X

si ]; [Xsj ]i = aj :
This completes the proof.
1.4.2 Remark. We may assign to each divisor D on X, its cohomology class [D] 2 H2(X).Since linearly equivalent divisors are homologically equivalent, this de�nes the cycle mapPic(X)! H2(X), which is an isomorphism by Proposition 1.4.1.More generally, assigning to each subvariety of X its cohomology class yields the cyclemap A�(X)! H2�(X), where A�(X) denotes the Chow ring of rational equivalence classesof algebraic cycles on X (graded by the codimension; in particular, A1(X) = Pic(X)). SinceX has a \cellular decomposition" by Schubert cells, the cycle map is a ring isomorphismby [22] Example 19.1.11.We will see in Section 4 that the ring H�(X) is generated by H2(X) �= Pic(X), over therationals. (In fact, this holds over the integers for the variety of complete 
ags, as followseasily from its structure of iterated projective space bundle.)

Next we obtain an alternative description of Pic(X) in terms of homogeneous line bun-dles on X; these can be de�ned as follows. Let � be a character of B, i.e., a homomorphismof algebraic groups B ! C�. Let B act on the product G � C by b(g; t) := (gb�1; �(b)t).This action is free, and the quotient
L� = G�B C := (G� C)=B

maps to G=B via (g; t)B 7! gB. This makes L� the total space of a line bundle over G=B,the homogeneous line bundle associated to the weight �.Note that G acts on L� via g(h; t)B := (gh; t)B, and that the projection f : L� ! G=Bis G-equivariant; further, any g 2 G induces a linear map from the �ber f�1(x) to f�1(gx).In other words, L� is a G-linearized line bundle on X.We now describe the characters of B. Note that any such character � is uniquelydetermined by its restriction to T (since B = TU , and U is isomorphic to an a�ne space,so that any regular invertible function on U is constant). Further, one easily sees that thecharacters of the group T of diagonal invertible matrices are precisely the maps
diag(t1; : : : ; tn) 7! t�11 � � � t�nn ;
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where �1; : : : ; �n are integers. This identi�es the multiplicative group of characters of B(also called weights) with the additive group Zn.Next we express the Chern classes c1(L�) 2 H2(X) �= Pic(X) in the basis of Schubertdivisors. More generally, we obtain the Chevalley formula which decomposes the productsc1(L�) [ [Xw] in this basis.
1.4.3 Proposition. For any weight � and any w 2W , we have

c1(L�) [ [Xw] =X(�i � �j) [Xwsij ];
where the sum is over the pairs (i; j) such that 1 � i < j � n, wsij < w, and `(wsij) =`(w)� 1 (that is, Xwsij is a Schubert divisor in Xw). In particular,

c1(L�) =
n�1X
i=1(�i � �i+1) [Xwosi ] =

n�1X
i=1(�i � �i+1) [Xsi ]:

Thus, the map Zn ! Pic(X), � 7! c1(L�) is a surjective group homomorphism, and itskernel is generated by (1; : : : ; 1).
Proof. We may write

c1(L�) [ [Xw] = Xv2W av [Xv];
where the coe�cients av are given by

av = hc1(L�) [ [Xw]; [Xv]i = hc1(L�); [Xw] [ [Xv]i = hc1(L�); [Xvw]i:
Thus, av is the degree of the restriction of L� to Xvw if dim(Xvw) = 1, and is 0 otherwise.Now dim(Xvw) = 1 if and only if : v < w and `(v) = `(w) � 1. Then v = wsij for sometransposition sij , and Xvw is isomorphic to P1, by Example 1.3.4.2. Further, one checksthat the restriction of L� to Xvw is isomorphic to the line bundle OP1(�i � �j) of degree�i � �j .

This relation between weights and line bundles motivates the following
1.4.4 De�nition. We say that the weight � = (�1; : : : ; �n) is dominant (resp. regulardominant), if �1 � � � � � �n (resp. �1 > � � � > �n).The fundamental weights are the weights �1; : : : ; �n�1 such that

�j := (1; : : : ; 1 (j times); 0; : : : ; 0 (n� j times)):
The determinant is the weight �n := (1; : : : ; 1). We put

� := �1 + � � �+ �n�1 = (n� 1; n� 2; : : : ; 1; 0):
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By Propositions 1.4.1 and 1.4.3, the line bundle L� is globally generated (resp. ample)if and only if the weight � is dominant (resp. regular dominant). Further, the dominantweights are the combinations a1�1 + � � � + an�1�n�1 + an�n, where a1; : : : ; an�1 are non-negative integers, and an is an arbitrary integer; �n is the restriction to T of the determinantfunction on G. For 1 � d � n� 1, the line bundle L(�d) is the pull-back of O(1) under thecomposition X ! Gr(d; n)! P(VdCn). Further, we have by Proposition 1.4.3:
c1(L�d) [ [Xw] = [Xwosd ] [ [Xw] =Xv [Xv];

the sum over the v 2W such that v � w, `(v) = `(w)� 1, and v = wsij with i < d < j.We now consider the spaces of global sections of homogeneous line bundles. For anyweight �, we put H0(�) := H0(X;L�):
This is a �nite-dimensional vector space, as X is projective. Further, since the line bundleL� is G-linearized, the space H0(�) is a rational G-module, i.e., G acts linearly on this spaceand the corresponding homomorphism G! GL(H0(�)) is algebraic. Further properties ofthis space and a re�nement of Proposition 1.4.3 are given by the following:
1.4.5 Proposition. The space H0(�) is non-zero if and only if � is dominant. Then H0(�)contains a unique line of eigenvectors of the subgroup B�, and the corresponding characterof B� is ��. The divisor of any such eigenvector p� satis�es

div(p�) =
n�1X
i=1(�i � �i+1) Xsi :

More generally, for any w 2W , the G-module H0(�) contains a unique line of eigenvec-tors of the subgroup wB�w�1, and the corresponding weight is �w�. Any such eigenvectorpw� has a non-zero restriction to Xw, with divisor
div(pw�jXw) =X(�i � �j) Xwsij ;

the sum over the pairs (i; j) such that 1 � i < j � n and Xwsij is a Schubert divisor inXw. (This makes sense as Xw is nonsingular in codimension 1, see Proposition 1.3.5.)In particular, taking � = �, the zero locus of pw�jXw is exactly the union of all Schubertdivisors in Xw.
Proof. If � is dominant, then we know that L� is generated by its global sections, and henceadmits a non-zero section. Conversely, if H0(�) 6= 0 then L� has a section � which doesnot vanish at some point of X. Since X is homogeneous, the G-translates of � generateL�. Thus, L� is dominant.
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Now choose a dominant weight � and put D :=Pn�1i=1 (�i � �i+1) Xsi . By Proposition1.4.3, we have L� �= OX(D), so that L� admits a section � with divisor D. Since D isB�-invariant, � is a B�-eigenvector; in particular, a T -eigenvector. And since D does notcontain the standard 
ag F , it follows that �(F ) 6= 0. Further, T acts on the �ber of L�at F by the weight �, so that � has weight ��. If �0 is another B�-eigenvector in H0(�),then the quotient �0=� is a rational function on X, which is U�-invariant as � and �0 are.Since the orbit U�F is open in X, it follows that the function �0=� is constant, i.e., �0 is ascalar multiple of �.By G-equivariance, it follows that H0(�) contains a unique line of eigenvectors of thesubgroup wB�w�1, with weight �w�. Let pw� be such an eigenvector, then pw� does notvanish at Fw, hence (by T -equivariance) it has no zero on Cw. So the zero locus of therestriction pw�jXw has support in Xw n Cw and hence is B-invariant. The desired formulafollows by the above argument together with Proposition 1.4.3.
1.4.6 Remark. For any dominant weight �, the G-module H0(�) contains a unique lineof eigenvectors for B = woB�wo, of weight �wo�. On the other hand, the evaluationof sections at the base point B=B yields a non-zero linear map H0(�) ! C which is aB-eigenvector of weight �. In other words, the dual G-module

V (�) := H0(�)�
contains a canonical B-eigenvector of weight �.One can show that both G-modules H0(�) and V (�) are simple, i.e., they admit nonon-trivial proper submodules. Further, any simple rational G-module V is isomorphic toV (�) for a unique dominant weight �, the highest weight of V . The T -module V (�) is thesum of its weight subspaces, and the corresponding weights lie in the convex hull of theorbit W� � Zn � Rn. For these results, see e.g. [21] 8.2 and 9.3.
1.4.7 Example. For d = 1; : : : ; n�1, the space VdCn has a basis consisting of the vectors

eI := ei1 ^ � � � ^ eid ;
where I = (i1; : : : ; id) and 1 � i1 < � � � < id � n. These vectors are T -eigenvectors withpairwise distinct weights, and they form a unique orbit of W . It follows easily that theG-module VdCn is simple with highest weight �d (the weight of the unique B-eigenvectore1:::d). In other words, we have V (�d) = VdCn, so that H0(�d) = (VdCn)�.Denote by pI 2 (VdCn)� the elements of the dual basis of the basis feIg of VdCn. ThepI are homogeneous coordinates on Gr(d; n), the Pl�ucker coordinates. From the previousremark, one readily obtains that

div(pI jXI ) = X
J; J<I; jJ j=jIj�1XJ :
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This is a re�ned version of the formula
c1(L) [ [XI ] = X

J; J<I; jJ j=jIj�1[XJ ]

in H�(Gr(d; n)), where L denotes the pull-back of O(1) via the Pl�ucker embedding. Notethat c1(L) is the class of the unique Schubert divisor.
Notes. The results of this section are classical; they may be found in more detail in [21],[23] and [49], see also [68]. We refer to [66] Chapter 8 for an exposition of the theoryof reductive algebraic groups with some fundamental results on their Schubert varieties.Further references are the survey [67] of Schubert varieties and their generalizations in thissetting, and the book [39] regarding the general framework of Kac-Moody groups.The irreducibility of the intersections Xw \Xv is due to Richardson [64], whereas theintersections Cw \Cv have been studied by Deodhar [16]. In fact, the Richardson varietiesin thc Grassmannians had appeared much earlier, in Hodge's geometric proof [32] of thePieri formula which decomposes the product of an arbitrary Schubert class with the class ofa \special" Schubert variety (consisting of those subspaces having a nontrivial intersectionwith a given standard coordinate subspace). The Richardson varieties play an importantrole in several recent articles, in relation to standard monomial theory; see [48], [41], [40],[9]. The decomposition of the products c1(L�)[ [Xw] in the basis of Schubert classes is dueto Monk [56] for the variety of complete 
ags, and to Chevalley [12] in general; see [61] foran algebraic proof. The Chevalley formula is equivalent to the decomposition into Schubertclasses of the products of classes of Schubert divisors with arbitrary Schubert classes. Thisyields a closed formula for certain structure constants axvw of H�(X); speci�cally, thosewhere v = wosd for some elementary transposition sd.More generally, closed formulae for all structure constants have been obtained by severalmathematicians, see [37], [17], [61]. The latter paper presents a general formula and appliesit to give an algebro-combinatorial proof of the Pieri formula. We refer to [31], [58], [59],[60] for generalizations of the Pieri formula to the isotropic Grassmannians which yieldcombinatorial (in particular, positive) expressions for certain structure constants.However, the only known proof of the positivity of the general structure constants isgeometric. In fact, an important problem in Schubert calculus is to �nd a combinatorialexpression of these constants which makes their positivity evident.
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2 Singularities of Schubert varieties
As seen in Examples 1.1.4 and 1.2.3, Schubert varieties are generally singular. In thissection, we show that their singularities are rather mild. We begin by showing that theyare normal. Then we introduce the Bott-Samelson desingularizations, and we establish therationality of singularities of Schubert varieties. In particular, these are Cohen-Macaulay;we also describe their dualizing sheaf, Picard group, and divisor class group. Finally, weobtain the vanishing of all higher cohomology groups Hj(Xw; L�), where � is any dominantweight, and the surjectivity of the restriction map H0(�) = H0(X;L�)! H0(Xw; L�).
2.1 Normality
First we review an inductive construction of Schubert cells and varieties. Given w 2 Wand an elementary transposition si, we have either `(siw) = `(w)� 1 (and then siw < w),or `(siw) = `(w) + 1 (and then siw > w). In the �rst case, we have BsiCw = Cw [ Csiw,whereas BsiCw = Csiw in the second case. Further, if w 6= id (resp. w 6= wo), then thereexists an index i such that the �rst (resp. second) case occurs. (These properties of theBruhat decomposition are easily checked in the case of the general linear group; for arbitraryreductive groups, see e.g. [66].)Next let Pi be the subgroup of G = GLn(C) generated by B and si. (This is a minimalparabolic subgroup of G.) Then Pi is the stabilizer of the partial 
ag consisting of allstandard coordinate subspaces, except he1; : : : ; eii. Further, Pi=B is the Schubert curveXsi �= P1, and Pi = B [BsiB is the closure in G of BsiB.The group B acts on the product Pi �Xw by b(g; x) := (gb�1; bx). This action is free;denote the quotient by Pi �B Xw. Then the map

Pi �Xw ! Pi �X; (g; x) 7! (g; gx)
yields a map � : Pi �B Xw ! Pi=B �X; (g; x)B 7! (gB; gx):
Clearly, � is injective and its image consists of those pairs (gB; x) 2 Pi=B � X such thatg�1x 2 Xw ; this de�nes a closed subset of Pi=B � X. It follows that Pi �B Xw is aprojective variety equipped with a proper morphism

� : Pi �B Xw ! X
with image PiXw, and with a morphism

f : Pi �B Xw ! Pi=B �= P1:
The action of Pi by left multiplication on itself yields an action on Pi �B Xw; the maps �and f are Pi-equivariant. Further, f is a locally trivial �bration with �ber B�BXw �= Xw.
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In particular, PiXw is closed in X, and hence is the closure of BsiCw. If siw < w, thenPiXw = Xw. Then one checks that Pi �B Xw may be identi�ed with Pi=B �Xw so that �becomes the second projection. On the other hand, if siw > w, then PiXw = Xsiw. Thenone checks that � restricts to an isomorphism
BsiB �B Cw ! BsiCw = Csiw;

so that � is birational onto its image Xsiw.We are now in a position to prove
2.1.1 Theorem. Any Schubert variety Xw is normal.
Proof. We argue by decreasing induction on dim(Xw) = `(w) =: `. In the case where` = dim(X), the variety Xw = X is nonsingular and hence normal. So we may assume that` < dim(X) and that all Schubert varieties of dimension > ` are normal. Then we maychoose an elementary transposition si such that siw > w. We divide the argument intothree steps.Step 1. We show that the morphism � : Pi �B Xw ! Xsiw satis�es Rj��OPi�BXw = 0 forall j � 1.Indeed, � factors as the closed immersion

� : Pi �B Xw ! Pi=B �Xsiw �= P1 �Xsiw; (g; x)B 7! (gB; gx)
followed by the projection

p : P1 �Xsiw ! Xsiw; (z; x) 7! x:
Thus, the �bers of � are closed subschemes of P1 and it follows that Rj��OP=B�Xw = 0 forj > 1 = dimP1.It remains to check the vanishing of R1��OPi�BXw . For this, we consider the followingshort exact sequence of sheaves:

0! I ! OP1�Xsiw ! ��OPi�BXw ! 0;
where I denotes the ideal sheaf of the subvariety Pi�B Xw of P1�Xsiw. The derived longexact sequence for p yields an exact sequence

R1p�OP1�Xsiw ! R1p�(��OPi�BXw)! R2p�I:
Further, R1p�OP1�Xsiw = 0 as H1(P1;OP1) = 0; R1p�(��OPi�BXw) = R1��OPi�BXw as �
is a closed immersion; and R2p�I = 0 as all �bers of p have dimension 1. This yields thedesired vanishing.
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Step 2. We now analyze the normalization map
� : ~Xw ! Xw:

We have an exact sequence of sheaves
0! OXw ! ��O ~Xw ! F ! 0;

where F is a coherent sheaf with support the non-normal locus of Xw. Further, the actionof B on Xw lifts to an action on ~Xw so that � is equivariant. Thus, both sheaves OXw and��O ~Xw are B-linearized; hence F is B-linearized as well. (See [8] x2 for details on linearizedsheaves.)Now any B-linearized coherent sheaf G on Xw yields an \induced " Pi-linearized sheafPi �B G on Pi �B Xw (namely, the unique Pi-linearized sheaf which pulls back to the B-linearized sheaf G under the inclusionXw �= B�BXw ! Pi�BXw). Further, the assignmentG 7! Pi�BG is exact. Therefore, one obtains a short exact sequence of Pi-linearized sheaveson Pi �B Xw:
0! OPi�BXw ! (Pi �B �)�OPi�B ~Xw ! Pi �B F ! 0:

Apply ��, we obtain an exact sequence of sheaves on Xsiw:
0! ��OPi�BXw ! ��(Pi �B �)�OPi�B ~Xw ! ��(Pi �B F)! R1��OPi�BXw :

Now ��OPi�BXw = OXsiw by Zariski's main theorem, since � : Pi �B Xw ! Xsiw is aproper birational morphism, and Xsiw is normal by the induction assumption. Likewise,��(Pi �B �)�OPi�B ~Xw = OXsiw . Further, R1��OPi�BXw = 0 by Step 1. It follows that
��(Pi �B F) = 0.Step 3. Finally, we assume that Xw is non-normal and we derive a contradiction.Recall that the support of F is the non-normal locus of Xw. By assumption, this is anon-empty B-invariant closed subset of X. Thus, the irreducible components of supp(F)are certain Schubert varieties Xv. Choose such a v and let Fv denote the subsheaf of Fconsisting of sections killed by the ideal sheaf of Xv in Xw. Then supp(Fv) = Xv, since Xvis an irreducible component of supp(F). Further, ��(Pi �B Fv) = 0, since Fv is a subsheafof F .Now choose the elementary transposition si such that v < siv. Then w < siw (oth-erwise, PiXw = Xw, so that Pi stabilizes the non-normal locus of Xw; in particular, Pistabilizes Xv, whence siv < v). Thus, the morphism � : Pi �B Xv ! Xsiv restricts to anisomorphism above Csiv. Since supp(Pi �B Fv) = Pi �B Xv, it follows that the support of��(Pi�B Fv) contains Csiv, i.e., this support is the whole Xsiv. In particular, ��(Pi�B Fv)is non-zero, which yields the desired contradiction.
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2.2 Rationality of singularities
Let w 2 W . If w 6= id then there exists a simple transposition si1 such that `(si1w) =`(w)� 1. Applying this to si1w and iterating this process, we obtain a decomposition

w = si1si2 � � � si` ; where ` = `(w):
We then say that the sequence of simple transpositions

w := (si1 ; si2 ; : : : ; si`)
is a reduced decomposition of w.For such a decomposition, we have Xw = Pi1Xsi1w = Pi1Pi2 � � �Pi`=B. We put v := si1wand v := (si2 ; : : : ; si`), so that w = (si1 ; v) and Xw = Pi1Xv. We de�ne inductively theBott-Samelson variety Zw by Zw := Pi1 �B Zv:
Thus, Zw is equipped with an equivariant �bration to Pi1=B �= P1 with �ber Zv at the basepoint. Further, Zw is the quotient of the product Pi1 � � � � � Pi` by the action of B` via

(b1; b2; : : : ; b`�1; b`)(g1; g2; : : : ; g`) = (g1b�11 ; b1g2b�12 ; : : : ; b`�1g`b�1` ):
The following statement is easily checked.
2.2.1 Proposition. (i) The space Zw is a nonsingular projective B-variety of dimension`, where B acts via g(g1; g2; : : : ; g`)B` := (gg1; g2; : : : ; g`)B`. For any subsequence v of w,we have a closed B-equivariant immersion Zv ! Zw.(ii) The map

Zw ! (G=B)` = X`; (g1; g2; : : : ; g`)B` 7! (g1B; g1g2B; : : : ; g1 � � � g`B)
is a closed B-equivariant embedding.(iii) The map

' : Zw = Zsi1 ;:::;si` ! Zsi1 ;:::;si`�1 ; (g1; : : : ; g`�1; g`)B` 7! (g1; : : : ; g`�1)B`�1
is a B-equivariant locally trivial �bration with �ber Pi`=B �= P1.(iv) The map

� = �w : Zw ! Pi1 � � �Pi`=B = Xw; (g1; : : : ; g`)B` 7! g1 � � � g`B;
is a proper B-equivariant morphism, and restricts to an isomorphism over Cw. In partic-ular, � is birational.
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An interesting combinatorial consequence of this proposition is the following descriptionof the Bruhat order (which may also be proved directly).
2.2.2 Corollary. Let v; w 2W . Then v � w if and only if there exist a reduced decompo-sition w = (si1 ; : : : ; si`), and a subsequence v = (sj1 ; : : : ; sjm) with product v. Then thereexists a reduced subsequence v with product v.As a consequence, v < w if and only if there exists a sequence (v1; : : : ; vk) in W suchthat v = v1 < � � � < vk = w, and `(vj+1) = `(vj) + 1 for all j.
Proof. Since � is a proper T -equivariant morphism, any �ber at a T -�xed point containsa �xed point (by Borel's �xed point theorem, see e.g. [66] Theorem 6.2.6). But the �xedpoints inXw (resp. Zw) correspond to the v 2W such that v � w (resp. to the subsequencesof w). This proves the �rst assertion.If v = sj1 � � � sjm , then the product Bsj1B � � �BsjmB=B is open in Xv. By inductionon m, it follows that there exists a reduced subsequence (sk1 ; : : : ; skn) of (sj1 ; : : : ; sjm)such that Bsk1B � � �BsknB=B is open in Xv; then v = sk1 � � � skn . This proves the secondassertion.The �nal assertion follows from the second one. Alternatively, one may observe that thecomplement Xw n Cw has pure codimension one in Xw, since Cw is an a�ne open subsetof Xw. Thus, for any v < w there exists x 2 W such that v � x < w and `(x) = `(w)� 1.Now induction on `(w)� `(v) completes the proof.
2.2.3 Theorem. The morphism � : Zw ! Xw satis�es ��OZw = OXw , and Rj��OZw = 0for all j � 1.
Proof. We argue by induction on ` = `(w), the case where ` = 0 being trivial. For ` � 1,we may factor � = �w as

Pi1 �B �v : Pi1 �B Zv ! Pi1 �B Xv; (g; z)B 7! (g; �v(z))B
followed by the map �1 : Pi1 �B Xv ! Xw; (g; x)B 7! gx:
By the induction assumption, the morphism �v satis�es the conclusions of the theorem.It follows easily that so does the induced morphism Pi1 �B �v. But the same holds forthe morphism �1, by the �rst step in the proof of Theorem 2.1.1. Now the Grothendieckspectral sequence for the composition �1 � (Pi1 �B �v) = �w (see [28] Chapter II) yields thedesired statements.

Thus, � is a desingularization of the Schubert variety Xw, and the latter has rationalsingularities in the following sense (see [34] p. 49).
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2.2.4 De�nition. A desingularization of an algebraic variety Y consists of a nonsingularalgebraic variety Z together with a proper birational morphism � : Z ! Y . We saythat Y has rational singularities, if there exists a desingularization � : Z ! Y satisfying��OZ = OY and Rj��OZ = 0 for all j � 1.
Note that the equality ��OZ = OY is equivalent to the normality of Y , by Zariski's maintheorem. Also, one can show that Y has rational singularities if and only if ��OZ = OYand Rj��OZ = 0 for all j � 1, where � : Z ! Y is any desigularization.Next we recall the de�nition of the canonical sheaf !Y of a normal variety Y . Let� : Y reg ! Y denote the inclusion of the nonsingular locus, then !Y := ��!Y reg , where!Y reg denotes the sheaf of di�erential forms of maximal degree on the nonsingular varietyY reg. Since the sheaf !Y reg is invertible and codim(Y � Y reg) � 2, the canonical sheaf isthe sheaf of local sections of a Weil divisor KY : the canonical divisor, de�ned up to linearequivalence. If, in addition, Y is Cohen-Macaulay, then !Y is its dualizing sheaf.For any desingularization � : Z ! Y where Y is normal, we have an injective tracemap ��!Z ! !Y . Further, Rj��!Z = 0 for any j � 1, by the Grauert-Riemenschneidertheorem (see [19] p. 59). We may now formulate the following characterization of rationalsingularities, proved e.g. in [34] p. 50.

2.2.5 Proposition. Let Y be a normal variety. Then Y has rational singularities if andonly if: Y is Cohen-Macaulay and ��!Z = !Y for any desingularization � : Z ! Y .
In particular, any Schubert variety Xw is Cohen-Macaulay, and its dualizing sheaf maybe determined from that of a Bott-Samelson desingularization Zw. To describe the latter,put Z := Zw and for 1 � j � `, let Zj � Z be the Bott-Samelson subvariety associatedwith the subsequence wj := (si1 : : : ;csij ; : : : ; si`) obtained by suppressing sij .

2.2.6 Proposition. (i) With the preceding notation, Z1; : : : ; Z` may be identi�ed withnonsingular irreducible divisors in Z, which meet transversally at a unique point (the classof B`).(ii) The complement in Z of the boundary
@Z := Z1 [ � � � [ Z`

equals ��1(Cw) �= Cw.(iii) The classes [Zj ], j = 1; : : : ; `, form a basis of the Picard group of Z.
Indeed, (i) follows readily from the construction of Z; (ii) is a consequence of Proposition2.2.1, and (iii) is checked by the argument of Proposition 1.4.1.Next put

@Xw := Xw n Cw = [
v2W; v<wXv;
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this is the boundary of Xw. By Corollary 2.2.2, @Xw is the union of all Schubert divisorsin Xw. Further, ��1(@Xw) = @Z (as sets).We may now describe the dualizing sheaves of Bott-Samelson and Schubert varieties.
2.2.7 Proposition. (i) !Z �= (��L��)(�@Z).(ii) !Xw �= L��jXw(�@Xw). In particular, !X �= L�2�.(iii) The reduced subscheme @Xw is Cohen-Macaulay.
Proof. (i) Consider the curves Cj := Zsj = Pj=B for j = 1; : : : ; `. We may regard each Cjas a subvariety of Z, namely, the transversal intersection of the Zk for k 6= j. We claimthat any divisor D on Z such that h[D]; [Cj ]i = 0 for all j is principal.To see this, note that h[Zj ]; [Cj ]i = 1 for all j, by Proposition 2.2.6. On the other hand,h[Zj ]; [Ck]i = 0 for all j < k. Indeed, we have a natural projection 'j : Z = Zsi1 ;:::;si` !Zsi1 ;:::;sij such that Zj is the pull-back of the corresponding divisor Zjsi1 ;:::;sij . Moreover, 'j
maps Ck to a point whenever k > j. Since the [Zj ] generate freely Pic(Z) by Proposition2.2.6, our claim follows.By this claim, it su�ces to check the equality of the degrees of the line bundles !Z(@Z)and ��L�� when restricted to each curve Cj . Now we obtain

!Z(@Z)jCj �= !Cj (@Cj);
by the adjunction formula. Further, Cj �= P1, and @Cj is one point, so that !Cj (@Cj) �=OP1(�1). On the other hand, � maps Cj isomorphically to the Schubert curve Xsj , andL�jXsj

�= OP1(1), so that ��L��jCj �= OP1(�1). This shows the desired equality.
(ii) Since Xw has rational singularities, we have !Xw = ��!Z . Further, the projectionformula yields !Xw �= L��
��OZ(�@Z), and ��OZ(�@Z) �= OXw(�@Xw) as ��1(@Xw) =@Z.(iii) By (ii), the ideal sheaf of @Xw in Xw is locally isomorphic to the dualizing sheaf!Xw . Therefore, this ideal sheaf is Cohen-Macaulay of depth dim(Xw). Now the exactsequence 0! OXw(�@Xw)! OXw ! O@Xw ! 0

yields that the sheaf O@Xw is Cohen-Macaulay of depth dim(Xw)� 1 = dim(@Xw).
We also determine the Picard group Pic(Xw) and divisor class group Cl(Xw) of anySchubert variety. These groups are related by an injective map Pic(Xw) ! Cl(Xw) whichmay fail to be surjective (e.g., for X24 � Gr(4; 2)).

2.2.8 Proposition. (i) The classes of the Schubert divisors in Xw form a basis of thedivisor class group Cl(Xw).(ii) The restriction Pic(X) ! Pic(Xw) is surjective, and its kernel consists of the classesL�, where the weight � satis�es �i = �i+1 whenever si � w. Further, each globally generated
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(resp. ample) line bundle on Xw extends to a globally generated (resp. ample) line bundleon X.(iii) The map Pic(Xw)! Cl(Xw) sends the class of any L� to P(�i � �j) Xwsij (the sumover the pairs (i; j) such that 1 � i < j � n and Xwsij is a Schubert divisor in Xw).(iv) A canonical divisor for Xw is �P(j � i+ 1) Xwsij (the sum as above). In particular,
a canonical divisor for the full 
ag variety X is �2Pn�1i=1 Xwosi.
Proof. (i) is proved by the argument of Proposition 1.4.1.(ii) Let L be a line bundle in Xw and consider its pull-back ��L under a Bott-Samelsondesingularization � : Zw ! Xw. By the argument of Proposition 2.2.7, the class of ��L inPic(Zw) is uniquely determined by its intersection numbers hc1(��L); [Cj ]i. Further, therestriction � : Cj ! �(Cj) is an isomorphism onto a Schubert curve, and all Schubert curvesin Xw arise in this way. Thus, hc1(��L); [Cj ]i equals either 0 or hc1(L); [Xsi ]i for some i suchthat Xsi � Xw, i.e., si � w. We may �nd a weight � such that �i � �i+1 = hc1(L); [Xsi ]ifor all such indices i; then ��L� = ��L in Pic(Zw), whence L = L� in Pic(Xw).If, in addition, L is globally generated (resp. ample), then hc1(L); [Xsi ]i � 0 (resp. > 0)for each Schubert curve Xsi � Xw. Thus, we may choose � to be dominant (resp. regulardominant).(iii) follows readily from Proposition 1.4.5, and (iv) from Proposition 2.2.7.
2.3 Cohomology of line bundles
The aim of this subsection is to prove the following
2.3.1 Theorem. Let � be a dominant weight and let w 2 W . Then the restriction mapH0(�)! H0(Xw; L�) is surjective. Further, Hj(Xw; L�) = 0 for any j � 1.
Proof. We �rst prove the second assertion in the case where Xw = X is the full 
ag variety.Then !X �= L�2�, so that !�1X 
 L� �= L�+2� is ample. Thus, the assertion follows fromthe Kodaira vanishing theorem: Hj(X;!X 
 L) = 0 for j � 1, where L is any ample linebundle on any projective nonsingular variety X.Next we prove the second assertion for arbitrary Xw. For this, we will apply a gen-eralization of the Kodaira vanishing theorem to a Bott-Samelson desingularization of Xw.Speci�cally, choose a reduced decomposition w and let � : Zw ! Xw be the correspondingmorphism. Then the projection formula yields isomorphisms

Ri��(��L�) �= L� 
Ri��OZw
for all i � 0. Together with Theorem 2.2.3 and the Leray spectral sequence for �, thisyields isomorphisms Hj(Zw; ��L�) �= Hj(X;L�)
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for all j � 0.We now recall a version of the Kawamata-Viehweg vanishing theorem, see [19] x5. Con-sider a nonsingular projective variety Z, a line bundle L on Z, and a family (D1; : : : ; D`) ofnonsingular divisors on Z intersecting transversally. Put D := Pi �iDi, where �1; : : : ; �`are positive integers. LetN be an integer such thatN > �i for all i, and putM := LN (�D).Assume that some positive tensor power of the line bundle M is globally generated, andthat the corresponding morphism to a projective space is generically �nite over its image(e.g., M is ample). Then Hj(Z; !Z 
 L) = 0 for all j � 1.We apply this result to the variety Z := Zw, the line bundle L := (��L�+�)(@Z), andthe divisor D := Pi(N � bi)Zi where b1; : : : ; b` are positive integers such that Pi biZi isample (these exist by Lemma 2.3.2 below). Then LN (�D) = (��LN(�+�))(b1Z1+� � �+b`Z`)is ample, and !Z 
 L = ��L�. This yields the second assertion.To complete the proof, it su�ces to show that the restriction map H0(Xw; L�) !H0(Xv; L�) is surjective whenever w = siv > v for some elementary transposition si.As above, this reduces to checking the surjectivity of the restriction map H0(Z; ��L�) !H0(Z1; ��L�). For this, by the exact sequence
0! H0(Z; (��L�)(�Z1))! H0(Z; ��L�)! H0(Z1; ��L�)! H1(Z; (��L�)(�Z1));

it su�ces in turn to show the vanishing of H1(Z; (��L�)(�Z1)).We will deduce this again from the Kawamata-Viehweg vanishing theorem. Let a1, : : :,a` be positive integers such that the line bundle (��L�+a1�)(a2Z2 + � � � + a`Z`) is ample(again, these exist by Lemma 2.3.2 below). Put L := (��L�+�)(Z2 + � � � + Z`) and D :=Pì=2(N�ai)Zi, where N > a1; a2; : : : ; a`. Then LN (�D) = (��LN(�+�))(a2Z2+� � �+a`Z`)is ample, and !Z 
 L = (��L�)(�Z1). Thus, we obtain Hj(Z; (��L�)(�Z1)) = 0 for allj � 1.
2.3.2 Lemma. Let Z = Zw with boundary divisors Z1; : : : ; Z`. Then there exist positiveintegers a1; : : : ; a` such that the line bundle (��La1�)(a2Z2+ � � �+ a`Z`) is ample. Further,there exist positive integers b1; : : : ; b` such that the divisor b1Z1 + � � �+ b`Z` is ample.
Proof. We prove the �rst assertion by induction on `. If ` = 1, then � embeds Z into X,so that ��La1� is ample for any a1 > 0. In the general case, the map

' : Z ! Z` = (Pi1 � � � � � Pi`�1)=B`�1; (g1; : : : ; g`)B` 7! (g1; : : : ; g`�1)B`�1
�ts into a cartesian square

Z '����! Z`
�??y  ??y
G=B f����! G=Pi` ;
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where  ((g1; : : : ; g`�1)B`�1) = g1 � � � g`�1Pi` . Further, the boundary divisors Z1;`, : : :,Z`�1;` of Z` satisfy '�Zi;` = Zi. Denote by
�` : Z` = Z(si1 ;:::;si`�1 ) ! Xsi1 ���si`�1 = Xwsi`

the natural map. By the induction assumption, there exist positive integers a1; a2; : : : ; a`�1such that the line bundle (��̀La1�)(a2Z1;` + � � � + a`�1Z`�1;`) is very ample on Z`. Henceits pull-back
'�((��̀La1�)(a2Z2;` + � � �+ a`�1Z`�1;`)) = ('���̀La1�)(a2Z2 + � � �+ a`�1Z`�1)

is a globally generated line bundle on Z. Thus, it su�ces to show that the line bundle��Lb�
 ('���̀L�a1�)(a1Z`) is globally generated and '-ample for b� a1. (Indeed, if M isa globally generated, '-ample line bundle on Z, and N is an ample line bundle on Z`, thenM
'�N is ample on Z). Equivalently, it su�ces to show that ��Lc�
��L�
('���L��)(Z`)is globally generated and '-ample for c� 0. But we have by Proposition 2.2.6:
��L� 
 ('���̀L��)(Z`) = !�1Z (�@Z)
 '�(!Z`(@Z`))(Z`) = !�1Z 
 '�!Z` = !�1' = ��!�1f ;
where !' (resp. !f ) denotes the relative dualizing sheaf of the morphism ' (resp. f).Further, Lc� 
 !�1f is very ample on G=B for c� 0, as L� is ample. Thus, ��(Lc� 
 !�1f )is globally generated and '-ample. This completes the proof of the �rst assertion.The second assertion follows by recalling that the restriction of L� to Xw admits asection vanishing exactly on @Xw (Remark 1.4.6 2). Thus, ��L� admits a section vanishingexactly on @Z = Z1 [ � � � [ Z`.

Next we consider a regular dominant weight � and the corresponding very ample ho-mogeneous line bundle L�. This de�nes a projective embedding
X ! P(H0(X;L�)�) = P(V (�))

and, in turn, a subvariety ~X � V (�), invariant under the action of G� C�, where C� actsby scalar multiplication. We say that ~X is the a�ne cone over X associated with thisprojective embedding. Likewise, we have the a�ne cones ~Xw over Schubert varieties.
2.3.3 Corollary. For any regular dominant weight �, the a�ne cone over Xw in V (�)has rational singularities. In particular, Xw is projectively normal in its embedding intoP(V (�)).
Proof. Consider the total space Yw of the line bundle L�1� jXw . We have a proper morphism

� : Yw ! ~Xw
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which maps the zero section to the origin, and restricts to an isomorphism from the com-plement of the zero section to the complement of the origin. In particular, � is birational.Further, Yw has rational singularities, since it is locally isomorphic to Xw � C. Thus, itsu�ces to show that the natural map O ~Xw ! ��OYw is surjective, and Rj��OYw = 0 for
any j � 1. Since ~Xw is a�ne, this amounts to: the algebra H0(Yw;OYw) is generated by theimage of H0(�), and Hj(Yw;OYw) = 0 for j � 1. Further, since the projection f : Yw ! Xwis a�ne and satis�es

f�OYw = 1M
n=0L


n� = 1M
n=0Ln�;

we obtain
Hj(Yw;OYw) =

1M
n=0H

j(Xw; Ln�):
So Hj(Yw;OYw) = 0 for j � 1, by Theorem 2.3.1. To complete the proof, it su�ces toshow that the algebra L1n=0H0(Xw; Ln�) is generated by the image of H0(�). Using thesurjectivity of the restriction maps H0(Ln�) ! H0(Xw; Ln�) (Theorem 2.3.1 again), it isenough to consider the case where Xw = X. Now the multiplication map

H0(�)
n ! H0(n�); �1 
 � � � 
 �n 7! �1 � � ��n
is a non-zero morphism of G-modules. Since H0(n�) is simple, this morphism is surjective,which completes the proof.
Notes. In their full generality, the results of this section were obtained by many math-ematicians during the mid-eighties. Their most elegant proofs use reduction to positivecharacteristics and the techniques of Frobenius splitting, see [55], [62], [63].Here we have presented alternative proofs: for normality and rationality of singularities,we rely on an argument of Seshadri [65] simpli�ed in [8], which is also valid in arbitrarycharacteristics. For cohomology of line bundles, our approach (based on the Kawamata-Viehweg vanishing theorem) is a variant of that of Kumar; see [39].The construction of the Bott-Samelson varieties is due to : : : Bott and Samelson [4] inthe framework of compact Lie groups, and to Hansen [29] and Demazure [14] in our algebro-geometric setting. The original construction of Bott and Samelson is also presented in [18]with applications to the multiplication of Schubert classes.The line bundles on Bott-Samelson varieties have been studied by Lauritzen and Thom-sen in [45]; in particular, they determined the globally generated (resp. ample) line bundles.On the other hand, the description of the Picard group and divisor class group of Schubertvarieties is due to Mathieu in [53]; it extends readily to any Schubert variety Y in any 
agvariety X = G=P . One may also show that the boundary of Y is Cohen-Macaulay, see
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[8] Lemma 4. But a simple formula for the dualizing sheaf of Y is only known in the casewhere X is the full 
ag variety.An important open question is the explicit determination of the singular locus of aSchubert variety, and of the corresponding generic singularities (i.e., the singularities alongeach irreducible component of the singular locus). The book [1] by Billey and Lakshmibaiis a survey of this question, which was recently solved (independently and simultaneously)by several mathematicians in the case of the general linear group; see [2], [13], [33], [50],[51]. The generic singularities of Richardson varieties are also worth investigating.
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3 The diagonal of a 
ag variety
Let X = G=B be the full 
ag variety and denote by diag(X) the diagonal in X � X. Inthis section, we construct a degeneration of diag(X) in X �X to the union of all productsXw �Xw, where the Xw (resp. Xw) are the Schubert (resp. opposite Schubert) varieties.Speci�cally, we construct a subvariety X � X � X � P1 such that the �ber of theprojection � : X ! P1 at any t 6= 0 is isomorphic to diag(X), and we show that the �berat 0 (resp.1) is the union of all Xw�Xw (resp. Xw�Xw). For this, we use the normalityof X which is deduced from a general normality criterion for varieties with group actions,obtained in turn by adapting the argument for the normality of Schubert varieties.Then we turn to applications to the Grothendieck ring K(X). After a brief presentationof the de�nition and main properties of Grothendieck rings, we obtain two additive basesof K(X) which are dual for the bilinear pairing given by the Euler characteristic of theproduct. Further applications will be given in Section 4.
3.1 A degeneration of the diagonal
We begin by determining the cohomology class of diag(X) in X �X, where X is the full
ag variety.
3.1.1 Lemma. We have [diag(X)] =Pw2W [Xw �Xw] in H�(X �X).
Proof. By the results in Subsection 1.3 and the K�unneth isomorphism, a basis for theabelian group H�(X �X) consists of the classes [Xw �Xv], where v; w 2W . Further, thedual basis (with respect to the Poincar�e duality pairing) consists of the [Xw �Xv]. Thus,we may write

[diag(X)] = X
v;w2W awv [Xw �Xv];

where the coe�cients awv are given by
awv = h[diag(X)]; [Xw �Xv]i:

Further, since Xw meets Xv properly along Xwv with intersection multiplicity 1, it fol-lows that diag(X) meets Xw � Xv properly along diag(Xwv ) in X � X with intersectionmultiplicity 1. This yields
[diag(X)] [ [Xw �Xv] = [diag(Xvw)]:

And since dim(Xwv ) = 0 if and only if v = w, we see that awv equals 1 if v = w, and 0otherwise.
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This formula suggests the existence of a degeneration of diag(X) to Sw2W Xw � Xw.We now construct such a degeneration. The idea is to move diag(X) in X�X by a generalone-parameter subgroup of the torus T acting on X �X via its action on the second copy,and to take limits.Speci�cally, let � : C� ! T; t 7! (ta1 ; : : : ; tan)
where a1; : : : ; an are integers satisfying a1 > � � � > an. De�ne X to be the closure inX �X � P1 of the subset

f(x; �(t)x; t) j x 2 X; t 2 C�g � X �X � C�:
Then X is a projective variety, and the �bers of the projection � : X ! P1 may beidenti�ed with closed subschemes of X � X. Further, the �ber ��1(1) equals diag(X).In fact, ��1(C�) is identi�ed with diag(X) � C� via (x; y; t) 7! (x; �(t�1)x; t), and thisidenti�es the restriction of � with the projection diag(X)� C� ! C�.
3.1.2 Theorem. We have equalities of subschemes of X �X:

��1(0) = [
w2W Xw �Xw and ��1(1) = [

w2W Xw �Xw:
Proof. By symmetry, it su�ces to prove the �rst equality. We begin by showing the in-clusion Sw2W Xw �Xw � ��1(0). Equivalently, we claim that Cw � Cw � ��1(0) for allw 2W .For this, we analyze the structure of X�X in a neighborhood of the base point (Fw; Fw)of Cw � Cw (recall that Fw denotes the image under w of the standard 
ag F ). ByProposition 1.3.5, wC id is a T -invariant open neighborhood of Fw in X, isomorphic towU�w�1. Further, Cw = UFw �= (wU�w�1 \U)Fw is identi�ed via this isomorphism withthe subgroup wU�w�1 \ U . Likewise, Cw is identi�ed with the subgroup wU�w�1 \ U�,and the product map in the group wU�w�1

(wU�w�1 \ U)� (wU�w�1 \ U�)! wU�w�1
is an isomorphism. Further, each factor is isomorphic to an a�ne space.The group C� acts on wU�w�1 via its homomorphism t 7! (ta1 ; : : : ; tan) to T and theaction of T on wU�w�1 by conjugation. In fact, this action is linear, and hence wU�w�1decomposes into a direct sum of weight subspaces. Using the assumption that a1 > � � � > an,one checks that the sum of all positive weight subspaces is wU�w�1 \ U = Cw; likewise,the sum of all negative weight subspaces is Cw. In other words,

Cw = fx 2 wU�w�1 j limt!0�(t)x = idg; Cw = fy 2 wU�w�1 j limt!1�(t)y = idg:
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Now identify our neighborhood wC id � wC id with Cw � Cw � Cw � Cw. Take arbitraryx 2 Cw and y 2 Cw, then
(x; �(t)�1y; �(t)x; y)! (x; id; id; y) as t! 0:

By the de�nition of X , it follows that ��1(0) contains the point (x; id; id; y), identi�ed with(x; y) 2 X �X. This proves the claim.From this claim, it follows that ��1(0) contains Sw2W Xw �Xw (as schemes). On theother hand, the cohomology class of ��1(0) equals that of ��1(1), i.e., Pw2W [Xw � Xw]by Lemma 3.1.1. Further, the cohomology class of any non-empty subvariety of X �X isa positive integer combination of classes [Xw � Xv] by Proposition 1.3.6. It follows thatthe irreducible components of ��1(0) are exactly the Xw�Xw, and that the correspondingmultiplicities are all 1. Thus, the scheme ��1(0) is generically reduced.To complete the proof, it su�ces to show that ��1(0) is reduced. Since � may beregarded as a regular function on X , it su�ces in turn to show that X is normal. In thenext subsection, this will be deduced from a general normality criterion for varieties withgroup action.
To apply Theorem 3.1.2, we will also need to analyze the structure sheaf of the special�ber ��1(0). This is the content of the following statement.

3.1.3 Proposition. The sheaf O��1(0) admits a �ltration with associated graded
M
w2W OXw 
OXw(�@Xw):

Proof. We may index the �nite partially ordered set W = fw1; : : : ; wNg so that i � jwhenever wi � wj (then wN = wo). Put
Zi := Xwi �Xwi and Z�i := [j�iZj ;

where 1 � i � N . Then Z�1 = ��1(0) and Z�N = Xwo �Xwo = X � fwoFg. Further, theZ�i form a decreasing �ltration of ��1(0). This yields exact sequences
0! Ii ! OZ�i ! OZ�i+1 ! 0;

where Ii denotes the ideal sheaf of Z�i+1 in Z�i. In turn, these exact sequences yieldan increasing �ltration of the sheaf O��1(0) with associated graded Li Ii. Since Z�i =Z�i+1 [ Zi, we may identify Ii with the ideal sheaf of Zi \ Z�i+1 in Zi = Xwi �Xwi . Tocomplete the proof, it su�ces to show that
Zi \ Z�i+1 = Xwi � @Xwi :

34



We �rst check the inclusion \�". Note that Zi \ Z�i+1 is invariant under B � B�, andhence is a union of products Xu � Xv for certain u; v 2 W . We must have u � wi � v(since Xu�Xv � Zi) and wi 6= v (since Xu�Xv � Z�i+1). Thus, Xu�Xv � Xwi�@Xwi .To check the opposite inclusion, note that if Xv � @Xwi then v > wi, so that v = wj withj > i. Thus, Xwi �Xv � Xwj �Xwj � Z�i+1.
3.2 A normality criterion
Let G be a connected linear algebraic group acting on an algebraic variety Z. Let Y � Zbe a subvariety, invariant under the action of a Borel subgroup B � G, and let P � B be aparabolic subgroup of G. Then, as in Subsection 2.1, we may de�ne the \induced" varietyP �B Y . It is equipped with a P -action and with P -equivariant maps � : P �B Y ! Z(a proper morphism with image PY ), and f : P �B Y ! P=B (a locally trivial �brationwith �ber Y ). If, in addition, P is a minimal parabolic subgroup (i.e., P=B �= P1), and ifPY 6= Y , then dim(PY ) = dim(Y ) + 1, and the morphism � is generically �nite over itsimage PY .We say that Y is multiplicity-free if it satis�es the following conditions:(i) GY = Z.(ii) Either Y = Z, or Z contains no G-orbit.(iii) For all minimal parabolic subgroups P � B such that PY 6= Y , the morphism � :P �B Y ! PY is birational, and the variety PY is multiplicity-free.(This de�nes indeed the class of multiplicity-free subvarieties by induction on the codi-mension, starting with Z).For example, Schubert varieties are multiplicity-free. Further, the proof of their nor-mality given in Subsection 2.1 readily adapts to show the following
3.2.1 Theorem. Let Y be a B-invariant subvariety of a G-variety Z. If Z is normal andY is multiplicity-free, then Y is normal.

Next we obtain a criterion for multiplicity-freeness of any B-stable subvariety of Z := G,where G acts by left multiplication. Note that the B-stable subvarieties Y � G correspondto the subvarieties V of the full 
ag variety G=B, by taking V := fg�1B j g 2 Y g.
3.2.2 Lemma. With the preceding notation, Y is multiplicity-free if and only if [V ] is amultiplicity-free combination of Schubert classes, i.e., the coe�cients of [V ] in the basisf[Xw]g are either 0 or 1. Equivalently, h[V ]; [Xw]i � 1 for all w.
Proof. Clearly, Y satis�es conditions (i) and (ii) of multiplicity-freeness. For condition (iii),consider a minimal parabolic subgroup P � B and the natural map f : G=B ! G=P . Thenthe subvariety of G associated with f�1f(V ) is PY . As a consequence, PY 6= Y if and onlyif the restriction f jV : V ! f(V ) is generically �nite. Further, the �bers of f jV may be
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identi�ed with those of the natural map � : P �B Y ! PY ; in particular, both morphismshave the same degree d. Note that d = 1 if and only if � (or, equivalently, f jV ) is birational.Let Xw � G=B be a Schubert variety of positive dimension. We may write Xw =P1 � � �P`=B, where (P1; : : : ; P`) is a sequence of minimal parabolic subgroups, and ` =dim(Xw). Put P := P` and Xv := P1 � � �P`�1=B. Then Xw = f�1f(Xw), and the re-striction Xv ! f(Xv) = f(Xw) is birational. We thus obtain the equalities of intersectionnumbers
h[V ]; [Xw]iG=B = h[V ]; f�1[f(Xw)]iG=B = hf�[V ]; [f(Xw)]iG=P

= d h[f(V )]; [f(Xw)]iG=P = d h[f�1f(V ); [Xv]iG=B;
as follows from the projection formula and from the equalities f�[V ] = d [f(V )], f�[Xv] =[f(Xv)] = [f(Xw)]. From these equalities, it follows that [V ] is a multiplicity-free combina-tion of Schubert classes if and only if: d = 1 and [f�1f(V )] is a multiplicity-free combinationof Schubert classes, for any minimal parabolic subgroup P such that PY 6= Y . Now theproof is completed by induction on codimG=B(V ) = codimG(Y ).

We may now complete the proof of Theorem 3.1.2 by showing that X is normal. Consider�rst the group G�G, the Borel subgroup B�B, and the variety Z := G�G, where G�Gacts by left multiplication. Then the subvariety Y := (B � B) diag(G) is multiplicity-free.(Indeed, Y corresponds to the variety V = diag(X) � X�X, where X = G=B. By Lemma3.1.1, the coe�cients of [diag(X)] in the basis of Schubert classes are either 0 or 1, so thatLemma 3.2.2 applies.)Next consider the same group G � G and take Z := G � G � P1, where G � G actsvia left multiplication on the factor G�G. Let Y be the preimage in Z of the subvarietyX � X�X�P1 under the natural map G�G�P1 ! X�X�P1 (a locally trivial �bration).Clearly, Y satis�es conditions (i), (ii) of multiplicity-freeness. Further, condition (iii) followsfrom the fact that Y contains an open subset isomorphic to (B�B) diag(G)�C�, togetherwith the multiplicity-freeness of (B�B) diag(G). Since Z is nonsingular, it follows that Yis normal by Theorem 3.2.1. Hence, X is normal as well.
3.3 The Grothendieck group
For any scheme X, the Grothendieck group of coherent sheaves on X is the abelian groupK0(X) generated by symbols [F ], where F is a coherent sheaf on X, subject to the relations[F ] = [F1]+[F2] whenever there exists an exact sequence of sheaves 0! F1 ! F ! F2 ! 0.(In particular, [F ] only depends on the isomorphism class of F .) For example, any closedsubscheme Y � X yields a class [OY ] in K(X).Likewise, we have the Grothendieck group K0(X) of vector bundles on X, generated bysymbols [E], where E is a vector bundle on X, subject to the relations [E] = [E1] + [E2]whenever there exists an exact sequence of vector bundles 0 ! E1 ! E ! E2 ! 0. The
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tensor product of vector bundles yields a commutative, associative multiplication law onK0(X) denoted by (�; �) 7! � � �. With this multiplication, K0(X) is a commutative ring,the identity element being the class of the trivial bundle of rank 1.The duality of vector bundles E 7! E_ is compatible with the de�ning relations ofK0(X). Thus, it yields a map K0(X) ! K0(X), � 7! �_, which is an involution of thering K0(X): the duality involution.By associating with each vector bundle E its (locally free) sheaf of sections E , we obtaina map ' : K0(X)! K0(X):
More generally, since tensoring with a locally free sheaf is exact, the ring K0(X) acts onK0(X) via [E] � [F ] := [E 
OX F ];
where E is a vector bundle on X with sheaf of sections E , and F is a coherent sheaf on X.This makes K0(X) a module over K0(X); further, '(�) = � � [OX ] for any � 2 K0(X).If Y is another scheme, then the external tensor product of sheaves (resp. vector bundles)yields product maps K0(X) � K0(Y ) ! K0(X � Y ), K0(X) � K0(Y ) ! K0(X � Y ),compatible with the corresponding maps '. We will denote both product maps by (�; �) 7!�� �.If X is a nonsingular variety, then ' is an isomorphism. In this case, we identify K0(X)with K0(X), and we denote this ring by K(X), the Grothendieck ring of X. For anycoherent sheaves F , G on X, we have

[F ] � [G] =Xj (�1)j [TorXj (F ;G)]:

(This formula makes sense because the sheaves TorXj (F ;G) are coherent, and vanish forj > dim(X)). In particular, [F ] � [G] = 0 if the sheaves F and G have disjoint supports.Further,
[F ]_ =Xj (�1)j [ExtjX(F ;OX)]:

In particular, if Y is an equidimensional Cohen-Macaulay subscheme of X, then
[OY ]_ = (�1)c [ExtcX(OY ;OX)] = (�1)c [!Y=X ] = (�1)c [!Y ] � [!X ]_;

where c denotes the codimension of Y , and !Y=X := !Y 
!�1X denotes the relative dualizingsheaf of Y in X.Returning to an arbitrary scheme X, any morphism of schemes f : X ! Y yields apull-back map f� : K0(Y )! K0(X); [E] 7! [f�E]:
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If, in addition, f is 
at, then it de�nes similarly a pull-back map f� : K0(Y )! K0(X).On the other hand, any proper morphism f : X ! Y yields a push-forward map
f� : K0(X)! K0(Y ); [F ] 7!Xj (�1)j [Rjf�(F)]:

As above, this formula makes sense as the higer direct images Rjf�(F) are coherent sheaveson Y , which vanish for j > dim(X). Moreover, we have the projection formula
f�((f��) � �) = � � f��

for all � 2 K0(Y ) and � 2 K0(X).In particular, if X is complete then we obtain a map
� : K0(X)! Z; [F ] 7! �(F) =Xj (�1)j hj(F);

where hj(F) denotes the dimension of the j-th cohomology group of F , and � stands forthe Euler-Poincar�e characteristic.We will repeatedly use the following result of \homotopy invariance" in the Grothendieckgroup.
3.3.1 Lemma. Let X be a variety and let X be a subvariety of X � P1 with projections� : X ! P1 and p : X ! X. Then the class [Op(��1(z))] 2 K0(X) is independent of z 2 P1,if � is dominant.
Proof. The exact sequence 0 ! OP1(�1) ! OP1 ! Oz ! 0 of sheaves on P1 shows thatthe class [Oz] 2 K0(P1) is independent of z. Since � is 
at, it follows that the class��[Oz] = [O��1(z)] 2 K0(X ) is also independent of z, and the same holds for p�[O��1(z)] 2K0(X) since p is proper. But p�[O��1(z)] = [Op(��1(z))], since p restricts to an isomorphism��1(z)! p(��1(z)).

Finally, we present a relation of K0(X) to the Chow group A�(X) of rational equiva-lence classes of algebraic cycles on X (graded by the dimension), see [22] Example 15.1.5.De�ne the topological �ltration on K0(X) by letting FjK0(X) to be the subgroup gen-erated by coherent sheaves whose support has dimension at most j. Let GrK0(X) bethe associated graded group. Then assigning to any subvariety Y � X the class [OY ]passes to rational equivalence (as follows from Lemma 3.3.1) and hence de�nes a mor-phism A�(X)! GrK0(X) of graded abelian groups. This morphism is surjective ; it is anisomorphism over the rationals if, in addition, X is nonsingular (see [22] Example 15.2.16).
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3.4 The Grothendieck group of the 
ag variety
The Chow group of the full 
ag variety X is isomorphic to its cohomology group and, inparticular, is torsion-free. It follows that the associated graded of the Grothendieck group(for the topological �ltration) is isomorphic to the cohomology group; this isomorphismmaps the image of the structure sheaf OY of any subvariety, to the cohomology class [Y ].Thus, the following result may be viewed as a re�nement in K(X � X) of the equality[diag(X)] =Pw2W [Xw �Xw] in H�(X �X).
3.4.1 Theorem. (i) In K(X �X) holds

[Odiag(X)] = X
w2W [OXw ]� [OXw(�@Xw)]:

(ii) The bilinear map
K(X)�K(X)! Z; (�; �) 7! �(� � �)

is a nondegenerate pairing. Further, f[OXw ]g, f[OXw(�@Xw)]g are bases of the abeliangroup K(X), dual for this pairing.
Proof. (i) By Theorem 3.1.2 and Lemma 3.3.1, we have [Odiag(X)] = [OSw2W Xw�Xw ]. Fur-ther, [OSw2W Xw�Xw ] =Pw2W [OXw ]� [OXw(�@Xw)] by Proposition 3.1.3.(ii) Let p1; p2 : X � X ! X be the projections. Let E be a locally free sheaf on X.Then we have by (i):
[Ejdiag(X)] = [p�2E ] � [Odiag(X)]

= X
w2W [p�2E ] � [p�1OXw 
 p�2OXw(�@Xw)] = X

w2W [p�1OXw 
 p�2EjXw(�@Xw)]:
Applying (p1)� to both sides and using the projection formula yields

[E ] = X
w2W �(EjXw(�@Xw)) [OXw ]:

Since the group K(X) is generated by classes of locally free sheaves, it follows that
� = X

w2W �(� � [OXw(�@Xw)]) [OXw ]
for all � 2 K(X). Thus, the classes [OXw ] generate the group K(X).To complete the proof, it su�ces to show that these classes are linearly independent. IfPw2W nw [OXw ] = 0 is a non-trivial relation in K(X), then we may choose v 2W maximal
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such that nv 6= 0. Now a product [OXw ] � [OXv ] is non-zero only if Xw \Xv is non-empty,i.e., v � w. Thus, we have by maximality of v:
0 = X

w2W nw[OXw ] � [OXv ] = nv[OXv ] � [OXv ]:
Further, we have [OXv ] � [OXv ] = [OvF ]. (Indeed, Xv and Xv meet transversally at theunique point vF ; see Lemma 4.1.1 below for a more general result). Further, [OvF ] isnon-zero since �(OvF ) = 1; a contradiction.

We put for simplicity
Ow := [OXw ] and Iw := [OXw(�@Xw)]:

The Ow are the Schubert classes in K(X). Further, Iw = [OXw ] � [O@Xw ] by the exactsequence 0 ! OXw(�@Xw) ! OXw ! O@Xw ! 0. We will express the Iw in terms of theOw, and vice versa, in Proposition 4.3.2 below.De�ne likewise Ow := [OXw ] and Iw := [OXw(�@Xw)]:
In other words, Ow = [Ow0Xw0w ] and Iw = [Ow0Xw0w(�w0@Xw0w)]. But [OgY ] = [OY ] forany g 2 G and any subvariety Y � X. Indeed, this follows from Lemma 3.3.1 together withthe existence of a connected chain of rational curves in G joining g to id (since the groupG is generated by images of algebraic group homomorphisms C! G and C� ! G). Thus,

Ow = Ow0w and Iw = Iw0w:
Now Theorem 3.4.1(ii) yields the equalities

� = X
w2W �(� � Iw) Ow = X

w2W �(� � Ow) Iw;
for any � 2 K(X).
3.4.2 Remarks. 1) Theorem 3.4.1 and the isomorphism GrK(X) �= H�(X) imply thatthe classes Ow (w 2 W , `(w) � j) form a basis of FjK(X); another basis of this groupconsists of the Iw (w 2W , `(w) � j).
2) All results of this section extend to an arbitrary 
ag variety G=P by replacing W withthe set WP of minimal representatives.
3.4.3 Examples. 1) Consider the case where X is the projective space Pn. Then theSchubert varieties are the linear subspaces Pj , 0 � j � n, and the corresponding oppositeSchubert varieties are the Pn�j . Further, @Pj = Pj�1 so that

[OPj (�@Pj)] = [OPj ]� [OPj�1 ] = [OPj (�1)]:
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Thus, f[OPj ]g is a basis of K(Pn) with dual basis f[OPn�j (�1)]g.The group K(Pn) may be described more concretely in terms of polynomials, as follows.For each coherent sheaf F on Pn, the function Z! Z, k 7! �(F(k)) is polynomial of degreeequal to the dimension of the support of F ; this de�nes the Hilbert polynomial PF (t) 2 Q[t].Clearly, PF (t) = PF1(t) + PF2(t) for any exact sequence 0 ! F1 ! F ! F2 ! 0. Thus,the Hilbert polynomial yields an additive map
P : K(Pn�1)! Q[t]; [F ] 7! PF (t):

Since �(OPj (k)) = �k+jj �, it follows that P maps the basis f[OPj ]g to the linearly in-
dependent polynomials f�t+jj �g. Thus, P identi�es K(Pn�1) with the additive group ofpolynomials of degree � n in one variable which take integral values at all integers. Notethat P takes non-zero values at classes of non-trivial sheaves.
2) More generally, consider the case where X is a Grassmannian. Let L be the amplegenerator of Pic(X), then the boundary of each Schubert variety XI (regarded as a reducedWeil divisor on XI) is the divisor of the section pI of LjXI ; see Remark 1.4.6.3. Thus, wehave an exact sequence 0! L�1jXI ! OXI ! O@XI ! 0;
where the map on the left is the multiplication by pI . It follows that

[OXI (�@XI)] = [L�1jXI ]:
Thus, the dual basis of the basis of Schubert classes fOXI := OIg is the basis f[L�1] � OIg.
Notes. The cohomology class of the diagonal is discussed in [23] Appendix G, in a relativesituation which yields a generalization of Lemma 3.1.1.Our degeneration of the diagonal of a 
ag variety was �rst constructed in [5], by usingcanonical compacti�cations of adjoint semisimple groups; see [7] for further developmentsrealizing these compacti�cations as irreducible components of Hilbert schemes. The directconstruction of 3.1 follows [9] with some simpli�cations. In [loc.cit.], this degeneration wascombined with vanishing theorems for unions of Richardson varieties, to obtain a geometricapproach to standard monomial theory. Conversely, this theory also yields the degenerationof the diagonal presented here, see [41].The normality criterion in 3.2 appears �rst in [8]. It is also proved there that a B-invariant multiplicity-free subvariety Y of a G-variety Z is normal and Cohen-Macaulay(resp. has rational singularities), if Y is normal and Cohen-Macaulay (resp. has rationalsingularities). This yields an alternative proof for the rationality of singularities of Schubertvarieties.The exposition in 3.3 is based on [3] regarding fundamental results on the Grothendieckring K(X), where X is any nonsingular variety, and on [22] regarding the relation of this
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ring to intersection theory on X. The reader will �nd another overview of K-theory in [11]together with several developments concerning degeneracy loci. In particular, a combina-torial expression for the structure constants of the Grothendieck ring of Grassmannians ispresented there, after [10]. This yields another proof of the result in Example 3.4.3(ii); seethe proof of Corollary 1 in [11].The dual bases of the K-theory of the 
ag manifold presented in 3.4 appear in [43]for the variety of complete 
ags. In the general framework of T -equivariant K-theory of
ag varieties, they were constructed by Kostant and Kumar [38]. In fact, our approach�ts into this framework. Indeed, T acts on X � X � P1 via t(x; y; z) = (tx; ty; z). Thisaction commutes with the C�-action via � and leaves X invariant; clearly, the morphism� : X ! P1 is T -invariant as well. Thus, � is a degeneration of T -varieties. Further, the�ltration of O��1(0) constructed in Proposition 3.1.3 is also T -invariant. So Theorem 3.4.1extends readily to the T -equivariant Grothendieck group.The idea of determining the (equivariant) class of a subvariety by an (equivariant) de-generation to a union of simpler subvarieties plays an essential role in the articles of Graham[25] on the structure constants of the equivariant cohomology ring of 
ag varieties, and ofKnutson and Miller [36] on Schubert polynomials. These polynomials are special represen-tatives of Schubert classes in the cohomology ring of the variety of complete 
ags. Theywere introduced by Lascoux and Sch�utzenberger [42], [44] and given geometric interpreta-tions in [24], [36]. Likewise, the Grothendieck polynomials are special representatives ofSchubert classes in the Grothendieck ring of the complete 
ag variety, see [43] and [11].It would be very interesting to have further examples of varieties with a torus ac-tion, where the diagonal admits an equivariant degeneration to a reduced union of prod-ucts of subvarieties. The Bott-Samelson varieties should provide such examples; theirT -equivariant Grothendieck ring has been described by Willems [69] with applications toequivariant Schubert calculus that generalize results of Duan [17].
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4 Positivity in the Grothendieck group of the 
ag variety
Let Y be a subvariety of the full 
ag variety X = G=B. By the results of Section 3, wemay write in the Grothendieck group K(X):

[OY ] = X
w2W cw(Y ) Ow;

where the Ow = [OXw ] are the Schubert classes. Further, cw(Y ) = 0 unless dim(Y ) �dim(Xw) = `(w), and we have in the cohomology group H�(X):
[Y ] = X

w2W; `(w)=dim(Y ) c
w(Y ) [Xw]:

By Proposition 1.3.6, it follows that cw(Y ) = #(Y \ gXw) for general g 2 G, if `(w) =dim(Y ); in particular, cw(Y ) � 0 in this case.One may ask for the signs of the integers cw(Y ), where w is arbitrary. In this section,we show that these signs are alternating, i.e.,
(�1)dim(Y )�`(w)cw(Y ) � 0;

whenever Y has rational singularities (but not for arbitrary Y , see Remark 4.1.4.2).We also show that the Richardson varieties have rational singularities, and we generalizeto these varieties the results of Section 2 for cohomology groups of homogeneous line bundleson Schubert varieties. From this, we deduce that the structure constants of the ring K(X)in its basis of Schubert classes have alternating signs as well, and we present several relatedpositivity results.Finally, we obtain a version in K(X) of the Chevalley formula, that is, we decomposethe product [L�] �Ow in the basis of Schubert classes, where � is any dominant weight, andXw is any Schubert variety.
4.1 The class of a subvariety
In this subsection, we sketch a proof of the alternation of signs for the coe�cients cw(Y ).By Theorem 3.4.1, we have

cw(Y ) = �([OY ] � [OXw(�@Xw)]) = �([OY ] � [OXw ])� �([OY ] � [O@Xw ]):
Our �rst aim is to obtain a more tractable formula for cw(Y ). For this, we need the followingversion of a lemma of Fulton and Pragacz (see [23] p. 108).
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4.1.1 Lemma. Let Y , Z be equidimensional Cohen-Macaulay subschemes of a nonsingularvariety X. If Y meets Z properly in X, then the scheme-theoretic intersection Y \ Z isequidimensional and Cohen-Macaulay, of dimension dim(Y ) + dim(Z)� dim(X). Further,
TorXi (OY ;OZ) = 0 = TorXi (!Y ; !Z)

for any j � 1, and !Y \Z = !Y 
 !Z 
 !�1X .Thus, we have in K(X):
[OY \Z ] = [OY ] � [OZ ] and [!Y \Z ] = [!Y ] � [!Z ] � [!�1X ]:

We also need another variant of Kleiman's transversality theorem (Lemma 1.3.1):
4.1.2 Lemma. Let Y be a Cohen-Macaulay subscheme of the 
ag variety X and let w 2W .Then Y meets properly gXw for general g 2 G; further, Y \ gXw is equidimensional andCohen-Macaulay.If, in addition, Y is a variety with rational singularities, then Y \ gXw is a disjointunion of varieties with rational singularities (again, for general g 2 G).

We refer to [8] p. 142{144 for the proof of these results. Together with the fact that theboundary of any Schubert variety is Cohen-Macaulay (Corollary 2.2.7), they imply that
cw(Y ) = �(OY \gXw)� �(OY \g@Xw)

= �(OY \gXw(�Y \ g@Xw)) =
dim(Y \gXw)X

j=0 (�1)j hj(OY \gXw(�Y \ g@Xw)):

Further, dim(Y \ gXw) = dim(Y ) + dim(Xw) � dim(X) = dim(Y ) � `(w). Thus, theassertion on the sign of cw(Y ) will result from the following vanishing theorem, which holdsin fact for any partial 
ag variety X.
4.1.3 Theorem. Let Y � X be a subvariety with rational singularities and let Z � X bea Schubert variety. Then we have for general g 2 G:

Hj(Y \ gZ;OY \gZ(�Y \ g@Z)) = 0 whenever j < dim(Y ) + dim(Z)� dim(X):
Proof. First we present the argument in the simplest case, where X = Pn and Y is nonsin-gular. Then Z = Pj and OZ(�@Z) = OPj (�1), see Example 3.4.3.1. Thus, Y \ gZ =: V isa general linear section of Y . By Bertini's theorem, V is nonsingular (and irreducible if itsdimension is positive). Further, OY \gZ(�Y \ g@Z) = OV (�1). Thus, we are reduced toshowing the vanishing of Hj(V;O(�1)) for j < dim(V ), where V is a nonsingular subvarietyof Pn. But this follows from the Kodaira vanishing theorem.
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Next we consider the case where X is a Grassmannian, and Y is allowed to have rationalsingularities. Let L be the ample generator of Pic(X) and recall that OZ(�@Z) = L�1jZ . Itfollows that OY \gZ(�Y \ g@Z) = L�1jY \gZ . Further, by Lemma 4.1.2, Y \ gZ is a disjointunion of varieties with rational singularities, of dimension dim(Y )+dim(Z)�dim(X). Thus,it su�ces to show that Hj(V;L�1) = 0 whenever V is a variety with rational singularities,L is an ample line bundle on V , and j < dim(V ). Let � : ~V ! V be a desingularizationand put ~L := ��L. Since Ri��O ~V = 0 for any i � 1, we obtain isomorphisms Hj(V;L�1) �=Hj( ~V ; ~L�1) for all j. Thus, the Grauert-Riemenschneider theorem (see [19] Corollary 5.6)yields the desired vanishing.The proof for arbitrary 
ag varieties goes along similar lines, but is much more techni-cal. Like in the proof of Theorem 2.3.1, one applies the Kawamata-Viehweg theorem to adesingularization of Y \ gZ; see [8] p. 153{156 for details.
4.1.4 Remarks. 1) As a consequence of Theorem 4.1.3, we have

cw(Y ) = (�1)dim(Y )�`(w) hdim(Y )�`(w)(OY \gXw(�Y \ g@Xw)):
By using Serre duality on Y \ gXw, it follows that

cw(Y ) = (�1)dim(Y )�`(w) h0(Y \ gXw; L� 
 !Y ):
2) The property of alternation of signs for the coe�cients of [OY ] on Schubert varietiesfails for certain (highly singular) subvarieties Y of a 
ag variety X. Indeed, there existsurfaces Y � X = P4 such that the coe�cient of [OY ] on [Ox] (where x is any point of P4)is arbitrarily negative.Speci�cally, let d � 3 be an integer and let C be the image of the morphism P1 ! P3,(x; y) 7! (xd; xd�1y; xyd�1; yd) (a closed immersion). Then C is a nonsingular rational curveof degree d in P3. Regarding C as a curve in P4 � P3, choose x 2 P4 n P3 and denote byY � P4 the projective cone over C with vertex x, that is, the union of all projective linescontaining x and meeting C. Then Y is a surface, so that we have by Example 3.4.3.1:

[OY ] = c2(Y ) [OP2 ] + c1(Y ) [OP1 ] + c0(Y ) [Ox]:
We claim that c0(Y ) � 3� d.To see this, �rst notice that c0(Y ) = �(OY (�1)), as �(OPj (�1)) = 0 for all j � 1.Thus, c0(Y ) = �(OY )� �(OY \P3) = �(OY )� �(OC) = �(OY )� 1:
To compute �(OY ), consider the desingularization � : Z ! Y , where Z is the total spaceof the projective line bundle P(OC �OC(�1)) on C (that is, the blow-up of x in Y ). Thenwe have an exact sequence 0! OY ! ��OZ ! F ! 0;
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where the sheaf F is supported at x. Further, Ri��OZ = 0 for all i � 1. (Indeed, sincethe a�ne cone Y0 := Y n C is an a�ne neighborhood of x in Y , it su�ces to show thatH i(Z0;OZ0) = 0 for i � 1, where Z0 := ��1(Y0). Now Z0 is the total space of the linebundle OC(�1) �= OP1(�d) on C �= P1, whence
H i(Z0;OZ0) �=

1M
n=0H

i(P1;OP1(nd))
for any i � 0.) Thus, we obtain �(OY ) = �(OZ) � �(F) = 1 � h0(F), so that c0(Y ) =�h0(F). Further, F may be identi�ed with the quotient (��OZ0)=OY0 . Since Y0 � C4
is the a�ne cone over C � P3, this quotient is a graded vector space with component ofdegree 1 being H0(OP1(d))=H0(OP3(1)), of dimension d � 3. Thus, h0(F) � d � 3. Thiscompletes the proof of the claim.On the other hand, for any surface Y � Pn, the coe�cient c2(Y ) is the degree of Y , apositive integer. Further, one checks that

c1(Y ) = �(OY (�1))� �(OY (�2)) = �(OY \Pn�1(�1)) = �h1(OY \Pn�1(�1))
for any hyperplane Pn�1 which does not contain Y . Thus, c1(Y ) � 0.Likewise, one may check that the property of alternation of signs holds for any curve inany 
ag variety. In other words, the preceding counterexample has the smallest dimension.
4.2 More on Richardson varieties
We begin with a vanishing theorem for these varieties that generalizes Theorem 2.3.1. Letv, w in W such that v � w and let Xvw be the corresponding Richardson variety. Then Xvwhas two kinds of boundaries, namely

(@Xw)v := (@Xw) \Xv and (@Xv)w := (@Xv) \Xw;
where @Xv = Xv n Cv = Su>vXu denotes the boundary of the opposite Schubert varietyXv. De�ne the total boundary by

@Xvw := (@Xw)v [ (@Xv)w;
this is a closed subset of pure codimension 1 in Xvw. We may now state
4.2.1 Theorem. (i) The Richardson variety Xvw has rational singularities, and its dualizingsheaf equals OXvw(�@Xvw). Further, we have in K(X):

[OXvw ] = Ow � Ov = Ow � Owov:
(ii) Hj(Xvw; L�) = 0 for any j � 1 and any dominant weight �.(iii) Hj(Xvw; L�(�(@Xv)w)) = 0 for any j � 1 and any dominant weight �.(iv) Hj(Xvw; L�(�@Xvw)) = 0 for any j � 1 and any regular dominant weight �.

46



Proof. (i) follows from the rationality of singularities of Schubert varieties and the structureof their dualizing sheaves, together with Lemmas 4.1.1 and 4.1.2.(ii) We adapt the proof of Theorem 2.3.1 to this setting. Choose a reduced decomposi-tion w of w and let Zw be the associated Bott-Samelson variety with morphism
�w : Zw ! Xw:

Likewise, a reduced decomposition v of v yields an opposite Bott-Samelson variety Zv(de�ned via the opposite Borel subgroup B� and the corresponding minimal parabolicsubgroups) together with a morphism
�v : Zv ! Xv:

Now consider the �bered product
Z = Zvw := Zw �X Zv

with projection � = �vw : Zvw ! Xw \Xv = Xvw. Using Kleiman's transversality theorem,one checks that Zvw is a nonsingular variety and � is a desingularization of Xvw. Let @Z bethe union of the boundaries
(@Zw)v := @Zw �X Zv; (@Zv)w := Zw �X @Zv:

This is a union of irreducible nonsingular divisors intersecting transversally, and one checksthat !Z �= OZ(�@Z).Since Xvw has rational singularities, it su�ces to show that Hj(Z; ��L�) = 0 for j � 1.By Lemma 2.3.2 and the fact that Z is a subvariety of Zw � Zv, the boundary @Z is thesupport of an e�ective ample divisor E on Z. Applying the Kawamata-Viehweg theoremwith D := N@Z � E, where N is a large integer, and L := (��L�)(@Z), we obtain thedesired vanishing as in the proof of Theorem 2.3.1.(iii) is checked similarly : let now E be the pull-back on Z of an e�ective ample divisoron Zw with support @Zw. Let N be a large integer, and put L := (��L�)((@Zw)v). Thenthe assumptions of the Kawamata-Viehweg theorem are still veri�ed, since the projectionZ ! Zw is generically injective. Thus, we obtain
Hj(Z; (��L�)(�(@Zv)w)) = 0 for j � 1:

This implies in turn that
Rj��OZ(�(@Zv)w) = 0 for j � 1:

Together with the isomorphism
��OZ(�(@Zv)w) = OXvw(�(@Xv)w)
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and a Leray spectral sequence argument, this completes the proof.Likewise, (iv) follows from the vanishing of Hj(Z; (��L�)
 !Z) for j � 1. In turn, thisis a consequence of the Grauert-Riemenschneider theorem, since L� is ample on Xvw.
4.2.2 Remarks. 1) One may also show that the restriction H0(�) ! H0(Xvw; L�) is sur-jective for any dominant weight �. As in Corollary 2.3.3, it follows that the a�ne cone overXvw has rational singularities in the projective embedding given by any ample line bundleon X. In particular, Xvw is projectively normal in any such embedding.
2) Theorem 4.2.1 (iv) does not extend to all dominant weights �. Indeed, for � = 0 weobtain Hj(Xvw;OXvw(�@Xvw)) = Hj(Xvw; !Xvw):
By Serre duality, this equals H`(w)�`(v)�j(Xvw;OXvw); i.e., C if j = `(w) � `(v), and 0otherwise, by Theorem 4.2.1 (iii).

Next we adapt the construction of Section 3 to obtain a degeneration of the diagonalof any Richardson variety Xvw. Let � : C� ! T be as in Subsection 3.1 and let X vw be theclosure in X �X � P1 of the subset
f(x; �(t)x; t) j x 2 Xvw; t 2 C�g � X �X � C�:

We still denote by � : X vw ! P1 the projection, then ��1(C�) may again be identi�ed withthe product diag(Xvw)�C� above C�. Further, we have the following analogues of Theorem3.1.2 and Proposition 3.1.3.
4.2.3 Proposition. (i) With the preceding notation, we have equalities of subschemes ofX �X:

��1(0) = [
x2W; v�x�wX

vx �Xxw and ��1(1) = [
x2W; v�x�wX

xw �Xvx :

(ii) The sheaf O��1(0) admits a �ltration with associated graded
M

x2W; v�x�wOXvx 
OXxw(�(@Xx)w):

Therefore, we have in K(X �X):
[Odiag(Xvw)] =

X
x2W; v�x�w[OXvx ]� [OXxw(�(@Xx)w)]:
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Proof. Put
Y vw := [

x2W Xvx �Xxw:
By the argument of the proof of Theorem 3.1.2, we obtain the inclusion Y vw � ��1(0).Further, the proof of Proposition 3.1.3 shows that the structure sheafOY vw admits a �ltrationwith associated graded given by (ii).On the other hand, Lemma 3.3.1 implies the equality [O��1(0)] = [Odiag(Xvw)] in K(X �X). Further, we have [Odiag(Xvw)] = [Odiag(X)] � [OXv�Xw ]
by Lemma 4.1.1, since diag(X) and Xv � Xw meet properly in X � X along diag(Xvw).Together with Theorem 3.4.1 and Lemma 4.1.1 again, this yields

[Odiag(Xvw)] =
X
x2W [OXvx ]� [OXxw(�(@Xx)w)] = [OY vw ]:

Thus, the structure sheaves of Y vw and of ��1(0) have the same class in K(X �X). But wehave an exact sequence 0! F ! O��1(0) ! OY vw ! 0;
where F is a coherent sheaf on X �X. So [F ] = 0 in K(X �X), and it follows that F = 0(e.g., by Example 3.4.3.1). In other words, Y vw = ��1(0). This proves (ii) and the �rstassertion of (i); the second assertion follows by symmetry.
4.3 Structure constants and bases of the Grothendieck group
Let cxvw be the structure constants of the Grothendieck ring K(X) in its basis fOwg ofSchubert classes, that is, we have in K(X):

Ov � Ow = Xx2W cxvw Ox:
Then Theorem 4.2.1 (i) yields the equality cxvw = cx(Xwovw ). Together with Theorem 4.1.3,this implies a solution to Buch's conjecture:
4.3.1 Theorem. The structure constants cxvw satisfy

(�1)`(v)+`(w)+`(x)+`(wo) cxvw � 0:
Another consequence of Theorem 4.2.1 is the following relation between the bases fOwgand fIwg of the group K(X) introduced in 3.4.
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4.3.2 Proposition. We have in K(X)
Ow = X

v2W; v�w Iv and Iw = X
v2W; v�w(�1)

`(w)�`(v) Ov:

Proof. By Theorem 3.4.1, we have
Ow = Xv2W �(Ow � Ov) Iv:

Further,
�(Ow � Ov) = �(OXvw) =Xj (�1)j hj(OXvw)

equals 1 if v = w, and 0 otherwise, by Theorem 4.2.1.Likewise, we obtain
Iw = Xv2W �(Iw � Iv) Ov and �(Iw � Iv) = �(OXvw(�@Xvw)) = �(!Xvw)

by using the equalities Iw = [OXw ]� [O@Xw ], Iv = [OXv ]� [O@Xv ], together with Lemma4.1.2 and Cohen-Macaulayness of Schubert varieties and their boundaries. Further, we haveby Serre duality and Theorem 4.2.1:
�(!Xvw) = (�1)dim(Xvw) �(OXvw) = (�1)`(w)�`(v):

4.3.3 Remark. The preceding proposition implies that the M�obius function of the Bruhatorder on W maps (v; w) 2 W �W to (�1)`(w)�`(v) if v � w, and to 0 otherwise. We referto [15] for a direct proof of this combinatorial fact.
Using the duality involution � 7! �_ of K(X), we now introduce another natural basisof this group for which the structure constants become positive.

4.3.4 Proposition. (i) We have in K(X)
[L�jXw(�@Xw)] = (�1)`(wo)�`(w) O_w:

In particular, the classes
Iw(�) := [L�jXw(�@Xw)] = [L�] � Iw

form a basis of the Grothendieck group K(X).
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(ii) For any Cohen-Macaulay subscheme Y of X with relative dualizing sheaf !Y=X =
!Y 
 !�1X , we have

[!Y=X ] = X
w2W(�1)dim(Y )�`(w) cw(Y ) Iw(�):

Thus, if Y is a variety with rational singularities, then the coordinates of !Y=X in the basisfIw(�)g are the absolute values of the cw(Y ).(iii) The structure constants of K(X) in the basis fIw(�)g are the absolute values of thestructure constants cxvw.
Proof. We obtain
[OXw ]_ = (�1)codim(Xw) [!Xw ] � [!�1X ]

= (�1)codim(Xw) [L��jXw(�@Xw)] � [L2�] = (�1)`(wo)�`(w) Iw(�):
This proves (i). The assertions (ii), (iii) follow by applying the duality involution to Theo-rems 4.1.3 and 4.3.1.

By similar arguments, we obtain the following relations between the bases fIw(�)g andfOwg.
4.3.5 Proposition.

Iw(�) = Xv2W hvw Ov; where hvw := h0(Xvw; L�(�@Xvw)):
In particular, hvw 6= 0 only if v � w. Further,

Ow = X
v2W; v�w(�1)

`(w)�`(v)hvw Iv(�):
Next we consider the decomposition of the products [L�] �Ow in the basis fOvg, where �is a dominant weight. These products also determine the multiplication in K(X). Indeed,by [52], this ring is generated by the classes of line bundles (using [22] Example 15.2.16,it follows that the cohomology ring is generated over the rationals by the Chern classes ofline bundles). Since any weight is the di�erence of two dominant weights, it follows thatthe ring K(X) is generated by the classes [L�], where � is dominant. This motivates thefollowing:

4.3.6 Theorem. For any dominant weight � and any w 2W , we have in K(X)
[L�] � Ow = [L�jXw ] = X

v2W; v�w h
0(Xvw; L�(�(@Xv)w)) Ov:

In particular, the coe�cients of [L�] � Ow in the basis of Schubert classes are non-negative.
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Proof. By Theorem 3.4.1, we have
[L�] � Ow = Xv2W �([L�] � Ow � Iv) Ov:

Further, as in the proof of Proposition 4.3.2, we obtain
�([L�] � Ow � Iv) = �(Xvw; L�(�(@Xv)w)):

The latter equals h0(Xvw; L�(�(@Xv)w)) by Theorem 4.2.1.
Next let � be a non-zero section of L� on X. Then the structure sheaf of the zerosubscheme Z(�) � X �ts into an exact sequence

0! L�� ! OX ! OZ(�) ! 0:
Thus, the class [OZ(�)] = 1 � [L��] depends only on �; we denote this class by O�. Notethat the image of O� in the associated graded GrK(X) �= H�(X) is the class of the divisorof �, i.e., the Chern class c1(L�). We now decompose the products O� � Ow in the basis ofSchubert classes.
4.3.7 Proposition. For any dominant weight � and any w 2W , we have in K(X)

O� � Ow = X
v2W; v<w(�1)

`(w)�`(v)�1 h0(Xvw; L�(�(@Xw)v)) Ov:

Proof. We begin by decomposing the product [L�] � Iw in the basis fIvg. As in the proofof Theorem 4.3.6, we obtain
[L�] � Iw = Xv2W �([L�] � Iw � Ov) Iv

= X
v2W; v�w�(X

vw; L�(�(@Xw)v)) Iv = X
v2W; v�w h

0(Xvw; L�(�(@Xw)v)) Iv:

Applying the duality involution and using the equality
I_w = (�1)`(wo)�`(w) [L�] � Ow;

we obtain [L��] � Ow = X
v2W;v�w(�1)

`(w)�`(v) h0(Xvw; L�(�(@Xw)v)) Ov:
Further, [L��] = 1�O�. Substituting in the previous equality completes the proof.
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4.3.8 Remarks. 1) In the case of a fundamental weight �d, the divisor of the sectionpwo�d equals [Xwosd ], and hence Owo�d is the class of the Schubert divisor Xwosd . Thus,Proposition 4.3.7 expresses the structure constants arising from the product of the classes ofSchubert divisors by arbitrary Schubert classes. These structure constants have alternatingsigns as predicted by Theorem 4.3.1.
2) Proposition 4.3.7 gives back the Chevalley formula in H�(X) obtained in Proposition1.4.3. Indeed, going to the associated graded GrK(X) �= H�(X) yields

c1(L�) [ [Xw] =Xv h0(Xvw; L�(�(@Xw)v)) [Xv];
the sum over the v 2 W such that v � w and `(v) = `(w) � 1. For any such v, we knowthat the Richardson variety Xvw is isomorphic to P1, identifying the restriction of L� withOP1(�i � �j), where v = wsij and i < j. Further, (@Xw)v is just the point vF , so thatL�jXvw(�(@Xw)v) may be identi�ed with OP1(�i � �j � 1). Thus, h0(Xvw; L�(�(@Xw)v)) =�i � �j .
3) The results of this subsection adapt to any partial 
ag variety X = G=P . In particular,if X is the Grassmannian Gr(d; n) and L is the ample generator of Pic(X), then we haveLXI (�@XI) �= OXI , so that Theorem 4.3.6 yields the very simple formula

[LjXI ] = [L] � OI = X
J; J�IOJ :

In particular, [L] =PI OI (sum over all multi-indices I).By M�obius inversion, it follows that [L�1] � OI =PJ; J�I (�1)jIj�jJ j OJ . This yields
O!d � OI = X

J; J<I(�1)
jIj�jJ j�1 OJ ;

where O!d is the class of the Schubert divisor.
Notes. A general reference for this section is [6], from which much of the exposition istaken.Stronger versions of Theorem 4.2.1 were obtained in [9] by the techniques of Frobeniussplitting, and Proposition 4.2.3 was also proved there. These results also follow fromstandard monomial theory by work of Kreiman and Lakshmibai for Grassmannians [40],Lakshmibai and Littelmann in general [41].Propositions 4.3.2, 4.3.4 (i) and 4.3.5 are due to Kostant and Kumar [38] in the frame-work of T -equivariant K-theory; again, the present approach is also valid in this framework.Theorem 4.3.6 also extends readily to T -equivariant K-theory. In this form, it is due toFulton and Lascoux [20] in the case of the general linear group. Then the general case was
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settled by Pittie and Ram [57], Mathieu [54], Littelmann and Seshadri [48], via very di�erentmethods. The latter authors obtained a more precise version by using standard monomialtheory. Speci�cally, they constructed a B-stable �ltration of the sheaf L�jXw(�@Xw) withassociated graded sheaf being the direct sum of structure sheaves of Schubert varieties(with twists by characters). This was generalized to Richardson varieties by Lakshmibaiand Littelmann [41], again by using standard monomial theory.This theory constructs bases for spaces of sections of line bundles over 
ag varieties,consisting of T -eigenvectors which satisfy very strong compatibility properties to Schubertand opposite Schubert varieties. It was completed by Littelmann [46], [47] after a seriesof important contributions of Lakshmibai, Musili, and Seshadri. Littelmann's approach isbased on methods from combinatorics (the path model in representation theory) and algebra(quantum groups at roots of unity). It would be highly desirable to obtain a completelygeometric derivation of standard monomial theory; some steps in this direction are takenin [9].Another open problem is to obtain a positivity result for the structure constants of theT -equivariant Grothendieck ring. Such a result would imply both Theorem 4.3.1 and Gra-ham's positivity theorem [25] for the structure constants in the T -equivariant cohomologyring. A precise conjecture in this direction is formulated in [27], where a combinatorialapproach to T -equivariant K-theory of 
ag varieties is developed.
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