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#### Abstract

The Lefschetz fixed point theorem for multivalued upper semicontinuous acyclic maps with multiplicity with respect to (w.r.t.) a given field $\mathbb{F}$ of $\mathbb{F}$-simplicial spaces is proved.


## 0. Introduction

There are many examples of single valued continuous maps $f: X \rightarrow Y$ with multiplicity in a given ring $\mathbb{K}$, so called $m$-maps w.r.t. $\mathbb{K}$, e.g. finite or ramified coverings; quotient maps of $G$-spaces, where $G$ is a finite group; finite to one, open maps of compact closed manifolds. An important role in the investigation of these maps plays the transfer homomorphism $t(f)_{*}: H_{*}(Y, \mathbb{K}) \rightarrow H_{*}(X, \mathbb{K})$ (see [6], [13], [16], [42], [47]). Under certain assumptions the transfer homomorphism exists also for another important class of maps, namely fibrations (see [1], [12]).

There are several different ways to define a transfer homomorphism for $m$ maps. A straightforward definition in Čech homology lies within the framework of sheaf theory (cf. [16]). For our purposes the construction of transfer homomorphism using chain maps, which are chain approximations of the inverse map $f^{-1}$

[^0]of $f$, are more appropriate (cf. [8], [32]). A similar method applies in case of Vietoris maps $g: X \rightarrow Y$ (w.r.t. a field $\mathbb{F}$ ). In this situation the transfer $t(g)_{*}$ turns out to be the inverse of the homomorphism $g_{*}: H_{*}(X, \mathbb{F}) \rightarrow H_{*}(Y, \mathbb{F})$, ([46], [2]).

In Section 2 we construct, using chain maps, a transfer homomorphism in Čech homology for $m$-maps w.r.t. a given ring $\mathbb{K}$. It coincides with the transfer defined in [16], [47].

In Section 3 we consider the $m$-point (multivalued) maps - multivalued maps with multiplicity in a given ring $\mathbb{K}$. These maps, also called $w$-maps w.r.t. $\mathbb{K}$, are studied in [11], [24], [31], and the functor of singular homology is extended to the category of topological spaces with $m$-maps as morphisms. Since any $m$-point map $F: X \rightarrow Y$ is a composition $F=g \circ f^{-1}$ of the inverse of an $m$-map $f: Z \rightarrow X$ and a single valued continuous map $g: Z \rightarrow Y$, for compact spaces $X, Y, Z$, we may define an induced homomorphism in Čech homology by $F_{*}=g_{*} t(f)_{*}$. From the properties of the transfer $t(f)_{*}$ we obtain that the Čech homology functor can be extended to the category of all compact spaces with morphisms being $m$-point maps w.r.t. a given ring. This extension coincides with the extension of singular homology for compact ANR spaces (see [11], [24]).

In Section 4 we also extend the Čech homology (with coefficients in the field $\mathbb{F}$ ) functor to the category of compact spaces and $m$-acyclic (w.r.t. $\mathbb{F}$ ) maps.

In Section 5 we apply the definition of the induced homomorphism $F_{*}$ and prove a Lefschetz fixed point theorem for $m$-acyclic maps w.r.t. $\mathbb{F}$ on $\mathbb{F}$-simplicial spaces introduced in [25]. Defining so called week $n$-approximative systems, for short $(n-w A)$-systems, we are able to prove a Lefschetz fixed point theorem for all upper semi continuous (u.s.c.) multivalued maps which have $(n-w A)$ systems, e.g. $m$-acyclic maps. $(n-w A)$-systems are a generalization of approximative systems, or $A$-systems, discussed in [36], [19, Chapter IV], [15] for u.s.c. acyclic, and for $m$-acyclic multivalued maps in [21].

Since the class of $\mathbb{F}$-simplicial spaces contains ANR-spaces, compact groups, etc. ([25], [26]), many known Lefschetz fixed point theorems (e.g. [3], [10], [17], [24], [26], [27], [29], [30], [33], [34], [37]-[40]) follow from Theorem 4 in Section 5.5.

## 1. Preliminaries

Here we shall define some of the notions we use and fix some notations.
As usual, we denote by $\mathbb{N}$ the natural numbers, by $\mathbb{Z}$ the integers, by $\mathbb{K}$ a commutative ring with 1 , and by $\mathbb{F}$ a field.

All topological spaces $X, Y, Z$ are assumed to be compact Hausdorff spaces.
For a given space $X$ we denote by $\operatorname{Cov}(X)$ the set of all its finite open coverings. For $\lambda, \mu \in \operatorname{Cov}(X)$ we say that $\lambda$ is a refinement of $\mu$, denoted as $\lambda>\mu$, if for every element of $U \in \lambda$ there exists and element $V \in \mu$ such that $U \subset V$.

If $A$ is a subset of $X$ and $\lambda \in \operatorname{Cov}(X)$, we denote by $\operatorname{St}(A, \lambda)$ the union of all elements of the covering $\lambda$, which meet $A$. Moreover, $\operatorname{St}^{k+1}(A, \lambda)$ is defined as $\operatorname{St}\left(\operatorname{St}^{k}(A, \lambda), \lambda\right)$, where $k \in \mathbb{N}$ and $k \geq 1$.

The set $\mathrm{St}^{k}(\lambda)$ denotes the covering $\left\{\mathrm{St}^{k}(U, \lambda) \mid U \in \lambda\right\}$. For $\lambda, \mu \in \operatorname{Cov}(X)$ we say that $\lambda$ is a star refinement of $\mu$, denoted as $\lambda *>\mu$, if $\operatorname{St}(\lambda)>\mu$. We shall write $\lambda * *>\mu$, if $\mathrm{St}^{2}(\lambda)>\mu$, and so forth. It is known that every open covering of a compact Hausdorff space has a star refinement, see [45, p. 47].

If $A \subset X$ and $\lambda \in \operatorname{Cov}(X)$, we shall write $A<\lambda$ if some element of $\lambda$ contains $A$.

We shall use the standard definitions and notations for chain complexes, chain maps, homologies (see e.g. [18], [20]). For compact spaces we use the Čech homology ([18], [43], [2]) as defined by Vietoris (see [2], [43]).

An $n$-dimensional simplex $\sigma^{n}$ of the space $X$ is a set of $n+1$ points $\sigma^{n}=$ $\left(x_{0}, \ldots, x_{n}\right)$, where $x_{0}, \ldots, x_{n} \in X$. For $\lambda \in \operatorname{Cov}(X)$ we write $\sigma^{n}<\lambda$ if $\left\{x_{0}, \ldots, x_{n}\right\}<\lambda$. By $X(\lambda)$ we denote the simplicial complex of all simplices $\sigma^{n}$ in $X$ with $\sigma^{n}<\lambda$.

For $\lambda, \mu \in \operatorname{Cov}(X)$ such that $\lambda>\mu$ we denote by $i(\lambda, \mu): X(\lambda) \rightarrow X(\mu)$ the simplicial map defined as the identical inclusion $X(\lambda) \subset X(\mu)$.

For a given continuous map $f: X \rightarrow Y$ and $\mu \in \operatorname{Cov}(Y)$ we denote by $f^{-1}(\mu)$ the covering $\left.f^{-1}(\mu)=\left\{f^{-1}(U)\right\} \mid U \in \mu\right\}$. If $\lambda>f^{-1}(\mu)$, then $f$ induces a simplicial map $f=f(\lambda, \mu): X(\lambda) \rightarrow Y(\mu)$, which is defined by $f(\sigma)=\left(f\left(x_{0}\right), \ldots, f\left(x_{n}\right)\right)$ for a simplex $\sigma=\left(x_{0}, \ldots, x_{n}\right)$ in $X(\lambda)$.

For $n \in \mathbb{N}$ we denote by $X(\lambda)^{(n)}$ the $n$-dimensional skeleton of the simplicial complex $X(\lambda)$, i.e. the simplicial complex generated by all $i$-dimensional simplexes of $X(\lambda)$ for $0 \leq i \leq n$.

For a given $\lambda \in \operatorname{Cov}(X)$ we denote by $N(\lambda)$ the nerve of the covering $\lambda$. The vertices of this (abstract) simplicial complex are the elements $U$ of the covering $\lambda$. Furthermore, the $k+1$ vertices $U_{0}, \ldots, U_{k}$ are vertices of a $k$-simplex in $N(\lambda)$ if and only if $U_{0} \cap \ldots \cap U_{k}$ is nonempty.

For a given simplicial complex $K$ and a ring of coefficients $\mathbb{K}$ we denote by $C_{*}(K, \mathbb{K})$ or $C_{*}(K)$ the chain complex of $K$ with coefficients in $\mathbb{K}$. For a given simplicial map $g: K \rightarrow L$ we denote by $g: C_{*}(K) \rightarrow C_{*}(L)$ the induced chain map (we use the same notation for the induced chain map for simplicity and it will be clear from the context, whether we work with the simplicial map or with its induced chain map).

The support $\operatorname{supp}(c)$ of a given chain $c \in C_{*}(X(\lambda))$ is the smallest subset $A$ of $X$ such that $c$ is a chain of the simplicial complex $A\left(\left.\lambda\right|_{A}\right)$, where $\left.\lambda\right|_{A}$ is the open covering $\{U \cap A \mid U \in \lambda\}$ of $A$.

For a chain $c \in C_{*}(N(\lambda))$ the support of $c$ is the intersection of those subfamilies $\mu$ of $\lambda$ such that $c \in C_{*}(N(\mu))$.

For a compact space $X$ we consider the Čech homology groups $H_{*}(X)=$ $\left(H_{i}(X, \mathbb{K})\right)_{i}$ and the reduced homology groups $\widetilde{H}_{*}(X)$, where our definition is based on Vietoris cycles with coefficients in $\mathbb{K}$ (see e.g. [2], [43]). A collection of cycles $\zeta=\{\zeta(\lambda) \mid \lambda \in \operatorname{Cov}(X)\}$, where $\zeta(\lambda)$ is a cycle in $C_{i}(X(\lambda))$, is called $i$-dimensional Vietoris cycle if $\zeta(\lambda)$ is homologous to $\zeta(\mu)$ on $X(\mu)$ for $\lambda>\mu$. The $i$-dimensional cycle $\zeta$ is a boundary if $\zeta(\lambda)$ is a boundary in $C_{*}(\lambda)$ for every $\lambda \in \operatorname{Cov}(X)$. The $i$-dimensional Čech homology group $H_{*}(X)$ is the factor group of the group of $i$-dimensional cycles by the subgroup of $i$-dimensional boundaries.

For a given $\lambda \in \operatorname{Cov}(X)$ we denote by $\pi(\lambda)_{i}: H_{i}(X) \rightarrow H_{i}(X(\lambda))$ the natural projection.

For a continuous map $f: X \rightarrow Y$ we denote by $f_{*}=\left(f_{i}\right)_{i}$ the homomorphism in the homology, induced by $f$.

The map $f$ is called Vietoris map w.r.t. $\mathbb{K}$ if it is surjective and the reduced homology $\widetilde{H}_{*}\left(f^{-1}(x), \mathbb{K}\right)=0$ for every $x \in X$. In other words, all sets $f^{-1}(x)$ are acyclic w.r.t. $\mathbb{K}$. For the Vietoris maps w.r.t. a field $\mathbb{F}$ the induced homomorphism $f_{*}: H_{*}(X, \mathbb{F}) \rightarrow H_{*}(Y, \mathbb{F})$ is an isomorphism (see [2]).

We shall use generalized traces of a linear map and generalized Lefschetz numbers of the linear maps $f_{*}$ in the homologies with coefficients in a given field in the sense of J. Leray (see [28], [25]).

A multivalued map $F: X \rightarrow Y$ is a map which assigns to every point $x \in X$ a nonempty compact set $F(x)$. The graph $\mathcal{G}(F)$ of the map $F$ is the subset of the space $X \times Y$ and is defined as $\mathcal{G}(F)=\{(x, y) \mid y \in F(x)\}$. The map $F$ is called upper semi-continuous (u.s.c.) if the graph $\mathcal{G}(F)$ is a closed subset in $X \times Y$. For u.s.c. maps and their general properties see [4], [5], [19].

An u.s.c. map $F: X \rightarrow Y$ is called acyclic (w.r.t. $\mathbb{F}$ ) if the images $F(x)$ of all points $x \in X$ are acyclic sets (w.r.t. $\mathbb{F}$ ), i.e. $\widetilde{H}_{*}(F(x), \mathbb{F})=0$. For an acyclic (w.r.t. $\mathbb{F}$ ) map $F: X \rightarrow Y$ the induced homomorphism $F_{*}=\left(F_{i}\right)_{i}: H_{*}(X, \mathbb{F}) \rightarrow$ $H_{*}(Y, \mathbb{F})$ is defined as follows. Let $p: \mathcal{G}(F) \rightarrow X$ and $q: \mathcal{G}(F) \rightarrow Y$ be the natural projections defined as $p(x, y)=x$ and $q(x, y)=y$, respectively. Then $F(x)=$ $q\left(p^{-1}(x)\right)$ and the map $p$ is Vietoris map w.r.t. $\mathbb{F}$. This yields $F_{*}=q_{*}\left(p_{*}\right)^{-1}$.

## 2. Single valued maps with multiplicity ( $m$-maps)

In this section we consider single valued continuous maps $f: X \rightarrow Y$, where $X$ and $Y$ are compact Hausdorff spaces, and $\mathbb{K}$ is a fixed commutative ring with 1. The chain complexes and the homologies are also with coefficients in $\mathbb{K}$.

Definition 1. Let $f: X \rightarrow Y$ be a continuous map. The map $f$ is called m-map with respect to $\mathbb{K}$ and multiplicity function $m: X \rightarrow \mathbb{K}$ if
(1) $f^{-1}(y)=\bigcup_{i=1}^{s(y)}\left\{x_{i}(y)\right\}$ consists of finitely many points, i.e. $f$ is a finite to one map.
(2) Let $y_{0} \in Y$ and let $U_{i}=U\left(x_{i}\left(y_{0}\right)\right), i=1, \ldots, s\left(y_{0}\right)$ be disjoint neighbourhoods of the points $x_{i}\left(y_{0}\right) \in f^{-1}\left(y_{0}\right), i=0, \ldots, s\left(y_{0}\right)$. Then, for any neighbourhood $V$ of $y_{0}$ such that $f^{-1}(V) \subset \bigcup_{i} U_{i}$, the map $m$ satisfies

$$
m\left(x_{i}\left(y_{0}\right)\right)=\sum_{x}\left\{m(x) \mid x \in U_{i}, f(x)=y\right\} \quad \text { for all } y \in V
$$

REmark 1. If $Y$ is connected space, then for any $y \in Y$

$$
m(f)=\sum_{x}\{m(x) \mid f(x)=y\}
$$

does not depend on the point $y$. The constant $m(f) \in \mathbb{K}$ is called the multiplicity of $f$. In the sequel we consider $m$-maps $f: X \rightarrow Y$ with connected $Y$ and $m(f) \neq 0$. Note that in this particular case $f$ is surjective.
2.1. $B$-systems and $w$-carriers. In this section we define the technical notion $B$-systems, or Begle systems, for $m$-maps. They are modifications of systems of coverings used by E. Begle in [2] for Vietoris maps, and Begle's construction is based on an idea of L. Vietoris, see [46]. Using such systems of coverings E. Begle constructed chain maps, which are chain approximations of the inverse of a given Vietoris map.

In the construction of Begle appropriate acyclic carriers play an important role. However, in case of $m$-maps we need a more general notion of acyclic cariers, the so called $w$-acyclic carriers, or weak acyclic carriers, which have similar properties than acyclic carriers.

Starting from a $B$-system for an $m$-map $f: X \rightarrow Y$ we first construct a $w$ acyclic carrier $\Gamma$. The existence of a carrier $\Gamma$ implies the existence of a chain approximation of the inverse map $f^{-1}$ carried by $\Gamma$. Finally, the chain approximations of the map $f^{-1}$ carried by different carriers $\Gamma_{1}, \Gamma_{2}$ are homotopic on sufficiently fine coverings of $Y$.

Definition 2. Let $f: X \rightarrow Y$ be an $m$-map with multiplicity function $m: X \rightarrow \mathbb{K}$ and let $\lambda \in \operatorname{Cov}(X)$ and $\mu \in \operatorname{Cov}(Y)$ be finite open coverings of $X$ and $Y$, respectively, and $n \in \mathbb{N}$. A $B$-system $B(f, \lambda, \mu, n)$ consists of finite sequences of coverings $\mu_{i} \in \operatorname{Cov}(Y)$ and $\lambda_{i}, \lambda_{i}(U), \bar{\lambda}_{i}(U) \in \operatorname{Cov}(X)$ and points $y(U) \in U$ with $U \in \mu_{i}$ and $i=0, \ldots, n+1$ such that
(1) $\lambda_{0}>\lambda_{1}>\ldots>\lambda_{n}>\lambda_{n+1}=\lambda$ and $\mu_{0} *>\mu_{1} *>\ldots>\mu_{n} *>$ $\mu_{n+1}=\mu$,
(2) For $U \in \mu_{i}$ and $i=0, \ldots, n$ we have $\lambda_{i}>\bar{\lambda}_{i+1}(U) * *>\lambda_{i+1}(U)>\lambda_{i+1}$.
(3) For $U \in \mu_{i}$ the map $f$ satisfies the following conditions:
(a) $f^{-1}(U) \subset \operatorname{St}\left(f^{-1}(y(U)), \bar{\lambda}_{i+1}(U)\right)$,
(b) $\left\{\operatorname{St}\left(x, \lambda_{i+1}(U)\right) \mid x \in f^{-1}(y(U))\right\}$ is a disjoint family of sets,
(c) for $x_{0} \in f^{-1}(y(U))$ and all $z \in U$ the multiplicity function $m$ satisfies

$$
m\left(x_{0}\right)=\sum_{x}\left\{m(x) \mid x \in f^{-1}(z) \cap \operatorname{St}\left(x, \lambda_{i+1}(U)\right)\right\} .
$$

The next lemma establishes the existence of $B$-systems.
Lemma 1 (Existence of $B$-systems). Let $f: X \rightarrow Y$ be an m-map with multiplicity function $m: X \rightarrow \mathbb{K}$. For given $\lambda \in \operatorname{Cov}(X)$ and $\mu \in \operatorname{Cov}(Y)$, and $n \in \mathbb{N}$ there exists a $B$-system $B(f, \lambda, \mu, n)$.

Proof. (See also E. Begle [2, Lemmas 1, 2].) We define $\lambda_{n+1}=\lambda$ and $\mu_{n+1}=\mu$. For $y \in Y$ and $f^{-1}(y)=\{x(y)\}$ we consider a covering $\lambda_{n+1}(y) \in$ $\operatorname{Cov}(Y)$ such that $\lambda_{n+1}(y)>\lambda$ and

$$
\left\{\operatorname{St}\left(x(y), \lambda_{n+1}(y)\right) \mid x(y) \in f^{-1}(y)\right\}
$$

is a disjoint family of sets. For $\lambda_{n+1}(y)$ we choose a covering $\bar{\lambda}_{n+1}(y) \in \operatorname{Cov}(X)$ such that $\bar{\lambda}_{n+1}(y) * *>\lambda_{n+1}(y)$. Let $\mu_{n+1}^{*}$ such that $\mu_{n+1}^{*} *>\mu_{n+1}$, then t here exists a neighbourhood $U(y)$ of $y$ such that

$$
U(y) \subset Y \backslash f\left(X \backslash \operatorname{St}\left(f^{-1}(y), \bar{\lambda}_{n+1}(y)\right)\right)
$$

and $U(y)<\mu_{n+1}^{*}$. Moreover, since $f$ is an $m$-map we have, for all $z \in U(y)$,

$$
m(x(y))=\sum_{x}\left\{m(x) \mid x \in f^{-1}(z) \cap \operatorname{St}\left(f^{-1}(y) \cdot \bar{\lambda}_{n+1}(y)\right)\right\} .
$$

Now define $\mu_{n} \in \operatorname{Cov}(Y)$ to be a finite subcovering of $\{U(y) \mid y \in Y\}$, i.e. $\mu_{n}=\left\{U\left(y_{1}\right), \ldots, U\left(y_{L}\right)\right\}$. For $U=U\left(y_{i}\right) \in \mu_{n}$ we denote $\lambda_{n+1}(U)=\lambda_{n+1}\left(y_{i}\right)$, and $\bar{\lambda}_{n+1}(U)=\bar{\lambda}_{n+1}\left(y_{i}\right)$, and, finally, $y(U)=y_{i}$. Now we define $\lambda_{n}$ to be the covering of $X$ such that $\lambda_{n}>\bar{\lambda}_{n+1}(U)$ for all $U \in \mu_{n}$.

Repeating the above construction for $\lambda_{n}$ and $\mu_{n}$ gives $\lambda_{n-1}, \mu_{n-1}, \bar{\lambda}_{n}(U)$, and $\lambda_{n}(U), y(U)$ and after $n+1$ steps we obtain the desired $B$-system.

To simplify the notation we write $B(\lambda, \mu, n)$ instead of $B(f, \lambda, \mu, n)$ if the map $f$ is clear from the context.

Remark 2. Consider a $B$-system $B=B(f, \lambda, \mu, n)$ with defining sequences $\lambda_{i}, \mu_{i}, \lambda_{i}(U), \bar{\lambda}_{i}(U)$, for $i=0, \ldots, n+1$.

For any $m \leq n$ the sequences $\lambda_{i}, \mu_{i}, \lambda_{i}(U), \bar{\lambda}_{i}(U)$ with $i=0, \ldots, m+1$ define a $B$-system $B(f, \lambda, \mu, m)$, the $m$-restriction of $B$.

Definition 3. Let $B_{j}=B\left(\lambda^{j}, \mu^{j}, n\right), j=0,1$ be two $B$-systems for the $m$-map $f . B_{1}$ is finer than $B_{0}$, denoted as $B_{1}>B_{0}$, if $\lambda_{i}^{1}>\lambda_{i}^{0}, \mu_{i}^{1}>\mu_{i}^{0}$, and $\lambda_{i}^{1}(V)>\lambda_{i}^{0}(U), \bar{\lambda}_{i}^{1}(V)>\overline{\lambda_{i}^{0}(U)}$ for all $V \in \mu_{i-1}^{1}$ and all $U \in \mu_{i-1}^{0}, i=$ $1, \ldots, n+1$.

Remark 3. Let $B_{j}=B\left(\lambda^{j}, \mu^{j}, n\right), j=0,1$ be two arbitrary $B$-systems for the $m$-map $f$. The proof of Lemma 1 also shows the existence of a $B$-system $B(\lambda, \mu, n)$ which is finer than both $B$-systems $B_{j}, j=0,1$.

For the construction of a chain approximation $T$ of the map $f^{-1}$ we need the concept of $w$-acyclic carriers, which is a generalization of acyclic carriers, for the latter see e.g. [20, p. 200].

From now on $\bar{C}_{*}=\left(\bar{C}_{k}, \bar{\partial}_{k}, \bar{\varepsilon}\right)$ and $C_{*}=\left(C_{k}, \partial_{k}, \varepsilon\right)$ denote chain complexes of $\mathbb{K}$-modules with augmentations $\bar{\varepsilon}: \bar{C}_{*} \rightarrow \mathbb{K}$, and $\varepsilon: C_{*} \rightarrow \mathbb{K}$, respectively, see [18], [20, Chapter 10]. Moreover, we suppose that $\bar{C}_{k}$ are chain complexes of free $\mathbb{K}$-modules with basis $\left\{\sigma^{k}\right\}$ and we call the chain complex $\bar{C}_{*}$ free.

A carrier $\Gamma: \bar{C}_{*} \rightarrow C_{*}$ is a function which assigns to each element $\sigma^{k}$ of the basis of $\bar{C}_{k}$ an augmented subcomplex $\Gamma\left(\sigma^{k}\right) \subset C_{k}$ such that for $\partial_{k} \sigma^{k}=\sum k_{i} \sigma_{i}^{k}$ each $\Gamma\left(\sigma_{i}^{k}\right)$ is subcomplex of $\Gamma\left(\sigma^{k}\right)$.

Definition 4. ([20, p. 54]). A carrier $\Gamma: \bar{C}_{*} \rightarrow C_{*}$ is called $w$-acyclic carrier if $H_{j}\left(\Gamma\left(\sigma^{k}\right), \mathbb{K}\right)=0$ for all $j \geq 1$ and all $k \geq 1$. Furthermore, for every $\sigma^{1} \in \bar{C}_{1}$, there exists a decomposition of $\Gamma\left(\sigma^{1}\right)$

$$
\Gamma\left(\sigma^{1}\right)=\bigoplus_{r=1}^{s\left(\sigma^{1}\right)} \Gamma\left(\sigma^{1}\right)_{r}
$$

such that each $\Gamma\left(\sigma^{1}\right)_{r}$ is an augmented subcomplex of $\Gamma\left(\sigma^{1}\right)$ and the reduced homology $\widetilde{H}_{*}\left(\Gamma\left(\sigma^{1}\right)_{r}, \mathbb{K}\right)=0$ for all $r=1, \ldots, s$, i.e. the chain complexes $\Gamma\left(\sigma^{1}\right)_{r}$ are acyclic.

Definition 5. A chain map $\varphi: \bar{C}_{*} \rightarrow C_{*}$ is carried by a w-acyclic carrier $\Gamma$ if
(1) $\varphi\left(\sigma^{k}\right) \subset \Gamma\left(\sigma^{k}\right)$ for all basis elements $\sigma^{k} \in \bar{C}_{*}$,
(2) $\varphi\left(\partial \sigma^{1}\right)=\sum_{r=1}^{s} \varphi\left(\partial \sigma^{1}\right)_{r}$, where $s=s\left(\sigma^{1}\right)$ and $\varphi\left(\partial \sigma^{1}\right)_{r} \in \Gamma\left(\sigma^{1}\right)_{r}$ and $\varepsilon\left(\varphi\left(\partial \sigma^{1}\right)_{r}\right)=0$ for all $r=1, \ldots, s$ and $\sigma^{1} \in \bar{C}_{1}$.

The following extension lemma will be used several times throughout the paper.

Lemma 2 (Extension lemma). Let $\Gamma: \bar{C}_{*} \rightarrow C_{*}$ be a w-acyclic carrier and let $\varphi_{0}: \bar{C}_{0} \rightarrow C_{0}$ be a $\mathbb{K}$-homomorphism which is carried by $\Gamma$ such that for all $\sigma^{1} \in \bar{C}_{1}$ one has $\varphi\left(\partial \sigma^{1}\right)=\sum_{r} \varphi\left(\partial \sigma^{1}\right)_{r}$ and $\varepsilon\left(\varphi_{0}\left(\partial \sigma^{1}\right)_{r}\right)=0$. Then
(1) There exists a chain map $\varphi: \bar{C}_{*} \rightarrow C_{*}$ such that $\varphi$ is carried by $\Gamma$ and $\varphi\left(\sigma^{0}\right)=\varphi_{0}\left(\sigma^{0}\right)$ for all $\sigma^{0} \in \bar{C}_{0}$.
(2) Every two chain maps $\varphi$ and $\psi$ which are extensions of $\varphi_{0}$, i.e. they both satisfy (1), are homotopic with a homotopy $D: \bar{C}_{*} \rightarrow C_{*}$ such that $D\left(\sigma^{0}\right)=0$ and $D\left(\sigma^{k}\right) \subset \Gamma\left(\sigma^{k}\right)$.

Proof. We only prove the extension of $\varphi_{0}$ to dimension 1. The further extension is a well known procedure for acyclic carriers, [20, p. 200].

Let $\sigma^{1} \in \bar{C}_{1}$ be a basis element and $\partial_{1} \sigma^{1}=\sum k_{j} \sigma_{j}^{1}$ be its boundary. Since the homomorphism $\varphi_{0}$ is carried by the carrier $\Gamma$, i.e. $\varphi_{0}\left(\sigma_{j}^{1}\right) \in \Gamma\left(\sigma_{j}^{1}\right) \subset \Gamma\left(\sigma^{1}\right)$, we conclude that

$$
\varphi_{0}\left(\partial_{1} \sigma^{1}\right) \in \Gamma\left(\sigma^{1}\right)=\bigoplus_{r=1}^{s} \Gamma\left(\sigma^{1}\right)_{r}
$$

This yields the representation $\varphi_{0}\left(\partial_{1} \sigma^{1}\right)=\sum_{r=1}^{s} \varphi_{0}\left(\partial_{1} \sigma^{1}\right)_{r}$ with $\varphi_{0}\left(\partial_{1} \sigma^{1}\right)_{r} \in$ $\Gamma\left(\sigma^{1}\right)_{r}$ and $\varepsilon\left(\varphi_{0}\left(\partial \sigma^{1}\right)_{r}\right)=0$. Since the reduced homology $\left.\widetilde{H}_{*}\left(\Gamma \sigma^{1}\right)_{r}, \mathbb{K}\right)=0$, there is a chain $\varphi\left(\sigma^{1}\right)_{r} \in \Gamma\left(\sigma^{1}\right)_{r}$ such that $\partial_{1} \varphi\left(\sigma^{1}\right)_{r}=\varphi_{0}\left(\partial_{1} \sigma^{1}\right)_{r}$. Now define $\varphi\left(\sigma^{1}\right)$ as

$$
\varphi\left(\sigma^{1}\right)=\sum_{r=1} \varphi\left(\sigma^{1}\right)_{r} \in \Gamma\left(\sigma^{1}\right)
$$

This proves the first assertion. The second one follows from standard arguments in the theory of acyclic carriers as stated in [20, p. 200].

Let $\sigma^{i}$ be an $i$-dimensional simplex in $Y\left(\mu_{0}\right)^{(n+1)}$ and let $U \in \mu_{i}$ be such that $\sigma^{i} \subset U$. We denote such an $U$ by $U\left(\sigma^{i}\right)$ and the corresponding point $y\left(U\left(\sigma^{i}\right)\right)$ is denoted by $y\left(\sigma^{i}\right)$. The covering $\lambda_{i+1}\left(U\left(\sigma^{i}\right)\right)$ is simply denoted by $\lambda_{i+1}\left(\sigma^{i}\right)$, and the same notation is used for the coverings $\left\{\bar{\lambda}_{i}\right\}$.

Let $f^{-1}\left(y\left(\sigma^{i}\right)\right)=\left\{x_{r}\left(\sigma^{\prime \prime}\right) \mid r=1, \ldots, s\left(\sigma^{\prime \prime}\right)\right\}$. The stars $\operatorname{St}\left(x_{r}, \lambda_{i+1}\left(\sigma^{i}\right)\right)$, with $x_{r}=x_{r}\left(\sigma^{i}\right) \in f^{-1}(y)\left(\sigma^{i}\right)$ are disjoint, and each

$$
\lambda_{i+1}\left(\sigma^{i}\right)_{r}=\left\{W \in \lambda_{i+1}\left(\sigma^{i}\right) \mid x_{r} \in W\right\}
$$

is a covering of $\operatorname{St}\left(x_{r}, \lambda_{i+1}\left(\sigma^{i}\right)\right)$. Furthermore, the chain complex

$$
C_{*}\left(\operatorname{St}\left(x_{r}, \lambda_{i+1}\left(\sigma^{i}\right)\right)\left(\lambda_{i+1}\left(\sigma^{i}\right)_{r}\right)\right)
$$

is acyclic.
Lemma 3. Let $B(f, \lambda, \mu, n)$ be a $B$-system. Then there exists a $w$-acyclic carrier $\Gamma: C_{*}\left(Y\left(\mu_{0}\right)^{(n+1)}\right) \rightarrow C_{*}(X(\lambda))$ such that

$$
\begin{equation*}
\Gamma\left(\sigma^{0}\right)=\bigoplus_{r=1}^{s\left(\sigma^{0}\right)} C_{*}\left(\operatorname{St}\left(x_{r}, \lambda_{1}\left(\sigma^{0}\right)\right)\left(\lambda_{1}\left(\sigma^{0}\right)_{r}\right)\right) \tag{1}
\end{equation*}
$$

where $\sigma^{0}=\{a\}$ is a zero dimensional simplex in $Y\left(\mu_{0}\right)^{(n+1)}$.
Proof. The chain complex $C_{*}\left(Y\left(\mu_{0}\right)\right)$ is free, and all simplexes $\sigma^{k}$ with $\sigma^{k}<\mu_{0}$ constitute a basis. It suffices to define the carrier $\Gamma$ on these simplexes $\sigma^{k}$. We shall do this by induction on the dimension, using the Lemmas 1 and 2 .

For the zero dimensional simplex $\sigma^{0}$ we define $\Gamma\left(\sigma^{0}\right)$ using extension (1).

Suppose $\Gamma\left(\sigma^{i}\right)$ is defined for all $i$-dimensional simplexes $\sigma \in Y\left(\mu_{0}\right)^{(n+1)}$, where $i \leq k \leq n$, such that $\Gamma$ is a $w$-acyclic carrier up to dimension $k$.

Fix $U\left(\sigma^{i}\right) \in \mu_{i}, y\left(\sigma^{i}\right) \in U\left(\sigma^{i}\right)$, see Definition 2, due to our assumption we have

$$
\Gamma\left(\sigma^{i}\right)=\bigoplus C_{*}\left(\operatorname{St}\left(x_{r}\left(\sigma^{i}\right), \lambda_{i+1}\left(\sigma^{i}\right)\right)\left(\lambda_{i+1}\left(\sigma^{i}\right)_{r}\right)\right)
$$

where $f^{-1}\left(y\left(\sigma^{i}\right)\right)=\left\{x_{r}\left(\sigma^{i}\right) \mid r=1, \ldots, s\left(\sigma^{i}\right)\right\}$, and $U\left(\sigma_{t}^{i}\right) \subset U\left(\sigma^{i}\right)$ for the boundary simplex $\sigma_{t}^{i}$ of $\sigma^{i}$.

Now let $\sigma^{k+1}$ be a $(k+1)$-dimensional simplex in $Y\left(\mu_{0}\right)^{(n+1)}$ with $\partial_{k+1} \sigma^{k+1}=$ $\sum \sigma_{t}^{k+1}$ and there exists $V \in \mu_{0}$ such that $\sigma^{k+1} \subset V$.

From the induction hypothesis we have $U\left(\sigma_{t}^{k+1}\right) \in \mu_{k}$ and the corresponding points $y\left(\sigma_{t}^{k+1}\right)$ are elements of $U\left(\sigma_{t}^{k+1}\right)$. Since $\mu_{0}>\mu_{k}$ there exists $\widetilde{V} \in \mu_{k}$ such that $V \subset \widetilde{V}$ and $\operatorname{St}\left(\widetilde{V}, \mu_{k}\right) \subset U\left(\sigma^{k+1}\right)$. With $y\left(\sigma^{k+1}\right)$ we denote the corresponding point in $U\left(\sigma^{k+1}\right)$.

Now we define $\Gamma\left(\sigma^{k+1}\right)$ as

$$
\Gamma\left(\sigma^{k+1}\right)=\bigoplus\left\{C_{*}\left(\operatorname{St}\left(x_{r}, \lambda_{k+2}\left(\sigma^{k+1}\right)\right)\left(\lambda_{k+2}\left(\sigma^{k+1}\right)_{r}\right)\right) \mid r=1, \ldots, s\left(\sigma^{k+1}\right)\right\}
$$

Since

$$
y\left(\sigma_{t}^{k+1}\right) \in U\left(\sigma_{t}^{k+1}\right) \subset U\left(\sigma^{k+1}\right)
$$

and

$$
f^{-1}\left(y\left(\sigma_{t}^{k+1}\right)\right) \subset f^{-1}\left(U\left(\sigma_{t}^{k+1}\right)\right) \subset \operatorname{St}\left(f^{-1}\left(y\left(\sigma^{k+1}\right)\right), \bar{\lambda}_{k+2}\left(\sigma^{k+1}\right)\right),
$$

we obtain

$$
\begin{aligned}
\operatorname{St}\left(f^{-1}\left(y\left(\sigma_{t}^{k+1}\right)\right), \lambda_{k}\left(\sigma_{t}^{k+1}\right)\right) & \subset \operatorname{St}^{2}\left(f^{-1}\left(y\left(\sigma^{k+1}\right)\right), \bar{\lambda}_{k+2}\left(\sigma^{k+1}\right)\right) \\
& \subset \operatorname{St}\left(f^{-1}\left(y\left(\sigma^{k+1}\right)\right), \lambda_{k+2}\left(\sigma^{k+1}\right)\right)
\end{aligned}
$$

This yields $\Gamma\left(\sigma_{t}^{k+1}\right) \subset \Gamma\left(\sigma^{k+1}\right)$.
REmARK 4. There are several different ways to define $\Gamma\left(\sigma_{0}\right)$, e.g., $\Gamma\left(\sigma_{0}\right)=$ $C_{*}\left(f^{-1}(a)\left(\lambda_{0}\right)\right)$ for $\sigma_{0}=\{a\}$, or $\Gamma\left(\sigma_{0}\right)=C_{*}\left(f^{-1}\left(y\left(U\left(\sigma^{0}\right)\right)\right)\left(\lambda_{0}\right)\right)$. We shall use these definitions later on. We say that the carrier $\Gamma$, constructed in the previous lemma, corresponds to the $B$-system $B$.

The next lemma guarantees the existence of refinements of $w$-cyclic carriers.
Lemma 4. If $\Gamma^{j}, j=0,1$, are two $w$-acyclic carriers corresponding to the $B$-system $B=B(f, \lambda, \mu, n)$, then there exists a w-acyclic carrier $\Gamma$ corresponding to $B$ such that

$$
\Gamma^{j}\left(\sigma^{k}\right) \subset \Gamma\left(\sigma^{k}\right)
$$

for $j=0,1$ and for all $k$ with $0 \leq k \leq n+1$.
Proof. It suffices to consider dimension 0 . Due to the properties of $\Gamma^{j}$, $j=0,1$, there exists for every 0 -dimensional simplex $\sigma^{0} \in Y\left(\mu_{0}\right)^{(n+1)}$ with
$\sigma^{0}=\{a\}$ open sets $U^{j}\left(\sigma^{0}\right) \in \mu_{0}$ and points $y^{j}\left(\sigma^{0}\right) \in U^{j}\left(\sigma^{0}\right)$ such that

$$
\Gamma^{j}\left(\sigma^{0}\right)=\bigoplus_{x_{r}^{j}} C_{*}\left(\operatorname{St}\left(x_{r}^{j}, \lambda_{1}^{j}\left(\sigma^{0}\right)\right)\left(\lambda_{1}^{j}\left(\sigma^{0}\right)_{r}\right)\right),
$$

where the sum is over $x_{r}^{j} \in f^{-1}\left(y^{j}\left(\sigma^{0}\right)\right)$ for $j=0,1$. Furthermore $\lambda_{1}^{j}\left(\sigma^{0}\right)=$ $\lambda_{1}\left(U^{j}\left(\sigma^{0}\right)\right)$. Since $a \in U^{j}\left(\sigma^{0}\right)$ and $\mu_{0} *>\mu_{1}$, there is an $U\left(\sigma^{0}\right) \in \mu_{1}$ and a corresponding point $y\left(\sigma^{0}\right) \in U\left(\sigma^{0}\right)$ such that $U^{j}\left(\sigma^{0}\right) \subset U\left(\sigma^{0}\right)$ and

$$
f^{-1}\left(U\left(\sigma^{0}\right)\right) \subset \operatorname{St}\left(f^{-1}\left(y\left(\sigma_{0}\right)\right), \bar{\lambda}_{2}\left(\sigma_{0}\right)\right)
$$

Now define $\Gamma\left(\sigma^{0}\right)$ by setting

$$
\Gamma\left(\sigma^{0}\right)=\bigoplus_{x_{u}} u C_{*}\left(\operatorname{St}\left(x_{u}, \lambda_{2}\left(\sigma^{0}\right)\right)\left(\lambda_{2}\left(\sigma^{0}\right)_{u}\right)\right)
$$

where $x_{u} \in f^{-1}\left(y\left(\sigma_{0}\right)\right)$. From the construction we obtain that $\Gamma^{j}\left(\sigma^{0}\right) \subset \Gamma\left(\sigma^{0}\right)$, $j=0,1$.

Lemma 5. For two $B$-systems $B^{j}=B\left(\lambda^{j}, \mu^{j}, n\right)$ and corresponding w-acyclic carriers $\Gamma^{j}, j=0,1$, there exists a $w$-acyclic carrier $\Gamma$ corresponding to $a$ common refinement $B(\lambda, \mu, n)$ of the $B$-systems $B^{0}$ and $B^{1}$ such that

$$
\Gamma^{j}\left(\sigma^{k}\right) \subset \Gamma\left(\sigma^{k}\right)
$$

for $j=0,1$ and for $k=0, \ldots, n+1$.
Proof. Due to Remark 3, there exists a common refinement $B(\lambda, \mu, n)$ of $B^{0}$ and $B^{1}$. Using the construction in the proof of Lemma 4 we obtain a $w$-acyclic carrier $\Gamma$ with the desired properties.
2.2. Chain approximations of $m$-maps. In this section we show how to construct a chain approximation of $f^{-1}$ for an $m$-map $f: X \rightarrow Y$ with multiplicity function $m: X \rightarrow \mathbb{K}$.

Lemma 6. Let $f: X \rightarrow Y$ be an m-map and let $B=B(f, \lambda, \mu, n)$ be a $B$ system with corresponding $w$-acyclic carrier $\Gamma$. If the $\mathbb{K}$-homomorphism

$$
T: C_{0}\left(Y\left(\mu_{0}\right)^{(0)}\right) \rightarrow C_{0}(X(\lambda))
$$

is defined by

$$
T\left(\sigma^{0}\right)=\sum\left\{m(x) x \mid x \in f^{-1}(a)\right\}
$$

where $\sigma^{0}=\{a\}$, then $T$ has an extension $T: C_{*}\left(Y\left(\mu_{0}\right)^{(n)}\right) \rightarrow C_{*}(X(\lambda))$ which is a chain map carried by $\Gamma$.

Proof. We apply the Extension Lemma 2. By definition of $T$, it is obvious that $T\left(\sigma^{0}\right) \in \Gamma\left(\sigma^{0}\right)$. Now let $\sigma^{1}$ be an one-dimensional simplex of the simplicial
complex $Y\left(\mu_{0}\right)^{(n)}$, then

$$
\Gamma\left(\sigma^{1}\right)=\bigoplus_{r} C_{*}\left(\operatorname{St}\left(x_{r}, \lambda_{2}\left(\sigma^{1}\right)\right)\left(\lambda_{2}\left(\sigma^{1}\right)_{r}\right)\right)
$$

For $z \in U\left(\sigma^{1}\right)$ and the 0-dimensional simplex $\sigma^{0}=\{z\}$ we have that $T\left(\sigma^{0}\right) \subset$ $\Gamma\left(\sigma^{1}\right)$, therefore $T\left(\sigma^{0}\right)=\sum_{r} T\left(\sigma^{0}\right)_{r}$, where $T\left(\sigma^{0}\right)_{r} \in C_{0}\left(\operatorname{St}\left(x_{r}, \lambda_{2}\left(\sigma^{1}\right)\right)\left(\lambda_{2}\left(\sigma^{1}\right)_{r}\right)\right)$. This leads to

$$
T\left(\sigma^{0}\right)_{r}=\sum\left\{m(x) x \mid x \in f^{-1}(z) \cap \operatorname{St}\left(x_{r}, \lambda_{2}\left(\sigma^{1}\right)\right)\right\}
$$

with $x_{r}=x_{r}\left(\sigma^{1}\right) \in f^{-1}\left(y\left(\sigma^{1}\right)\right)$. For the augmentation $\varepsilon$ we obtain

$$
\varepsilon\left(T\left(\sigma^{0}\right)_{r}\right)=\varepsilon\left(\sum\left\{m(x) x \mid x \in f^{-1}(z) \cap \operatorname{St}\left(x_{r}, \lambda_{2}\left(\sigma^{1}\right)\right)\right\}\right)=m\left(x_{r}\left(\sigma^{1}\right)\right)
$$

due to Definition 1. This yields $\varepsilon\left(T\left(\partial \sigma^{0}\right)_{r}\right)=0$ and the assertion follows from the Extension Lemma.

Remark 5. (1) It is also possible to define $T\left(\sigma^{k}\right)=\sum T\left(\sigma^{k}\right)_{r}$ in such a way that

$$
T\left(\sigma^{k}\right)_{r}=x_{r}\left(\sigma^{k}\right) * T\left(\partial \sigma^{k}\right)_{r}
$$

where $T\left(\partial \sigma^{k}\right)=\sum T\left(\partial \sigma^{k}\right)_{r}$ and $T\left(\partial \sigma^{k}\right) \subset \Gamma\left(\sigma^{k}\right)_{r}$ and $x_{r}\left(\sigma^{k}\right) * T\left(\partial \sigma^{k}\right)_{r}$ denotes the cone (joint) over $T\left(\partial \sigma^{k}\right)$ with vertex $x_{r}\left(\sigma^{k}\right)$. Then $T$ is an extension of $T: C_{0}\left(Y\left(\mu_{0}\right)^{(0)}\right) \rightarrow C_{0}(X(\lambda))$ which is carried by $\Gamma$.
(2) The map $f:(X, A) \rightarrow(Y, B)$ is called $m$-map w.r.t. $\mathbb{K}$ if the maps $f: X \rightarrow$ $Y$ and $f_{A}=f \circ i_{A}: A \rightarrow B, i_{A}$ is the identity inclusion, are $m$-maps with multiplicity functions $m: X \rightarrow \mathbb{K}$ and $m \circ i_{A}: X \rightarrow \mathbb{K}$, respectively.

Let $f:(X, A) \rightarrow(Y, B)$ be an $m$-map w.r.t $\mathbb{K}$ and let $B(f, \lambda, \mu, n)$ be a $B$ system belonging to $f$. Then there exists a $B$-system $B\left(f_{A}, \alpha, \beta, n\right)$ for $f_{A}$ such that

$$
\alpha_{i}>\lambda_{i} \cap A, \quad \beta_{i}>\mu_{i} \cap B, \quad \bar{\alpha}_{i}(U)>\bar{\lambda}_{i}(V) \cap A, \quad \beta_{i}(U)>\mu_{i}(V)
$$

for all $U \in \beta_{i-1}$ and $V \in \mu_{i-1}$. The proof is similar to the proof of Lemma 1 . We call the $B$-system $B\left(f_{A}, \alpha, \beta, n\right)$ a restriction of $B(f, \lambda, \mu, n)$.
(3) Let $f:(X, A) \rightarrow(Y, B)$ be an $m$-map w.r.t. $\mathbb{K}$ and let $B\left(f_{A}, \alpha, \beta, n\right)$ be a restriction of $B(f, \lambda, \mu, n)$. There exists a chain map

$$
T: C_{*}\left(Y\left(\mu_{0}\right)^{(n+1)}, B\left(\beta_{0}\right)^{(n+1)}\right) \rightarrow C_{*}(X(\lambda), A(\alpha))
$$

such that $T: C_{*}\left(Y\left(\mu_{0}\right)^{(n+1)}\right) \rightarrow C_{*}(X(\lambda))$ and $T: C_{*}\left(B\left(\beta_{0}\right)^{(n+1)}\right) \rightarrow C_{*}(A(\alpha))$ are chain maps corresponding to the $B$-systems $B(f, \lambda, \mu, n)$ and $B\left(f_{A}, \alpha, \beta, n\right)$, respectively. The proof follows the same lines as the proof in Lemma 3.

So far the construction of chain approximations depends on the given $w$ acyclic carrier as well as on the given $B$-system. The following corollaries show that this dependence is not essential.

Corollary 1. Let $f$ be an m-map. If $T^{j}, j=0,1$, with $w$-acyclic carriers $\Gamma^{j}$ and $B$-systems $B^{j}=B\left(f, \lambda^{j}, \mu^{j}, n\right)$ are chain approximations of $f$, then there exists a covering $\mu>\mu_{0}^{j}, j=0,1$ such that the chain maps $T^{0}$ and $T^{1}$ are chain homotopic on $Y(\mu)^{(n)}$.

Proof. Lemma 4 guarantees the existence of a $w$-acyclic carrier $\Gamma$ corresponding to a common refinement $B(\lambda, \mu, n)$ of $B^{0}$ and $B^{1}$ such that $\Gamma^{j}\left(\sigma^{k}\right) \subset$ $\Gamma\left(\sigma^{k}\right)$ for $j=0,1$ and $0 \leq k \leq n-1$, i.e. $\Gamma$ carries $T^{0}$ and $T^{1}$ on $Y(\mu)$, and the Extension Lemma 2 implies the existence of a homotopy between $T^{0}$ and $T^{1}$ on $Y(\mu)^{(n)}$.

The next corollary deals with $m$-restrictions of $B$-systems.
Corollary 2. Let $1 \leq m \leq n$. Let $T$ be a chain map corresponding to the $B$-system $B(f, \lambda, \mu, n)$ and let $T_{m}$ be the chain map corresponding to the m-restriction of $B(f, \lambda, \mu, n)$. Then

$$
T_{m}, T: C_{*}\left(Y\left(\mu_{0}\right)^{(m)}\right) \rightarrow C_{*}\left(X(\lambda)^{m}\right)
$$

are homotopic.
Proof. For $\mu_{0} \in B(f, \lambda, \mu, n)$ there is a $w$-acyclic carrier $\Gamma: C_{*}\left(Y\left(\mu_{0}\right)^{(m)}\right) \rightarrow$ $C_{*}\left(X(\lambda)^{m}\right)$ which carries $T_{m}$ and $T$.

From Corollaries 1 and 2 we obtain:
Corollary 3. Let $T$ and $T^{\prime}$ be the corresponding chain maps of the $B$ systems $B(f, \lambda, \mu, n)$ and $B\left(f, \lambda^{\prime}, \mu^{\prime}, m\right)$, respectively, such that $n \geq m$ and $\lambda^{\prime}>$ $\lambda$. Then there exists a covering $\beta_{0} \in \operatorname{Cov}(Y)$ with $\beta_{0}>\mu_{0}$, $\mu_{0}^{\prime}$, where $\mu_{0} \in$ $B(f, \lambda, \mu, n), \mu_{0}^{\prime} \in B\left(f, \lambda^{\prime}, \mu^{\prime}, n\right)$, such that

$$
T, T^{\prime}: C_{*}\left(Y\left(\beta_{0}\right)^{(m)}\right) \rightarrow C_{*}\left(X(\lambda)^{m}\right)
$$

are homotopic.
2.3. Transfer homomorphism for m-maps. We consider m-maps $f: X \rightarrow$ $Y$ with multiplicity function $m: X \rightarrow \mathbb{K}$ and assume that the value of $m$ is independent of $x \in X$ and not equal to 0 . Under this assumption we call $m(f)=$ $m(x)$ the multiplicity of $f$.

Theorem 1. If $f: X \rightarrow Y$ is an m-map w.r.t. $\mathbb{K}$ and multiplicity $m(f) \neq 0$, then there exists a homomorphism

$$
t(f)_{*}: H_{*}(Y, \mathbb{K}) \rightarrow H_{*}(X, \mathbb{K})
$$

such that $f_{*} t(f)_{*}=m(f) \mathrm{id}_{*}$
Proof. We first establish the existence of the homomorphism $t(f)_{*}$.

Let $[\zeta] \in H_{i}(Y, \mathbb{K})$, and let $\zeta=\{\zeta(\mu) \mid \mu \in \operatorname{Cov}(Y)\}$ be an $i$-dimensional Vietoris cycle corresponding to the homology class [ $\zeta$ ]. Furthermore, choose $n>i+1$. For $\lambda \in \operatorname{Cov}(X)$ and $\mu \in \operatorname{Cov}(Y)$ and $n$ we consider the chain map $T: C_{*}\left(Y\left(\mu_{0}\right)^{n+1}\right) \rightarrow C_{*}(X(\lambda))$ corresponding to a $B$-system $B(f, \lambda, \mu, n)$ and we define

$$
t(\zeta)(\lambda)=T\left(\zeta\left(\mu_{0}\right)\right) \in C_{i}(X(\lambda))
$$

and

$$
t(f)_{i}(\zeta)=\{t(\zeta)(\lambda) \mid \lambda \in \operatorname{Cov}(X)\}
$$

It remains to show that $t(\zeta)\left(\lambda^{\prime}\right)$ and $t(\zeta)\left(\lambda^{\prime \prime}\right)$ are homologous in $X\left(\lambda^{\prime}\right)$ if $\lambda^{\prime \prime}>\lambda^{\prime}$. Associated with the coverings $\lambda^{\prime}, \lambda^{\prime \prime}$ are chain maps $T^{\prime}$ and $T^{\prime \prime}$, respectively, corresponding to the $B$-systems $B\left(f, \lambda^{\prime}, \mu, n\right)$ and $B\left(f, \lambda^{\prime \prime}, \mu, n\right)$, respectively. Corollary 3 ensures the existence of a covering $\beta_{0}>\mu_{0}^{\prime}, \mu_{0}^{\prime \prime}$ such that

$$
T^{\prime}, T^{\prime \prime}: C_{*}\left(Y\left(\beta_{0}\right)^{(n)}\right) \rightarrow C_{*}\left(X\left(\lambda^{\prime}\right)^{n}\right)
$$

are homotopic. Since $T^{\prime}\left(\zeta\left(\mu_{0}^{\prime}\right)\right)$ and $T^{\prime \prime}\left(\zeta\left(\mu_{0}^{\prime \prime}\right)\right)$ are homologous to $T^{\prime}\left(\zeta\left(\beta_{0}\right)\right)$ and $T^{\prime}\left(\zeta\left(\beta_{0}\right)\right)$ in $X\left(\lambda^{\prime}\right)$, respectively, it follows that $t(\zeta)\left(\lambda^{\prime}\right)$ and $t(\zeta)\left(\lambda^{\prime \prime}\right)$ are homologous in $X\left(\lambda^{\prime}\right)$. Therefore the homomorphism $t(f)_{i}$ is well defined for $n>i+1$. Corollary 3 implies that $t(f)_{i}$ is independent on the choice of the number $n$.

We conclude the proof by showing that $f_{*} t(f)_{*}=m(f) \mathrm{id}_{*}$. To this end we consider

$$
T: C_{*}\left(Y\left(\mu_{0}\right)^{(n+1)}\right) \rightarrow C_{*}\left(X(\lambda)^{(n+1)}\right)
$$

defined as follows

$$
T\left(\sigma^{k}\right)=\sum_{r} x_{r}\left(\sigma^{k}\right) * T\left(\partial \sigma^{k}\right)_{r}
$$

(see (1) of Remark 5). As a first step, we demonstrate

$$
\begin{equation*}
f\left(t\left(\sigma^{k}\right)\right)=m(f) \mathbf{b}\left(\sigma^{k}\right) \tag{2}
\end{equation*}
$$

where $\mathbf{b}\left(\sigma^{k}\right)$ is a barycentric subdivision of the simplex $\sigma^{k}$ and additionally $\mathbf{b}\left(\sigma^{k}\right) \in C_{k}\left(Y\left(\mu_{k}\right)^{(n)}\right)$. Since (2) holds for $k=0$, the proof follows from simple induction argument.

Now, let $[\zeta] \in H_{i}(Y, \mathbb{K})$ and $\zeta=\{\zeta(\mu) \mid \mu \in \operatorname{Cov}(Y)\}$. For $\mu \in \operatorname{Cov}(Y)$ and $\lambda=f^{-1}(\mu)$ and $n>i+1$ there exists a $B$-system $B(f, \lambda, \mu, n)$ and a corresponding chain map $T$. Therefore $t(f)(\zeta(\lambda))=T\left(\zeta\left(\mu_{0}\right)\right)$ and we obtain

$$
f(t(f)(\zeta)(\lambda))=f\left(T\left(\zeta\left(\mu_{0}\right)\right)\right)=m(f) \mathbf{b}\left(\zeta\left(\mu_{0}\right)\right)
$$

where $\mathbf{b}\left(\zeta\left(\mu_{0}\right)\right)$ is a first barycentric subdivision of the chain $\zeta\left(\mu_{0}\right) \in C_{*}\left(Y\left(\mu_{i}\right)\right)$ such that $\zeta\left(\mu_{0}\right)$ and $b\left(\zeta\left(\mu_{0}\right)\right)$ are homotopic in $Y\left(\mu_{i}\right)$. Therefore they are homotopic in $Y(\mu)$. This yields $f_{*} t(f)_{*}=m(f) \mathrm{id}_{*}$.

The homomorphism $t(f)_{*}=\left(t(f)_{i}\right)_{i}$ is called the transfer homomorphism of the map $f$.

REmark 6. For every closed, open, perfect, zero-dimensional map $g: X \rightarrow Y$ and $Y$ locally connected space, Zarelua, [47], defined a summing homomorphism $\sigma: g_{*} g^{*} \mathcal{A} \rightarrow \mathcal{A}$ over the sheaf of $\mathbb{K}$-modules $\mathcal{A}$, see [6]. The maps $g_{*}$ and $g^{*}$ are the $g_{*}$-direct image and $g^{*}$-inverse image of sheaves w.r.t. $g$.

If $\mathbb{K}=Y \times \mathbb{K}$ denotes the constant sheaf, then Zarelua's construction could be applied to any $m$-map $f: X \rightarrow Y$ w.r.t. $\mathbb{K}$ and we obtain a summing homomorphism between sheaves

$$
\sigma: f_{*} f^{*} \underline{\mathbb{K}}=f_{*} \mathbb{K} \rightarrow \underline{\mathbb{K}}
$$

This homomorphism induces a homomorphism

$$
\sigma^{*}: H^{*}\left(Y, f_{*} \mathbb{K}\right) \rightarrow H^{*}(Y, \underline{\mathbb{K}})
$$

There is an isomorphism $i^{*}: H^{*}(X, \underline{\mathbb{K}}) \rightarrow H^{*}\left(Y, f^{*} \underline{\mathbb{K}}\right)$. Define

$$
t^{*}(f)=\sigma^{*} i^{*}: H^{*}(X, \underline{K}) \rightarrow H^{*}(X, \mathbb{K})
$$

We defined the transfer homomorphism

$$
t_{*}(f): H_{*}(Y, \underline{K}) \rightarrow H_{*}(X, \mathbb{K})
$$

using chain maps $T$, corresponding to $B$-system for $f$. These chain maps induce the homomorphism $t^{*}(f)$.

We now consider composition of $m$-maps. Let $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ be $m$-maps with multiplicity functions $m: X \rightarrow \mathbb{K}$ and $\bar{m}: Y \rightarrow \mathbb{K}$, respectively. The composition $g f: X \rightarrow Z$ is an $m$-map with multiplicity function $\widehat{m}: X \rightarrow \mathbb{K}$ with $\widehat{m}\left(x_{i j}\right)=m\left(x_{i j}\right) \bar{m}(y(z))$, where $z \in Z, g^{-1}(z)=\left\{y_{i}(z) \mid i\right\}, f^{-1}\left(y_{i}(z)\right)=$ $\left\{x_{i j} \mid j\right\}$.

With $t(f)_{*}, t(g)_{*}$, and $t(g f)_{*}$ we denote the respective transfer homomorphisms of $f, g$, and $g f$.

Proposition 1. If $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ are m-maps w.r.t. $\mathbb{K}$ then

$$
t(g f)_{*}=t(f)_{*} t(g)_{*} .
$$

Proof. For given $\lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y), \nu \in \operatorname{Cov}(Z)$ and $n \in \mathbb{N}$ we shall construct $B$-systems and corresponding chain maps

$$
\begin{aligned}
T(f): C_{*}\left(Y\left(\mu_{n+1}\right)^{(n+1)}\right) & \rightarrow C_{*}\left(X(\lambda)^{(n+1)}\right) \\
T(g): C_{*}\left(Z\left(\nu_{0}\right)^{(n+1)}\right) & \rightarrow C_{*}\left(Y(\mu)^{(n+1)}\right)
\end{aligned}
$$

such that the composition $T(f) T(g)$ is a chain map corresponding to a $B$-system of the map $g f$ for $\lambda, \nu$, and $n \in \mathbb{N}$.

Firstly, we shall construct sequences of coverings $\lambda_{i}, \mu_{j}, \nu_{j}$, for $0 \leq i \leq n+1$ and $0 \leq j \leq 2 n+1$. Denote $\lambda_{n+1}=\lambda, \mu=\mu_{2 n+2}, \nu=\nu_{2 n+2}$ and consider the points $z \in Z$ and $g^{-1}(z)=\left\{y_{i}(z) \mid i\right\}$, and $f^{-1}\left(y_{i}(z)\right)=\left\{x_{i j} \mid j\right\}$. For the chosen point $z$ there are coverings $\bar{\lambda}_{n+1}(z), \lambda_{n+1}(z) \in \operatorname{Cov}(X)$ such that

$$
\bar{\lambda}(z) * *>\lambda_{n+1}(z)>\lambda_{n+1}
$$

and such that the set $\left\{\operatorname{St}\left(x_{i j}, \lambda_{n+1}\right) \mid i, j\right\}$ is a disjoint family of sets. Let $U_{i}(z)$ be a neighbourhood of $y_{i}(z)$ such that

$$
\begin{gathered}
U_{i}(z)<\mu_{2 n+2} \\
U_{i}(z) \subset Y \backslash f\left(X \backslash \operatorname{St}\left(f^{-1}\left(y_{i}(z)\right), \bar{\lambda}_{n+1}(z)\right)\right) .
\end{gathered}
$$

Choose a covering $\mu_{2 n+2}(z) \in \operatorname{Cov}(Y)$ such that $\operatorname{St}^{3}\left(y_{i}(z), \mu_{2 n+2}(z)\right) \subset U_{i}(z)$ and consider a neighbourhood $U(z)$ of $z \in Z$ such that

$$
U(z) \subset Z \backslash g\left(Y \backslash \operatorname{St}\left(g^{-1}(z), \mu_{2 n+2}(z)\right)\right)
$$

and $U(z)<\nu_{2 n+2}^{*}$, where $\nu_{2 n+2}^{*}>\nu_{2 n+2}$. Now let $\nu_{2 n+1}$ be a finite subcovering of the covering $\{U(z) \mid z \in Z\}$. For $U=U(z) \in \nu_{2 n+1}$ we denote $z=z(U)$, $\mu_{2 n+2}=\mu_{2 n+2}(z(U)), \bar{\lambda}_{n+1}(U)=\bar{\lambda}_{n+1}(z(U)), \lambda_{n+1}(U)=\lambda_{n+1}(z(U))$. The coverings $\nu_{2 n+1}, \mu_{2 n+2(U)}$, and $\bar{\lambda}_{n+1}(U)$ satisfy the following conditions:
(1) $\nu_{2 n+1} *>\nu_{2 n+2}$,
(2) $g^{-1}(U) \subset \operatorname{St}\left(g^{-1}(z(U)), \mu_{2 n+2}\right)$ for $U \in \nu_{2 n+1}$,
(3) $\left\{\operatorname{St}^{3}\left(y(U), \mu_{2 n+2}(U)\right) \mid y(U) \in g^{-1}(z(U))\right\}$ is a disjoint family of sets,
(4) $f^{-1}\left(\mathrm{St}^{3}\left(y(U), \mu_{2 n+2}(U)\right)\right) \subset \operatorname{St}\left(f^{-1}(y(U)), \bar{\lambda}_{n+1}(U)\right)$,
(5) $\left\{\operatorname{St}\left(x(U), \lambda_{n+1}(U)\right) \mid x(U) \in(g f)^{-1}(z(U))\right\}$ is a disjoint family of sets,
(6) $\bar{\lambda}_{n+1}(U) * *>\lambda_{n+1}$,
(7) $\mu_{n+2}(U)>\mu_{2 n+2}$.

Choose $\lambda_{n} \in \operatorname{Cov}(X), \mu_{2 n+1} \in \operatorname{Cov}(Y)$ such that $\lambda_{n}>\bar{\lambda}_{n+1}(U)$ and $\mu_{2 n+1}>$ $\mu_{2 n+2}(U)$ for all $U \in \nu_{2 n+1}$. Now starting with $\lambda_{n}, \mu_{2 n+1}, \nu_{2 n+1}$ we construct $\lambda_{n-1}, \mu_{2 n}, \nu_{2 n}, \bar{\lambda}(V), \lambda(V), \mu_{2 n+1}(V)$ for $V \in \nu_{2 n}$ having the above seven properties. Continuing this construction we obtain systems of coverings $\lambda_{k}$, $\bar{\lambda}_{k+1}(V), \lambda_{k+1}(V), \mu_{n+k+1}(V), \mu_{n+k+1}, \nu_{n+k+1}$ for $k=0, \ldots, n+1, V \in \nu_{n+k+2}$ satisfying the above seven requirements. The sequences $\left\{\lambda_{i}\right\},\left\{\nu_{n+i+1}\right\},\left\{\bar{\lambda}_{i}(U)\right\}$, $\left\{\lambda_{i}(U)\right\}$ with $\left.i=0, \ldots, n+1\right\}$ form a $B$-system $B(g f, \lambda, \nu, n)$. Furthermore, we have the $B$-systems $B(f, \lambda, \mu, n)$ and $B\left(g, \mu_{n+1}, \nu_{n+1}, n\right)$.

Let $T(g): C_{*}\left(Z\left(\nu_{0}\right)^{(n+1)}\right) \rightarrow C_{*}\left(Y\left(\mu_{(n+1)}\right)^{n+1}\right)$ be a chain map corresponding to the $B$-system $B\left(g, \mu_{n+1}, \nu_{n+1}, n\right)$ with $w$-acyclic carrier $\Gamma(g)$ and let $T(f): C_{*}\left(Y\left(\mu_{n+1}\right)^{(n+1)}\right) \rightarrow C_{*}\left(X(\lambda)^{(n+1)}\right)$ be a chain map corresponding to the $B$-system $B(f, \lambda, \mu, n)$ with $w$-acyclic carrier $\Gamma(f)$.

In order to prove the assertion we construct a $w$-acyclic carrier $\widetilde{\Gamma}$ corresponding to $B(g f, \lambda, \mu, n)$ such that $\widetilde{\Gamma}$ carries the chain map $T(f) T(g): C_{*}\left(Z\left(\nu_{0}\right)^{(n+1)}\right)$
$\rightarrow C_{*}\left(X(\lambda)^{(n+1)}\right)$. We start with the construction of $\widetilde{\Gamma}$ on $Z\left(\nu_{0}\right)^{(0)}$. Let $\sigma^{o} \in$ $Z\left(\nu_{0}\right)^{(0)}, \sigma^{0}=\{a\}$, then there is $U\left(\sigma^{0}\right) \in \nu_{0}$ and a corresponding point $z\left(\sigma^{0}\right)$ such that

$$
\Gamma(g)\left(\sigma^{0}\right)=\bigoplus_{r} C_{*}\left(\operatorname{St}\left(y_{r}, \mu_{1}\left(\sigma^{0}\right)\right)\left(\mu_{1}\left(\sigma^{0}\right)_{r}\right)\right),
$$

where $y_{r} \in g^{-1}\left(z\left(\sigma^{0}\right)\right)$. Since $\nu_{0}>\mu_{n+1}$ there is a $\widetilde{U}\left(\sigma^{0}\right) \in \nu_{n+1}$ such that $U\left(\sigma^{0}\right) \subset \widetilde{U}\left(\sigma^{0}\right)$ and there exists a corresponding point $\widetilde{z}\left(\sigma^{0}\right)$. Now define

$$
\widetilde{\Gamma}\left(\sigma^{0}\right)=\bigoplus_{s} C_{*}\left(\operatorname{St}\left(x_{s}, \lambda_{1}\left(\sigma^{0}\right)\right)\left(\lambda_{1}\left(\sigma^{0}\right)_{s}\right)\right),
$$

where $x_{s} \in(g f)^{-1}\left(\widetilde{z}\left(\sigma^{0}\right)\right)$. Due to the construction $T(f) T(g)\left(\sigma^{0}\right) \in \widetilde{\Gamma}\left(\sigma^{0}\right)$ holds.
Let us assume that $\widetilde{\Gamma}$ carries $T(g) T(f)$ up to the dimension $k-1$ such that:
(a) For for the $l$-dimensional simplex $\sigma^{l} \in Z\left(\nu_{0}\right)^{(l)}, l=0, \ldots, k$, there exists $\widetilde{U}\left(\sigma^{l}\right) \in \nu_{n+l+1}$ and a corresponding point $\widetilde{z}\left(\sigma^{l}\right)$ such that

$$
\widetilde{\Gamma}\left(\sigma^{l}\right)=\bigoplus_{s} \operatorname{St}\left(x_{s}, \lambda_{l+1}\left(\sigma^{l}\right)\right)\left(\lambda_{l+1}\left(\sigma^{l}\right)_{s}\right)
$$

(b) There is $\widetilde{U}\left(\sigma^{l}\right) \in \nu_{l}$ and a corresponding point $z\left(\sigma^{l}\right)$ such that $z\left(\sigma^{l}\right) \in$ $\widetilde{U}\left(\sigma^{l}\right)$.
Let $\sigma^{k} \in \nu_{0}$ and $\sigma_{j}^{k} \in \partial \sigma^{k}$. The construction of $\Gamma(g)$ implies the existence of $U\left(\sigma_{j}^{k}\right) \in \nu_{k-1}, U\left(\sigma^{k}\right) \in \nu_{k}$ with corresponding points $z\left(\sigma_{j}^{k}\right), z\left(\sigma^{k}\right)$, respectively. Due to the induction hypothesis there is $\widetilde{U}\left(\sigma_{j}^{k}\right) \in \nu_{n+k}$ with corresponding point $\widetilde{z}\left(\sigma_{j}^{k}\right)$. Since $\nu_{k-1} *>\nu_{k} *>$ $\nu_{n+k}>\nu_{n+k+1}$ there exists $\widetilde{U}\left(\sigma^{k}\right) \in \nu_{n+k+1}$ and a point $\widetilde{z}\left(\sigma^{k}\right)$.

We define

$$
\widetilde{\Gamma}\left(\sigma^{k}\right)=\bigoplus_{r} C_{*}\left(\operatorname{St}\left(\widetilde{x}_{r}, \lambda_{k+1}\left(\sigma^{k}\right)\right)\left(\lambda_{k+1}\left(\sigma^{k}\right)_{r}\right)\right)
$$

where $\widetilde{x}_{r} \in(g f)^{-1}\left(\widetilde{z}\left(\sigma^{k}\right)\right)$.
The above seven properties imply that $\widetilde{\Gamma}$ is a $w$-acyclic carrier of $T(f) T(g)$ up to dimension $k$ with the desired properties. Therefore there is an extension of $\widetilde{\Gamma}$ on $C_{*}\left(Z\left(\nu_{0}\right)^{(n)}\right)$ which is a $w$-acyclic carrier of $T(f) T(g)$. An application of the construction performed in the proof of Lemma 3 for $B(g f, \lambda, \mu, n)$ extends $\widetilde{\Gamma}$ to a $w$-acyclic carrier on $Z\left(\nu_{n+1}\right)^{(n)}$ corresponding to $B(g f, \lambda, \mu, n)$. The definition of the transfer yields the desired assertion.

Proposition 2. Let $f:(X, A) \rightarrow(Y, B)$ be an m-map w.r.t. $\mathbb{K}$. Then the following diagram

with horizontal homology sequences of pairs $(X, A),(Y, B)$, and the vertical maps being the respective transfer maps, commutes.

Proof. Due to Proposition 1, diagram (II) commutes. To prove the commutativity of diagram (I) we consider a $B$-system $B=B(f, \lambda, \mu, n)$ and its restriction $B_{A}=B\left(f_{A}, \alpha, \beta, n\right)$. Point (2) of Remark 5 guarantees the existence of a chain map

$$
T: C_{*}\left(( Y ( \mu _ { 0 } ) ^ { ( n + 1 ) } , B ( \beta _ { 0 } ) ^ { ( n + 1 ) } ) \rightarrow C _ { * } \left(\left(X(\lambda)^{(n+1)}, A(\alpha)^{(n+1)}\right)\right.\right.
$$

such that the chain maps

$$
T: C_{*}\left(Y\left(\mu_{0}\right)^{(n+1)}\right) \rightarrow C_{*}\left(X(\lambda)^{(n+1)}\right) \text { and } T: C_{*}\left(B\left(\beta_{0}\right)^{(n+1)}\right) \rightarrow C_{*}\left(A(\alpha)^{(n+1)}\right)
$$

are corresponding to the $B$-systems $B$ and $B_{A}$, respectively. The definition of the transfer maps of $m$-maps $f$ and $f_{A}$ and $f:(X, A) \rightarrow(Y, B)$ using the chain approximations $T$ yields the assertion.

## 3. Extension of the Čech homology functor for $m$-point multivalued maps

3.1. $m$-diagrams and induced homomorphisms. We consider $m$-maps $f: X \rightarrow Y, g: W \rightarrow Z$ with multiplicity functions $m: X \rightarrow \mathbb{K}$ and $\bar{m}: W \rightarrow Z$, respectively. Furthermore, we assume that there exist single value maps $p, q$ such that the pull back diagram

commutes. For $z_{0} \in Z$ we set $y_{0}=q\left(z_{0}\right), f^{-1}\left(y_{0}\right)=\left\{x_{i}\left(y_{0}\right) \mid i\right\}, p^{-1}\left(x_{i}\left(y_{0}\right)\right) \cap$ $g^{-1}\left(z_{0}\right)=\left\{\omega_{i j} \mid j\right\}$.

Definition 6. A commutative diagram of the form (3) is called m-diagram if, for all $i$,

$$
m\left(x_{i}\left(y_{0}\right)\right)=\sum_{j} \bar{m}\left(\omega_{i j}\left(y_{0}\right)\right) .
$$

Examples 1. Let $f: X \rightarrow Y$ be an $m$-map with multiplicity function $m: X \rightarrow$ $\mathbb{K}$ and $q: Z \rightarrow Y$ any single valued continuous map. Define

$$
W=\{(z, x) \in Z \times X \mid q(z)=f(x)\}
$$

and $g(z, x)=z$ and $p(z, x)=x$. Then $g: W \rightarrow Z$ is a $m$-map with multiplicity function $\bar{m}(z, x)=m(x)$ and the pull back diagram is an $m$-diagram.

LEMmA 7. For every m-diagram $t(f)_{*} q_{*}=p_{*} t(g)_{*}$, where $t(f)_{*}, t(g)_{*}$ are the transfer homomorphisms.

Proof. Let $\lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y), \alpha \in \operatorname{Cov}(W)$ and $\beta \in \operatorname{Cov}(Z)$, and $n \in \mathbb{N}$, such that $\alpha>p^{-1}(\lambda), \beta>q^{-1}(\mu)$. Consider $B(f, \lambda, \mu, n)$ and $B(g, \alpha, \beta, n)$ such that

$$
\beta_{i}>q^{-1}\left(\mu_{i}\right), \quad \alpha_{i}>p^{-1}\left(\lambda_{i}\right), \quad \bar{\alpha}(V)>p^{-1}\left(\bar{\lambda}_{i}(U)\right), \quad \alpha_{i}(V)>p^{-1}\left(\lambda_{i}(U)\right)
$$

for every $U \in \mu_{i+1}$ and $V \in \beta_{i+1}$. With $T(f)$ and $T(g)$ we denote chain approximations corresponding to the $B$-systems $B(f, \lambda, \mu, n)$ and $B(g, \alpha, \beta, n)$, respectively. Since (3) is an $m$-diagram it follows

$$
p T(g)\left(\sigma^{0}\right)=T(f) q\left(\sigma^{0}\right)
$$

for all zero-dimensional simplices $\sigma^{0} \in Z\left(\beta_{0}\right)$. Any $w$-acyclic carrier

$$
\Gamma(f): C_{*}\left(Y\left(\mu_{0}\right)^{(n+1)}\right) \rightarrow C_{*}\left(X(\lambda)^{(n+1)}\right)
$$

corresponding to $B(f, \lambda, \mu, n)$ induces a $w$-acyclic carrier

$$
\widetilde{\Gamma}: C_{*}\left(Z\left(\beta_{0}\right)^{(n+1)}\right) \rightarrow C_{*}\left(X(\lambda)^{(n+1)}\right)
$$

of $T(f) q$ with $\widetilde{\Gamma}\left(\sigma^{k}\right)=\Gamma(f)\left(q\left(\sigma^{k}\right)\right)$.
For a $w$-acyclic carrier $\Gamma(f)$ we construct a $w$-acyclic carrier $\widetilde{\Gamma}$ in such a way that $\widetilde{\Gamma}$ carries $p T(g)$. The Extension Lemma implies the homotopy of the chain maps $T(f) q$ and $p T(g)$, which yields the assertion.

In order to construct $\widetilde{\Gamma}$ it is sufficient to construct $\widetilde{\Gamma}$ for simplices of the form $q\left(\sigma^{k}\right)$, where $\sigma^{k}$ is a $k$-dimensional simplex in $Z\left(\beta_{0}\right)^{(n)}$. For $q\left(\sigma^{0}\right)$ we define $\widetilde{\Gamma}\left(\sigma^{0}\right)=\Gamma(f)\left(q\left(\sigma^{0}\right)\right)$. Suppose that the $w$-carrier $\widetilde{\Gamma}$ is defined on $Z\left(\nu_{0}\right)^{(k-1)}$ and satisfies
(i) $\widetilde{\Gamma}$ is a $w$-carrier on $Z\left(\nu_{0}\right)^{(k-1)}$ which carries $p T(g)$,
(ii) For every simplex $\sigma^{l} \in Z\left(\nu_{0}\right)^{(k-1)}$ there exists $U\left(q\left(\sigma^{l}\right)\right) \in \mu_{l-1}$ with corresponding point $y\left(q\left(\sigma^{l}\right)\right)$, and $q\left(\sigma^{l}\right) \in U\left(q\left(\sigma^{l}\right)\right)$ such that

$$
U\left(q\left(\sigma_{j}^{l}\right)\right) \subset U\left(q\left(\sigma^{l}\right)\right) \quad \text { for } \sigma_{j}^{l} \in \partial_{l} \sigma^{l} .
$$

(iii) $\widetilde{\Gamma}\left(\sigma^{l}\right)$ is defined as in the proof of Lemma 3 using the point $y\left(q\left(\sigma^{l}\right)\right)$ and the neighbourhood $U\left(q\left(\sigma^{l}\right)\right)$.
Let $\sigma^{k} \in Z\left(\beta_{0}\right)^{(n)}$ be $k$-dimensional simplex. Then there exists an element $V\left(\sigma^{k}\right) \in \beta_{k}$ with corresponding point $z\left(\sigma^{k}\right)$ such that

$$
T(g)\left(\sigma^{k}\right) \in \Gamma(g)\left(\sigma^{k}\right)
$$

where $T(g)\left(\sigma^{k}\right)$ is defined with $V\left(\sigma^{k}\right)$ and $z\left(\sigma^{k}\right)$. For $\sigma_{t}^{k} \in \partial \sigma^{k}$ there is $U\left(q\left(\sigma_{t}^{k}\right)\right)$ $\in \mu_{k-1}$. There are also $U^{\prime}\left(q\left(\sigma^{k}\right)\right) \in \mu_{k}$ and $U^{\prime \prime}\left(q\left(\sigma^{k}\right)\right) \in \mu_{k}$ such that $U\left(q\left(\sigma_{t}^{k}\right)\right) \subset$
$U\left(q\left(\sigma^{k}\right)\right)$ and $V\left(\sigma^{k}\right) \subset p^{-1}\left(U^{\prime \prime}\left(q\left(\sigma^{k}\right)\right)\right)$. Therefore there is $U\left(q\left(\sigma^{k}\right)\right) \in \mu_{k+1}$, which contains $U^{\prime}\left(q\left(\sigma^{k}\right)\right)$ and $U^{\prime \prime}\left(q\left(\sigma^{k}\right)\right)$.

Define $\Gamma\left(q\left(\sigma^{k}\right)\right)$ with $U\left(q\left(\sigma^{k}\right)\right)$ and the corresponding point $z\left(q\left(\sigma^{k}\right)\right)$.
3.2. $m$-point maps. In this section we define the induced homomorphism $F_{*}: H_{*}(X, \mathbb{K}) \rightarrow H_{*}(Y, \mathbb{K})$ for a class of multivalued upper semi continuous (u.s.c.) maps, the so called $m$-point maps $F: X \rightarrow Y$ with a multiplicity function $m: \mathcal{G}(F) \rightarrow \mathbb{K}$, where $\mathcal{G}(F)=\{(x, y) \mid y \in F(x)\}$ is the graph of the map $F$.

Definition 7. Let $F: X \rightarrow Y$ be multivalued map and $m: \mathcal{G}(F) \rightarrow \mathbb{K}$ a multiplicity function of $F$. The map $F$ is called $m$-point multivalued map (or m-point map) with multiplicity function $m$ if
(1) $F(x)$ consists of finitely many points $\left\{y_{i}(x) \mid i=1, \ldots, s\right\}, s=s(x)$,
(2) for all $x_{0} \in X$ with $F\left(x_{0}\right)=\left\{y_{i}\left(x_{0}\right) \mid i=1, \ldots, s\right\}, s=s\left(x_{0}\right)$ and disjoint neighbourhoods $U_{i}$ of $y_{i}\left(x_{0}\right)$ exists a neighbourhood $U$ of $x_{0}$ such that
(a) $F(U) \subset \bigcup_{i=1}^{s} U_{i}$,
(b) $m\left(x_{0}, y_{i}\left(x_{0}\right)\right)=\sum\{m(x, y(x)) \mid y(x) \in U\}$ for all $x \in U$ and $i=$ $1, \ldots, s$.

Remark 7. In [11] these maps are called weighted maps and in [24] they were named $m$-functions.

Examples 2. (1) Let $R: \widehat{\mathbf{C}} \rightarrow \widehat{\mathbf{C}}$ be a rational map on the compactified complex line. Then the inverse map $R^{-1}$ defined as $R^{-1}(z)=\{w \in \widehat{\mathbf{C}} \mid R(w)=z\}$ is an $m$-point map w.r.t. the integers $\mathbb{Z}$ and with multiplicity function $m(z, w)=$ local degree of $R$ at $w$. For polynomial maps see [22]. Moreover, the multiplicity $m\left(R^{-1}\right)$ of the map $R^{-1}$ is equal to the degree of the map $R$.
(2) Let $K, L$ be finite polyhedra and let $p: K \rightarrow L$ a ramified covering with multiplicity map $\mu: K \rightarrow \mathbb{N}$ (see [42]). The map $p^{-1}: L \rightarrow K$ is an $m$-point map (w.r.t. $\mathbb{Z}$ ) with multiplicity function $m: \Gamma\left(p^{-1}\right) \rightarrow \mathbb{Z}$, defined as $m(x, y)=\mu(y)$.
(3) Let $G$ be a finite group which acts (from the left) on $X$, and let $G_{x}$ denote the stabilizer of $x \in X$, i.e., the subgroup $G_{x}=\{g \in G \mid g x=x\}$. Then the inverse map $p^{-1}$ of the projection $p: X \rightarrow X / G$ is an $m$-map w.r.t. $\mathbb{Z}$. If $p^{-1} y=\left\{x_{1}, \ldots, x_{s}\right\}, s=s(y)$ the multiplicity function is defined by $m\left(y, x_{i}\right)=\operatorname{card}\left(G_{x_{i}}\right)$, the cardinality of $G_{x}$.
(4) Let $S P^{n}(Y)$ be the $n$-th symmetric product of the space $Y$ (see [30]), and let $f: X \rightarrow S P^{n}(Y)$ be a single valued continuous map. Then $f$ induces an $m$-point $\operatorname{map} F: X \rightarrow Y$ w.r.t. $\mathbb{Z}$, defined with $F(x)=\pi(f(x))$, where

$$
\pi: S P^{n}(Y) \rightarrow Y, \quad \pi\left(y_{1}^{k_{1}} \ldots y_{s}^{k_{s}}\right)=\left\{y_{1}, \ldots, y_{s}\right\}, \quad k_{1}+\ldots+k_{s}=n
$$

The multiplicity function is given by $m\left(x, y_{i}\right)=k_{i}$, and $F$ has multiplicity $n$.

On the other hand, if $F: X \rightarrow Y$ is an $m$-point map w.r.t. $\mathbb{Z}$ with multiplicity $m(F)=n>0$ and $m\left(x, y_{i}\right)>0$ for all $x \in X$, then the map $F$ induces a single valued continuous map $f: X \rightarrow S P^{n}(Y)$, defined by $f(x)=y_{1}^{k_{1}} \ldots y_{s}^{k_{s}}$ and $F(x)=\left\{y_{1}, \ldots, y_{s}\right\}, k_{i}=m\left(x, y_{i}\right)$.

For other examples see [9] and [35].
Definition 8. Let $F: X \rightarrow Y$ be an $m$-point map with multiplicity function $m: \mathcal{G}(F) \rightarrow \mathbb{K}$. A triple $(p, q, Z)$ is called a representation of $F$, if $Z$ is a compact space and $p: Z \rightarrow X, q: Z \rightarrow Y$ are continuous single valued maps such that
(1) $p$ is an $m$-map with multiplicity function $\bar{m}: Z \rightarrow \mathbb{K}$,
(2) $F(x)=q\left(p^{-1}(x)\right)$ for all $x \in X$,
(3) $m(x, y(x))=\sum \bar{m}(z)$, where the sum is over all $z$ with $p(z)=x$ and $q(z)=y(x)$.

REmark 8. (1) Every $m$-point map $F: X \rightarrow Y$ (w.r.t. $\mathbb{K}$ ) has the representation $\left(p_{0}, q_{0}, \mathcal{G}(F)\right)$, where $p_{0}: \mathcal{G}(F) \rightarrow X, q_{0}: \mathcal{G}(F) \rightarrow X$ are the natural projections $p_{0}(x, y)=x, q_{0}(x, y)=y$. We call this representation a minimal representation.
(2) If $(p, q, Z)$ is a representation of $F: X \rightarrow Y$, then the map $f: Z \rightarrow \mathcal{G}(F)$ defined as $f(z)=(p(z), q(z))$ is such that the following diagram commutes


Lemma 8. Let $(p, q, Z)$ be a representation of the m-point map $F: X \rightarrow Y$ w.r.t. $\mathbb{K}$ and let $\left(p_{0}, q_{0}, \mathcal{G}(F)\right)$ be the minimal representation. Then

$$
q_{*} t(p)_{*}=\left(q_{0}\right)_{*} t\left(p_{0}\right)_{*},
$$

where $t(p)_{*}$ and $t\left(p_{0}\right)_{*}$ are the transfer homomorphisms of $p$ and $p_{0}$, respectively.
Proof. Consider the commutative diagram


Since $f$ is an $m$-map, Lemma 7 yields that $f_{*} t(p)_{*}=t\left(p_{0}\right)_{*}$, and the equality $q_{0} f=q$ implies the assertion.

Remark 9. The homomorphism $q_{*} t(p)_{*}$ does not depend on the representation $(p, q, Z)$.

Definition 9. Let $F: X \rightarrow Y$ be an $m$-point map w.r.t. $\mathbb{K}$ and $(p, q, Z)$ be a representation of $F$. The homomorphism

$$
F_{*}=q_{*} t(p)_{*}: H_{*}(X, \mathbb{K}) \rightarrow H_{*}(Y, \mathbb{K})
$$

is called the induced homomorphism of $F$ in the Čech homology.
Remark 10. If $F: X \rightarrow Y$ is single valued and continuous, then $F$ is an $m$ point map w.r.t. any ring $\mathbb{K}$, where $m: \mathcal{G}(F) \rightarrow \mathbb{K}$ is defined as $m(x, F(x))=1$. The induced homomorphism of $F$ in the previous definition coincides with the standard induced homomorphism in the homology.

Now consider the composition of $m$-point maps $F_{1}: X \rightarrow Y$ and $F_{2}: Y \rightarrow Z$. Then $F=F_{2} F_{1}: X \rightarrow Z$ is also an $m$-point map (Theorem 4 in [11], Proposition 2.6 in [24]).

With $m-\operatorname{Top}(\mathbb{K})$ we denote the category of all compact Hausdorff spaces and $m$-point maps w.r.t. $\mathbb{K}$. The category Top of all compact Hausdorff spaces and single valued continuous maps is a subcategory of $m$ - $\operatorname{Top}(\mathbb{K})$.

Lemma 9. If $F_{1}: X \rightarrow Y, F_{2}: Y \rightarrow Z$ are m-point maps w.r.t. $\mathbb{K}$, then

$$
\left(F_{2} F_{1}\right)_{*}=\left(F_{2}\right)_{*}\left(F_{1}\right)_{*}
$$

Proof. Consider representations $\left(p_{i}, q_{i}, Z_{i}\right)$ of $F_{i}, i=1,2$. Let

be the pullback diagram. Due to Lemma 7, we have the identity

$$
\psi_{*} t(g)_{*}=t\left(p_{2}\right)_{*}\left(q_{1}\right)_{*}
$$

Since $\left(p_{1} g, q_{2} \psi, W\right)$ is a representation of $F_{2} F_{1}$, we have $\left(F_{1} F_{2}\right)_{*}=\left(q_{2} \psi\right)_{*} t\left(p_{1} g\right)_{*}$. Now Proposition 1 together with the above identity proves the assertion.

As a next step, we define a notion of homotopy for $m$-point maps.
Definition 10. The $m$-point maps $F_{0}, F_{1}: X \rightarrow Y$ with multiplicity functions $m_{k}: \mathcal{G}\left(F_{k}\right) \rightarrow \mathbb{K}, k=0,1$ are $m$-point homotopic if there exists an $m$-point map $H: X \times I \rightarrow Y$, with $I=[0,1]$, with multiplicity function $m: \mathcal{G}(H) \rightarrow \mathbb{K}$ such that
(1) $F_{k}(x)=H(x, k)$ for $k=0,1$,
(2) $m((x, k), y)=m_{k}(x, y)$ for $(x, y) \in \mathcal{G}\left(F_{k}\right)$ and $k=0,1$.

Lemma 10. If $F_{0}$ and $F_{1}$ are m-point homotopic maps, then $\left(F_{0}\right)_{*}=\left(F_{1}\right)_{*}$
Proof. With $\left(p_{k}, q_{k}, \mathcal{G}\left(F_{k}\right)\right)$ we denote the minimal representation of $F_{k}$, $k=0,1$. Furthermore, let $H: X \times I \rightarrow Y$ be a homotopy of $F_{0}$ and $F_{1}$ and $(p, q, \mathcal{G}(H))$ its minimal representation. For $k=0,1$ we consider the diagram

where $i_{k}(x)=(x, k), j_{k}(x, y)=(x, y, k)$ are the natural inclusions. Since $p_{k}$ is the pullback of the map $p$ w.r.t. the inclusion $i_{k}$, Proposition 1 implies

$$
t(p)_{*}\left(i_{k}\right) *=\left(j_{k}\right)_{*} t\left(p_{k}\right)_{*} .
$$

Therefore $H_{*}\left(i_{k}\right)_{*}=\left(F_{k}\right)_{*}$. Since $\left(i_{0}\right)_{*}=\left(i_{1}\right)_{*}$, we obtain $\left(F_{0}\right)_{*}=\left(F_{1}\right)_{*}$.
Theorem 2. There exists an extension of Čech-homology functor $H_{*}$ with coefficients in $\mathbb{K}$ on the category m-point-Top $(\mathbb{K})$, satisfying the axioms of Eilen-berg-Steenrod.

Proof. As we have already seen, every $m$-point map $F: X \rightarrow Y$, i.e. a morphism in the category $m$-point-Top $(\mathbb{K}))$ induces a homomorphism

$$
F_{*}: H_{*}(X, \mathbb{K}) \rightarrow H_{*}(Y, \mathbb{K}) .
$$

Due to Lemma 10, we know that $m$-point-homotopic $m$-point maps induce the same homomorphism in the homology.

It remains to show that the homology sequence of a pair $(X, A)$, where of $A$ is a closed subspace of $X$, is functorial w.r.t. $m$-point maps. For a closed subspace $A$ of $X$ we denote by $\iota_{A}$ the identity inclusion from $A$ in $X$. If $F: X \rightarrow Y$ is an $m$-point map with multiplicity function $m: \mathcal{G}(F) \rightarrow \mathbb{K}$ and if there are closed subspaces $A \subset X, B \subset Y$ such that $F(A) \subseteq B$, then $F:(X, A) \rightarrow(Y, B)$ is an $m$-point map w.r.t. $\mathbb{K}$. This follows from the fact that $F_{A}=F \iota_{A}: A \rightarrow B$ is an $m$-point map with multiplicity function $m \iota_{\mathcal{G}\left(F_{A}\right)}: \mathcal{G}\left(F_{A}\right) \rightarrow \mathbb{K}, \iota_{\mathcal{G}\left(F_{A}\right)}$ is the identity inclusion of $\mathcal{G}\left(F_{A}\right)$ in $\mathcal{G}(F)$

For the minimal representations $(p, q, \mathcal{G}(F)),\left(p_{A}, q_{A}, \mathcal{G}\left(F_{A}\right)\right)$ the following diagram

is commutative. Now $p:\left(\mathcal{G}(F), \mathcal{G}\left(F_{A}\right)\right) \rightarrow(X, A)$ is an $m$-map w.r.t. $\mathbb{K}$ and $p_{A}=\left.p\right|_{A}$. Proposition 2 applied to the map $p$ and the commutativity of the above diagram prove the assertion.

## 4. Extension of the Čech homology functor for $m$-acyclic maps

From now on the ring $\mathbb{K}$ will be replaced by the field $\mathbb{F}$.
4.1. $m$-acyclic multivalued maps. In this section we introduce the notion of $m$-acyclic multivalued maps, also called $w$-carriers in [9], [35]. $m$-acyclic maps are generalizations of $m$-point multivalued maps. Loosely speaking, in Definition 7 we replace each point $y_{i}(x) \in F(x)$ by a connected component $C_{i}(x)$, and assume that these components are acyclic w.r.t. $\mathbb{F}$.

To be more precise, we consider an u.s.c. multivalued map $F: X \rightarrow Y$ such that for every $x \in X$ the set $F(x)$ is the finite union of nonempty, compact, connected sets. Two points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ of the graph $\mathcal{G}(F)$ are called equivalent, denoted as $\left(x_{1}, y_{1}\right) \sim\left(x_{2}, y_{2}\right)$, if and only if $x_{1}=x_{2}$ and $y_{1}, y_{2}$ belong to the same connected component of $F(x)$. Clearly, this defines an equivalence relation. The quotient is denoted by $\widetilde{\mathcal{G}}(F)=\mathcal{G}(F) / \sim$, its elements are denoted by $(x, C(x))$, where $C(x)$ is the connected component of $F(x)$ containing $x$. Moreover, we equip the quotient with the topology induced by the equivalence relation.

Definition 11 ([9], [10]). Let $F: X \rightarrow Y$ be an u.s.c. multivalued map and let $m: \widetilde{\mathcal{G}}(F) \rightarrow \mathbb{K}$ be a map. $F$ is called $m$-multivalued map with multiplicity function $m$ if the following two conditions are satisfied:
(1) $F(x)$ consists of finitely many connected components $C_{i}(x), i=1, \ldots$, $s=s(x)$ for each $x \in X$,
(2) For all $x_{0} \in X$ with $F\left(x_{0}\right)=C_{1}\left(x_{0}\right) \cup \ldots \cup C_{s}\left(x_{0}\right), s=s\left(x_{0}\right)$, and disjoint neighbourhoods $U_{i}$ of $C_{i}\left(x_{0}\right)$ there exists a neighbourhood $U$ of $x_{0}$ such that
(a) $F(U) \subset \bigcup_{i=1}^{s} U_{i}$,
(b) $m\left(x_{0}, C_{i}\left(x_{0}\right)\right)=\sum m(x, C(x))$, for all $x \in U$, where the sum is over all $C(x) \subset U_{i}$ and $i=1, \ldots, s$.

If $X$ is connected and $x_{1}, x_{2} \in X$, then

$$
\sum m\left(x_{1}, C\left(x_{1}\right)\right)=\sum m\left(x_{2}, C\left(x_{2}\right)\right)
$$

where the sums are over all connected components of $F\left(x_{1}\right), F\left(x_{2}\right)$, respectively, see Lemma 2.3 in [24]. Therefore, for $X$ connected it makes sense to speak of the multiplicity of the map $F$ by setting $m(F)=\sum m(x, C(x))$ summing over all connected components of $F(x)$.

From now on $X$ is assumed to be connected.
REmark 11. If $F$ is an $m$-multivalued map with multiplicity $m(F) \neq 0$ w.r.t. to the field $\mathbb{F}$, then we may consider $F$ as an $m$-multivalued map with multiplicity 1 and multiplicity function $m_{1}(x, C(x))=m(x, C(x)) m(F)^{-1}$.

Definition 12. Let $F: X \rightarrow Y$ be an $m$-multivalued map with multiplicity $m(F) \neq 0$. The map $F$ is called $m$-acyclic map (w.r.t. $\mathbb{F}$ ) if for each $x \in X$ the connected components $C(x)$ of $F(x)$ are acyclic compact spaces with respect to Čech homology with coefficients in $\mathbb{F}$, i.e. the reduced homology $\widetilde{H}_{*}(X, \mathbb{F})=0$.

Example 3. (1) Single valued continuous maps, u.s.c. acyclic (w.r.t. $\mathbb{F}$ ) maps and $m$-point maps provide examples for $m$-acyclic maps (w.r.t. a field $\mathbb{F}$ ).
(2) ( $1, n$ )-maps $F$, with $n \equiv 1 \bmod 2$, are $m$-acyclic maps w.r.t. the field $\mathbb{F}_{2}$ and multiplicity function $m(x, C(x))=1$ for all $(x, C(x)) \in \widetilde{\mathcal{G}}(F)$ (see [15] and [33]).
4.2. Induced homomorphism of the Čech homology for m-acyclic maps. Let $F: X \rightarrow Y$ be an $m$-acyclic map w.r.t. $\mathbb{F}$ and $\mathcal{G}(F)$ the graph of $F$. The natural projection $\pi_{1}: \mathcal{G}(F) \rightarrow \widetilde{\mathcal{G}}(F)$ from the space $\mathcal{G}(F)$ onto the quotient space $\widetilde{\mathcal{G}}(F)$ is a Vietoris map w.r.t. $\mathbb{F}$, since the components $C(x)$ of $F(x)$ are acyclic w.r.t. $\mathbb{F}$, i.e. $\widetilde{H}_{*}\left(\pi_{1}^{-1}(x, C(x))\right)=0$ for all $(x, C(x)) \in \widetilde{\mathcal{G}}(F)$.

With $\pi_{2}: \widetilde{\mathcal{G}}(F) \rightarrow X$ we denote the natural projection $\pi_{2}(x, C(x))=x$. It is an $m$-map w.r.t. $\mathbb{F}$ with multiplicity function induced by the multiplicity function of the $m$-acyclic map $F$. The following diagram

where $p(x, y)=x, q(x, y)=y$ is commutative. Since $\mathbb{F}$ is a field, Vietoris' Theorem (see [2], [46]) implies that the homomorphism

$$
\left(\pi_{1}\right)_{*}: H_{*}(\mathcal{G}(F)) \rightarrow H_{*}(\widetilde{\mathcal{G}}(F))
$$

is an isomorphism. Therefore the following definition is meaningful.
Definition 13. Let $F: X \rightarrow Y$ be an $m$-acyclic map w.r.t. the field $\mathbb{F}$. The induced homomorphism $F_{*}: H_{*}(X) \rightarrow H_{*}(Y)$ is the homomorphism

$$
F_{*}=q_{*}\left(\left(\pi_{1}\right)_{*}\right)^{-1} t\left(\pi_{2}\right)_{*} .
$$

REmark 12. In case of a commutative ring the same definition of the induced homomorphism $F_{*}: H_{*}(X, \mathbb{K}) \rightarrow H_{*}(Y, \mathbb{K})$ is possible, if one supposes that the map $\pi_{1}: \mathcal{G}(F) \rightarrow \widetilde{\mathcal{G}}(F)$ is a Vietoris map of order $n$ for every $n \in \mathbb{N}$ (see [2]).

Consider the category $m$-acyclic-Top $(\mathbb{F})$ with objects compact Hausdorff spaces and morphisms $m$-acyclic maps w.r.t. $\mathbb{F}$. Obviously the category $m$-point$\underline{\operatorname{Top}}(\mathbb{F})$ is a subcategory of $m$-acyclic-Top $(\mathbb{K})$.

Corollary 4. There exists an extension of Čech homology functor with coefficient in the field $\mathbb{F}$ from m-point-Top $(\mathbb{F})$ to m-acyclic-Top( $\mathbb{F}$ ), satisfying the Eilenberg-Steenrod axioms.

Proof. The assertion follows from Theorem 2 and the relative form of Vietoris' Theorem, [19, pp. 39-40].

Remark 13. In [11], [24], [9], the authors introduce and study induced homomorphisms $F_{*}^{s}: H_{*}^{s}(X, \mathbb{F}) \rightarrow H_{*}^{s}(Y, \mathbb{F})$ for m-acyclic maps $F: X \rightarrow Y$ in singular homology theory for arbitrary spaces $X, Y$. In case $X, Y$ are compact we have defined the homomorphism $F_{*}: H_{*}(X, \mathbb{F}) \rightarrow H_{*}(Y, \mathbb{F})$ in Čech homology, see Definition 13. If $X$ and $Y$ are compact ANR spaces, then the homomorphisms $F_{*}$ and $F_{*}^{s}$ are equal.

## 5. Lefschetz fixed point theorem

In this section we prove a general Lefschetz fixed point theorem for $m$-acyclic maps w.r.t. a field $\mathbb{F}$.

Let $X, Y$ be a compact Hausdorff spaces and let $\mathbb{F}$ be a field. In this section we shall consider chains and homologies with coefficients in $\mathbb{F}$.
5.1. $(n-M)$-systems.

Definition 14. Let $n \in \mathbb{N}$ and let $X, Y$ be compact Hausdorff spaces. An $(n-M)$-system is a system of chain maps such that for $\lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y)$ there exists a covering $\widehat{\lambda}=\widehat{\lambda}(\mu) \in \operatorname{Cov}(X), \widehat{\lambda}>\lambda$ with the following property: for every $\nu>\widehat{\lambda}$ there exists a chain map

$$
T(\nu, \mu, n): C_{*}\left(X(\nu)^{(n+1)}\right) \rightarrow C_{*}\left(Y(\mu)^{(n+1)}\right)
$$

and, moreover, for $\mu^{\prime}, \mu^{\prime \prime} \in \operatorname{Cov}(Y), \mu^{\prime \prime}>\mu^{\prime}$ there exists $\bar{\nu}=\bar{\nu}\left(\mu^{\prime}, \mu^{\prime \prime}\right)$ such that for $\nu^{\prime}>\widehat{\lambda}\left(\mu^{\prime}\right)$ and $\nu^{\prime \prime}>\widehat{\lambda}\left(\mu^{\prime \prime}\right)$ the diagram

is commutative for $\nu>\bar{\nu}$, where

$$
\begin{aligned}
i\left(\nu, \nu^{\prime}\right): X(\nu)^{(n+1)} & \rightarrow X\left(\nu^{\prime}\right)^{(n+1)}, \\
i\left(\nu, \mu^{\prime \prime}\right): X\left(\nu()^{(m+1)}\right. & \rightarrow X\left(\nu^{\prime \prime}\right)^{(n+1)}, \\
i\left(\mu^{\prime}, \mu^{\prime \prime}\right): Y\left(\mu^{\prime \prime}\right) & \rightarrow Y\left(\mu^{\prime}\right)
\end{aligned}
$$

are the identity inclusions. We denote an $(n-M)$-system by

$$
\mathcal{T}_{X, Y}=\{T(\nu, \mu, n) \mid \lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y), \nu>\widehat{\lambda}(\mu)\} .
$$

In case $X=Y$ an $(n-M)$-system is denoted by $\mathcal{T}_{X}$.
Lemma 11. Every $(n-M)$-system $\mathcal{T}_{X, Y}$ induces a homomorphisms

$$
\left(\mathcal{T}_{X, Y}\right)_{i}: H_{i}(X) \rightarrow H_{i}(Y), \quad 0 \leq i \leq n,
$$

such that the diagram

$$
\begin{gathered}
H_{i}(X) \quad \xrightarrow{\left(\mathcal{T}_{X, Y}\right)_{i}} \quad \begin{array}{c}
H_{i}(Y) \\
\pi(\nu)_{i} \\
H_{i}\left(X(\nu)^{(n+1)}\right) \xrightarrow[T(\nu, \mu, n)_{i}]{ } \\
\pi(\mu)_{i} \downarrow
\end{array} H_{i}\left(Y(\mu)^{(n+1)}\right)
\end{gathered}
$$

commutes for $\nu>\widehat{\lambda}(\mu), 0 \leq i \leq n$, where the vertical maps $\pi(\nu)_{i}$ and $\pi(\mu)_{i}$ are the natural projections, and $T(\nu, \mu, n)_{i}$ is induced by the chain map $T(\nu, \mu, n) \in$ $\mathcal{T}_{X, Y}$ with $\nu>\hat{\lambda}(\mu)$ and the homology is with coefficients in $\mathbb{F}$.

Proof. Let $\mu \in \operatorname{Cov}(Y), n \in \mathbb{N}$ and

$$
T(\nu, \mu, n): C_{*}\left(X(\nu)^{(n+1)}\right) \rightarrow C_{*}\left(Y(\mu)^{(n+1)}\right)
$$

in $\mathcal{T}_{X, Y}$. For $i \in \mathbb{N}$ with $i \leq n$ we consider the homology class

$$
[\zeta] \in H_{i}(X, \mathbb{F}), \quad[\zeta]=\{\zeta(\lambda) \mid \lambda \in \operatorname{Cov}(X)\}
$$

and define

$$
\left(T_{X, Y}\right)_{i}([\zeta])=\{T(\widehat{\lambda}(\mu), \mu, n)(\zeta(\widehat{\lambda}(\mu))) \mid \mu \in \operatorname{Cov}(Y)\} .
$$

This definition is correct. Indeed, for $\mu^{\prime}, \mu^{\prime \prime} \in \operatorname{Cov}(Y)$ such that $\mu^{\prime \prime}>\mu^{\prime}$ there exists $\bar{\nu}=\bar{\nu}\left(\mu^{\prime}, \mu^{\prime \prime}\right) \in \operatorname{Cov}(X)$ such that the diagram in Definition 14 is commutative in the homology with coefficients $\mathbb{F}$ up to the dimension $n$.

Therefore the cycles $T\left(\bar{\nu}, \mu^{\prime}, n\right)(\zeta(\bar{\nu}))$ and $T\left(\bar{\nu}, \mu^{\prime \prime}, n\right)(\zeta(\bar{\nu}))$ are homologous in $Y\left(\mu^{\prime}\right)^{(n+1)}$. Since the cycle $\zeta(\bar{\nu})$ is homologous to $\zeta\left(\widehat{\lambda}\left(\mu^{\prime}\right)\right)$ in $X\left(\lambda\left(\mu^{\prime}\right)\right)^{(n+1)}$ and since the cycles $\zeta(\bar{\nu})$ and $\zeta\left(\widehat{\lambda}\left(\mu^{\prime \prime}\right)\right)$ are homologous in $X\left(\lambda\left(\mu^{\prime \prime}\right)^{(n+1)}\right)$, it follows that the cycles $T\left(\bar{\nu}, \mu^{\prime}, n\right)(\zeta(\bar{\nu}))$ and $T\left(\bar{\nu}, \mu^{\prime}, n\right)\left(\zeta\left(\widehat{\lambda}\left(\mu^{\prime}\right)\right)\right.$ are homologous in $Y\left(\mu^{\prime}\right)^{(n+1)}$ and that $T\left(\bar{\nu}, \mu^{\prime \prime}, n\right)(\zeta(\bar{\nu}))$ and $T\left(\bar{\nu}, \mu^{\prime \prime}, n\right)\left(\zeta\left(\widehat{\lambda}\left(\mu^{\prime \prime}\right)\right)\right)$ are homologous in $Y\left(\mu^{\prime \prime}\right)^{(n+1)}$.

Therefore $T\left(\bar{\nu}, \mu^{\prime}, n\right)\left(\zeta\left(\widehat{\lambda}\left(\mu^{\prime}\right)\right)\right)$ is homologous to $T\left(\bar{\nu}, \mu^{\prime \prime}, n\right)\left(\zeta\left(\widehat{\lambda}\left(\mu^{\prime \prime}\right)\right)\right)$ in $Y\left(\mu^{\prime}\right)^{(n+1)}$.

Definition 14 yields that the homomorphism $\left(T_{X, Y}\right)_{i}$ does not depend on the choice of $n \in \mathbb{N}$ and the commutativity of the diagram in Lemma 11 is a consequence of the definition of the homomorphism $\left(T_{X, Y}\right)_{i}$.
5.2. $\mathbb{F}$-simplicial spaces. Here we remind the definition of $\mathbb{F}$-simplicial spaces, see [25] for the case of compact Hausdorff spaces.

Definition 15. A compact Hausdorff space $X$ is called $\mathbb{F}$-simplicial space if for every covering $\lambda \in \operatorname{Cov}(X)$ there exists a covering $\lambda^{\natural} \in \operatorname{Cov}(X)$ with $\lambda^{\natural}>\lambda$ such that for every $\gamma \in \operatorname{Cov}(X)$ there exists a chain map

$$
\omega\left(\lambda^{\natural}, \gamma\right): C_{*}\left(X\left(\lambda^{\natural}\right)\right) \rightarrow C_{*}(X(\gamma))
$$

with the following properties
(1) $\omega\left(\lambda^{\natural}, \gamma\right)$ is augmentation preserving,
(2) $\omega\left(\lambda^{\natural}, \gamma\right)$ is subordinate to the covering $\lambda$, i.e.

$$
\operatorname{supp}\left(\omega\left(\lambda^{\natural}, \gamma\right)(c)\right) \subset \operatorname{St}(\operatorname{supp}(c), \lambda)
$$

for every chain $c \in C_{*}\left(X\left(\lambda^{\natural}\right)\right)$
Example 4 ([25], [26]). Compact absolute neighbourhood retracts (ANR) are $\mathbb{F}$-simplicial spaces. Quasicomplexes ([27]), and semi-complexes ([7], [44]), are $\mathbb{F}$-simplicial spaces. Compact topological groups are $\mathbb{F}$-simplicial spaces if $\mathbb{F}$ is a field of characteristic zero ([26]).

We need the following
Lemma 12 ([25, Lemma 2.2]). Let $X$ be a compact space. Then, for every covering $\lambda \in \operatorname{Cov}(X)$, there exists a covering $\lambda_{0} \in \operatorname{Cov}(X), \lambda_{0}>\lambda$, such that any augmentation preserving chain map $\varphi: C_{*}(X(\mu)) \rightarrow C_{*}(X(\lambda))$, which is subordinated to $\lambda_{0}$ and $\mu \in \operatorname{Cov}(X)$ is refinement of $\lambda_{0}$, is chain homotopic to the chain map induced by the identity inclusion $i(\mu, \lambda): X(\mu) \rightarrow X(\lambda)$.
5.3. Traces of maps in homology, induced by an $(n-M)$-system of $\mathbb{F}$-simplicial space. Consider an $(n-M)$-system $\mathcal{T}_{X}$ (w.r.t. $\mathbb{F}$ ) and its induced homomorphisms $\left(\mathcal{T}_{X}\right)_{i}: H_{i}(X) \rightarrow H_{i}(X), 0 \leq i \leq n$. The $(n-M)$-system $\mathcal{T}_{X}$ is of a finite type if the dimensions of the images of $\left(\mathcal{T}_{X}\right)_{i}$ as a vector space over $\mathbb{F}$ are finite, i.e., $\operatorname{dim}_{\mathbb{F}}\left(\operatorname{Im}\left(\mathcal{T}_{X}\right)_{i}\right)<\infty$, for all $0 \leq i \leq n$.

Lemma 13. Let $X$ be a $\mathbb{F}$-simplicial space and let $\mathcal{T}_{X}$ be an $(n-M)$-system of finite type w.r.t. $\mathbb{F}$. For every sufficiently fine covering $\lambda \in \operatorname{Cov}(X)$ there exist coverings $\nu, \mu \in \operatorname{Cov}(X)$ with
(1) $\nu, \mu>\lambda$,
(2) the linear map $T(\nu, \mu, n)_{i} \omega(\mu, \nu)_{i}: H_{i}\left(X(\nu)^{(n+1)}\right) \rightarrow H_{i}\left(X(\mu)^{(n+1)}\right)$ is defined and have a (generalized) trace $\operatorname{Tr}\left(T(\nu, \mu, n)_{i} \omega(\mu, \nu)_{i}\right)$,
(3) $\operatorname{Tr}\left(\left(\mathcal{T}_{X}\right)_{i}\right)=\operatorname{Tr}\left(T(\nu, \mu, n)_{i} \omega(\mu, \nu)_{i}\right)$.

Proof. We follow the proof of Theorem 2.7 in [25]. Let $A_{i}$ be the image $\operatorname{Im}\left(\mathcal{T}_{X}\right)_{i}$ of the homomorphism $\left(\mathcal{T}_{X}\right)_{i}$. Since $\operatorname{dim}_{\mathbb{F}}\left(A_{i}\right)<\infty$ there exists a covering $\lambda \in \operatorname{Cov}(X)$ such that the projections

$$
\left.\pi(\lambda)_{i}\right|_{A_{i}}: A_{i} \rightarrow H_{i}\left(X(\lambda)^{(n+1)}\right)
$$

are monomorphisms for all $0 \leq i \leq n$.
For the covering $\lambda$ we consider the covering $\widehat{\lambda}=\widehat{\lambda}(\lambda)$ with $\widehat{\lambda}>\lambda$ and the chain map $T(\widehat{\lambda}, \lambda, n) \in \mathcal{T}_{X}$ and also the covering $(\widehat{\lambda})_{0}$ whose relation to $\widehat{\lambda}$ is explained in Lemma 12. Then for every $\mu>(\widehat{\lambda})_{0}$ and every augmentation preserving chain map $\varphi: C_{*}\left(X(\mu)^{(n+1)}\right) \rightarrow C_{*}\left(X(\widehat{\lambda})^{(n+1)}\right)$, which is subordinated to $(\widehat{\lambda})_{0}$, the chain map $\varphi$ is chain homotopic to the inclusion $i(\mu, \widehat{\lambda})$.

Now we choose a special covering $\mu$. Since $X$ is a $\mathbb{F}$-simplicial space, Definition 15 guarantees the existence of a covering $\left((\widehat{\lambda})_{0}\right)^{\natural}$ related to $(\widehat{\lambda})_{0}$. Choose $\mu>\left((\hat{\lambda})_{0}\right)^{\natural}$ and for every covering $\nu>\left((\widehat{\lambda})_{0}\right)^{\natural}$ there exists a chain map

$$
\omega(\mu, \nu): C_{*}(X(\mu)) \rightarrow C_{*}(X(\nu))
$$

which is subordinate to the covering $\left((\widehat{\lambda})_{0}\right)^{\natural}$. Since $\left((\widehat{\lambda})_{0}\right)^{\natural}>(\widehat{\lambda})_{0}$, the chain mapping $\omega(\mu, \nu)$ is subordinate to the covering $(\widehat{\lambda})_{0}$. Then Lemma 12 implies that the chain maps $i\left(\nu,\left((\widehat{\lambda})_{0}\right)^{\text {घ }}\right) \omega(\mu, \nu)$ and $i\left(\mu,\left((\widehat{\lambda})_{0}\right)^{\text {घ }}\right)$ are chain homotopic, which implies that the diagram

is commutative, the vertical maps are the natural inclusion and projection, respectively.

Now we shall choose a special covering $\nu$. To the covering $\mu$ there exists a covering $\widehat{\mu}$ and the chain map $T(\widehat{\mu}, \mu, n) \in \mathcal{T}_{X}$. Choose $\nu>\widehat{\mu}$. Then we have the chain map $T(\nu, \mu, n) \in \mathcal{T}_{X}$. Lemma 11 implies that the diagram

is commutative for $i \leq i \leq n$. Furthermore, the diagram

is commutative, where the vertical homomorphisms are induced by the natural inclusions.

From the continuity of the Čech homologies and Lemma 12 and for $\nu$ sufficiently fine it follows that

$$
\begin{equation*}
\operatorname{Im}\left(T(\nu, \mu, n)_{i}\right)=\operatorname{Im}\left(\pi(\mu)_{i}(\mathcal{T})_{i}\right) \tag{4}
\end{equation*}
$$

To achieve the assertion we have to impose an additional condition for the covering $\nu$. To this end, we consider the diagram


Since the subdiagrams (I)-(III) are commutative and since

$$
\begin{align*}
\pi(\lambda)_{i}\left(\mathcal{T}_{X}\right)_{i} & =T\left(\left((\widehat{\lambda})_{0}\right)^{\natural}, \lambda, n\right)_{i} i\left(\mu,\left((\widehat{\lambda})_{0}\right)^{\mathfrak{\natural}}\right)_{i} \pi(\mu)_{i}  \tag{5}\\
& =T\left(\left((\widehat{\lambda})_{0}\right)^{\natural}, \lambda, n\right)_{i} i(\nu, \mu)_{i} \omega(\nu, \mu)_{i} \pi(\mu)_{i} \\
& =i(\mu, \lambda)_{i} T(\nu, \mu, n)_{i} \omega(\nu, \mu)_{i} \pi(\mu)_{i},
\end{align*}
$$

the diagram is commutative. Now let $r(\lambda)_{i}: H_{i}\left(X(\lambda)^{(n+1)}\right) \rightarrow H_{i}(X)$ be the homomorphism satisfying

$$
\begin{equation*}
\operatorname{Im}\left(r(\lambda)_{i}\right) \subset \operatorname{Im}\left(\mathcal{T}_{X}\right)_{i},\left.\quad r(\lambda)_{i} \pi(\lambda)_{i}\right|_{A_{i}}=\operatorname{id}_{A_{i}} \tag{6}
\end{equation*}
$$

From (5) and (6) it follows that $\left(\mathcal{T}_{X}\right)_{i}=r(\lambda)_{i} i(\mu, \lambda)_{i} T(\nu, \mu, n)_{i} \omega(\nu, \mu)_{i} \pi(\mu)_{i}$, which gives $\operatorname{Tr}\left(\left(\mathcal{T}_{X}\right)_{i}\right)=\operatorname{Tr}\left(\left(r(\lambda)_{i} i(\mu, \lambda)_{i} T(\nu, \mu, n)_{i} \omega(\nu, \mu)_{i} \pi(\mu)_{i}\right)\right.$ and, by the standard properties of the trace, yields
(7) $\operatorname{Tr}\left(r(\lambda)_{i} i(\mu, \lambda)_{i} T(\nu, \mu, n)_{i} \omega(\nu, \mu)_{i} \pi(\mu)_{i}\right.$

$$
=\operatorname{Tr}\left(\pi(\mu)_{i} r(\lambda)_{i} i(\mu, \lambda)_{i} T(\nu, \mu, n)_{i} \omega(\nu, \mu)_{i}\right) .
$$

Equation (4) implies that the homomorphism $\pi(\mu)_{i} r(\lambda)_{i} i(\mu, \lambda)_{i}$ is the identity on the image of $T(\nu, \mu, n)_{i}$. Therefore (7) implies the assertion of the lemma.

### 5.4. Weak approximation systems of upper semi-continuous maps.

Definition 16. Let $F: X \rightarrow Y$ be an upper semi-continuous multivalued map. An $(n-M)$-system $\mathcal{T}_{X, Y}$ (w.r.t. $\mathbb{F}$ ) is called $n$-weak approximation system, ( $n-w A$ )-system) of $F$ if, for every $\lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y)$, there exist $\widehat{\lambda}=\widehat{\lambda}(\mu) \in \operatorname{Cov}(X)$ with $\widehat{\lambda}>\lambda$ and a chain map $T(\widehat{\lambda}, \mu, n) \in \mathcal{T}_{X, Y}$ with

$$
T(\widehat{\lambda}, \mu, n): C_{*}\left(X(\widehat{\lambda})^{(n+1)}\right) \rightarrow C_{*}\left(Y(\mu)^{(n+1)}\right)
$$

such that for every simplex $\sigma^{k} \in X(\widehat{\lambda})^{(n+1)}$ there exists an open set $U\left(\sigma^{k}\right)$ in $X$ with
(1) $U\left(\sigma^{k}\right)<\lambda$,
(2) $\operatorname{supp}\left(T(\widehat{\lambda}, \mu, n)\left(\sigma^{k}\right)\right) \subset \operatorname{St}\left(F\left(U\left(\sigma^{k}\right)\right), \mu\right)$.

We denote a $(n-w A)$-system of the map $F$ also by $(n-w A)(F)$.
Definition 17. The $n$-weak approximation system $(n-w A)(F)$ of the u.s.c. map $F: X \rightarrow Y$ is called $n$-approximation system $((n-A)$-system) if the chain maps $T(\widehat{\lambda}, \mu, n)$ are augmentation preserving. In this case it is denoted by $A(F)$.

An $(n-A)$-system of an u.s.c. map $F$ is also denoted by $(n-A)(F)$ or $A(F)$.
Remark 14. Approximation systems for upper semi-continuous acyclic maps are used by L. Vietoris (see [46]), and later by S. Eilenberg and D. Montgomery (see [17]), and by E. Begle ([2], [3]), B. O'Neil ([33]). The explicit definition is given in [36], [38], [15], [19], [41].

Since every $(n-w A)$-system, $\mathcal{T}_{X, Y}$, is also an $(n-M)$-system, it induces homomorphisms $\left(\mathcal{T}_{X, Y}\right)_{i}: H_{i}(X, \mathbb{F}) \rightarrow H_{i}(Y, \mathbb{F})$ for all $0 \leq i \leq n$. These are the homomorphisms induced by the $(n-w A)$-system of the map $F$, and they are denote as $(n-w A(F))_{i}$ or simply by $(n-A(F))_{i}$.

Lemma 14. Every acyclic (w.r.t. $\mathbb{F}$ ) map $F: X \rightarrow Y$ has an $(n-A)$-system for every $n \in \mathbb{N}$. Furthermore, for $i \in \mathbb{N}$, $i \leq n$, we have $(n-A(F))_{i}=F_{i}$, where $F_{i}: H_{i}(X, \mathbb{F}) \rightarrow H_{i}(X, \mathbb{F})$ is the induced homomorphism of the acyclic map $F$.

Proof. Let $\mathcal{G}(F)=\{(x, y) \mid y \in F(x)\}$ be the graph of the map $F$. Denote by $p: \Gamma(F) \rightarrow X$ and $q: \Gamma(F) \rightarrow Y$ the natural projections. The map $p$ is a Vietoris map w.r.t. $\mathbb{F}$, i.e. the reduced Čech homology $\widetilde{H}_{*}(F(x), \mathbb{F})=0$ and we have $F(x)=q\left(p^{-1}(x)\right)$ for all $x \in X$.

Let $\lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y)$ and $\nu \in \operatorname{Cov}(\mathcal{G}(F))$ with $\nu>p^{-1}(\lambda), q^{-1}(\mu)$.
Consider the Vietoris map $p: \mathcal{G}(F) \rightarrow X$, the coverings $\nu, \lambda$ and a natural number $n \in \mathbb{N}$. Let

$$
\left.T(\widehat{\lambda}(\nu), \nu, n): C_{*} X(\lambda(\nu))^{(n+1)}\right) \rightarrow C_{*}(\Gamma(F)(\nu))
$$

be the augmentation preserving chain map constructed in Lemma 2 in [2].

The map $q: \mathcal{G}(F) \rightarrow Y$ induces an augmentation preserving chain map

$$
q: C_{*}(\Gamma(F)(\nu)) \rightarrow C_{*}(Y(\nu))
$$

and Lemma 3 in [2] implies that the system of augmentation preserving chain maps $\{q T(\widehat{\lambda}(\nu), \nu, n) \mid \lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y), \nu \in \operatorname{Cov}(\mathcal{G}(F)), \nu>\lambda, \nu\}$ is an $(n-A)$-system (w.r.t. $\mathbb{F}$ ) of the map $F$. We denote it by $n-A(F)$. The assertion $(n-A(F))_{i}=F_{i}$ follows from results in [2].

Lemma 14 with $X$ and $Y$ finite polyhedra is discussed in [36].
Remark 15. In case of continuous single valued maps $f: X \rightarrow Y$ the field $\mathbb{F}$ can be replaced by a commutative ring $\mathbb{K}$. Every single valued continuous map $f: X \rightarrow Y$ has an $A$-system w.r.t. $\mathbb{K}$.

Let $\lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y)$ and $\widehat{\lambda}=\widehat{\lambda}(\mu)$ be a covering with $\widehat{\lambda}>\lambda$, $f^{-1}(\mu)$. The map $f$ induces the simplicial map $f(\widehat{\lambda}, \mu): X(\widehat{\lambda}) \rightarrow Y(\mu)$, which is used for the definition of the induced homomorphism $f_{*}: H_{*}(X, \mathbb{K}) \rightarrow H_{*}(Y, \mathbb{K})$. For a simplex $\sigma=\left(x_{0}, \ldots, x_{k}\right) \in X(\widehat{\lambda})$ we have $f(\widehat{\lambda}, \mu)(\sigma)=\left(f\left(x_{0}\right), \ldots, f\left(x_{k}\right)\right)$. The system of augmentation preserving chain maps, induced by the simplicial maps $f(\widehat{\lambda}, \mu),\{f(\widehat{\lambda}, \mu) \mid \lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y)\}$ is an $(n-A)$-system w.r.t. $\mathbb{K}$ for every $n \in \mathbb{N}$. The homomorphisms $(n-A(f))_{i}$ in the homology with coefficients in $\mathbb{K}$ are equal to the homomorphism $f_{i}: H_{i}(X, \mathbb{K}) \rightarrow H_{i}(Y, \mathbb{K})$

Lemma 15. Let $f: X \rightarrow Y$ be a surjective m-map w.r.t. a commutative ring $\mathbb{K}$ with 1. The m-point map $f=f^{-1}: Y \rightarrow X$ (w.r.t. $\mathbb{K}$ ) has an $n-w A$ system $(n-w A)\left(f^{-1}\right)$ w.r.t. $\mathbb{K}$ for every $n \in \mathbb{N}$. The homomorphisms $(n-$ $\left.w A\left(f^{-1}\right)\right)_{i}: H_{i}(X, \mathbb{K}) \rightarrow H_{i}(Y, \mathbb{K})$ induced by $(n-w A)\left(f^{-1}\right)$, coincide with the transfer homomorphisms $t(f)_{i}: H_{i}(Y, \mathbb{K}) \rightarrow H_{i}(X, \mathbb{K})$.

Proof. Let $\lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y)$, and $n \in \mathbb{N}$. Denote by

$$
T(\widehat{\mu}, \lambda, n): C_{*}\left(Y(\widehat{\mu})^{(n+1)}\right) \rightarrow C_{*}\left(X(\lambda)^{(n+1)}\right.
$$

the chain map constructed in Lemma 6, and let $\widehat{\mu}=\widehat{\mu}(\lambda)$. Corollaries 1-3 imply that the system of chain maps $\{T(\widehat{\mu}, \lambda, n) \mid \lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y), n \in \mathbb{N}\}$ is an $(n-w A)$-system of $f^{-1}$ w.r.t. $\mathbb{K}$. We denote it by $w A\left(f^{-1}\right)$.

The assertion about the homomorphisms induced in homology follows direct from the definitions.

The case $X, Y$ being finite polyhedra is discussed in [21].
Definition 18. Let $F_{1}: X \rightarrow Y, F_{2}: Y \rightarrow Z$ be upper semi-continuous maps with $n$-weak approximation systems $(n-w A)\left(F_{1}\right),(n-w A)\left(F_{2}\right)$ w.r.t. $\mathbb{F}$, respectively. For given $\mu \in \operatorname{Cov}(Y), \nu \in \operatorname{Cov}(Z)$, let

$$
T_{2}(\widehat{\mu}(\nu), \nu, n): C_{*}\left(Y(\widehat{\mu}(\nu))^{(n+1)}\right) \rightarrow C_{*}\left(Z(\nu)^{(n+1)}\right)
$$

be a chain map belonging to $(n-w A)\left(F_{2}\right)$. For the coverings $\lambda \in \operatorname{Cov}(X)$ and $\widehat{\mu}(\nu)$ let

$$
T_{1}(\widehat{\lambda}(\widehat{\mu}(\nu)), \nu, n): C_{*}\left(X\left(\widehat{\lambda}(\widehat{\mu}(\nu), \nu)^{(n+1)}\right) \rightarrow C_{*}\left(Y(\widehat{\mu}(\nu))^{(n+1)}\right)\right.
$$

be a chain map belonging to $(n-w A)\left(F_{1}\right)$. The system of chain maps

$$
\left\{T_{2}(\widehat{\mu}(\nu), \nu, n) T_{1}(\widehat{\lambda}(\widehat{\mu}(\nu)), \widehat{\mu}(\nu)) \mid \lambda \in \operatorname{Cov}(X), \mu \in \operatorname{Cov}(Y), \nu \in \operatorname{Cov}(Z)\right\}
$$

is called the composition of the $(n-w A)$-systems $(n-w A)\left(F_{1}\right)$ and $(n-w A)\left(F_{2}\right)$ and is denoted $\left(n-w A\left(F_{2}\right)\right) \circ\left(n-w A\left(F_{1}\right)\right)$.

Lemma 16. Let $F_{1}: X \rightarrow Y, F_{2}: Y \rightarrow Z$ be upper semi-continuous maps with $n$-weak approximation systems $(n-w A)\left(F_{1}\right),(n-w A)\left(F_{2}\right)$ w.r.t. $\mathbb{F}$, respectively. The composition $(n-w A)\left(F_{2}\right) \circ(n-w A)\left(F_{1}\right)$ is an $(n-w A)$-system for the map $F_{2} F_{1}: X \rightarrow Z$ w.r.t. $\mathbb{F}$.

The proof is a direct consequence of the definition of $(n-w A)$-systems.
Lemma 17. Every m-point map (w.r.t. $\mathbb{K}) F: X \rightarrow Y$ has an $(n-w A)$ system $(n-w A)(F)$ w.r.t. $\mathbb{K}$ for every $n \in \mathbb{N}$. The homomorphisms in the Čech homology, induced by $(n-w A)(F)$, coincide with the homomorphisms $F_{i}: H(X, \mathbb{K}) \rightarrow H(Y, \mathbb{K})$ induced by the map $F$.

Proof. Consider the minimal representation of $F$, (see (1) of Remark 8)

$$
X \stackrel{p_{0}}{\longleftrightarrow} \mathcal{G}(F) \xrightarrow{q_{0}} Y
$$

The map $p_{0}: \Gamma(F) \rightarrow X$ is an $m$-map w.r.t. $\mathbb{K}$ and $q_{0}: \Gamma(F) \rightarrow Y$ is single valued and continuous. Then, see Remark $15(n-A)\left(q_{0}\right) \circ\left(n-w A\left(p_{0}^{-1}\right)\right.$ is an $(n-w A)$ system for $F$ w.r.t. $\mathbb{K}$. The assertion about the induced homomorphisms in the homology follows direct from the definitions.

Lemma 18. Every m-acyclic map $F: X \rightarrow Y$ w.r.t. $\mathbb{F}$ has an $(n-w A)$-system w.r.t. $\mathbb{F}$ for every $n \in \mathbb{N}$. The homomorphisms in the Čech homology, induced by $(n-w A)(F)$, coincide with the homomorphisms $F_{i}: H(X, \mathbb{K}) \rightarrow H(Y, \mathbb{K})$ induced by $F$

Proof. Consider the diagram

as in Section 4.2. The $\operatorname{map} \pi_{1}: \mathcal{G}(F) \rightarrow \widetilde{\mathcal{G}}(F)$ is Vietoris map w.r.t. $\mathbb{F}$. The map $\pi_{2}: \widetilde{\mathcal{G}}(F) \rightarrow X$ is an $m$-map w.r.t. $\mathbb{F}$ such that $F(x)=q\left(\pi_{1}^{-1}\left(\pi_{2}^{-1}(x)\right)\right)$. Then $(n-w A)(q) \circ(n-w A)\left(\pi_{2}^{-1}\right) \circ(n-w A)\left(\pi_{1}^{-1}\right)$ is an $(n-w A)$-system for $F$ w.r.t. $\mathbb{F}$.

The assertion about the induced homomorphisms in the homology follows direct from the definitions.
5.5. Lefschetz fixed point theorem for upper semi-continuous maps with $n-w A$-systems. Before stating the main result of this section we state a theorem of C. H. Dowker.

Theorem 3 ([14]). For every covering $\lambda \in \operatorname{Cov}(X)$ there exist two augmentation preserving chain mappings

$$
k(\lambda): C_{*}(N(\lambda)) \rightarrow C_{*}(X(\lambda)) \quad \text { and } \quad l(\lambda): C_{*}(X(\lambda)) \rightarrow C_{*}(N(\lambda))
$$

such that
(1) $k(\lambda)$ and $l(\lambda)$ are chain homotopy inverse,
(2) $\operatorname{supp}\left(k(\lambda)\left(c_{1}\right)\right) \subset \operatorname{supp}\left(c_{1}\right)$ for $c_{1} \in C_{*}(N(\lambda))$, $\operatorname{supp}\left(l(\lambda)\left(c_{2}\right)\right) \subset \operatorname{St}\left(\operatorname{supp}\left(c_{2}\right), \lambda\right)$ for $c_{2} \in C_{*}(X(\lambda))$.

Lemma 19. Let $F: X \rightarrow X$ be an upper semi-continuous map of the $\mathbb{F}$ simplicial space $X$ such that $\operatorname{dim}_{\mathbb{F}} \operatorname{Im}\left(F_{*}\right)<\infty$. Furthermore, for every $n$ sufficiently large there exists an $(n-w A)$-system w.r.t. $\mathbb{F}$ for $F$. If the Lefschetz number $L(F)=\sum_{i}(-1)^{i} \operatorname{Tr}\left(F_{i}\right)$ is different from zero, then $F$ has a fixed point, i.e. there exists $x_{0} \in X$ such that $x_{0} \in F\left(x_{0}\right)$.

Proof. We use H. Hopf's proof of the Lefschetz fixed point theorem [23, pp. 5-13], see also the proof of the Theorem 2.7 in [25].

Suppose that the u.s.c. map $F: X \rightarrow X$ has no fixed point, i.e. $x \notin F(x)$ for all $x \in X$. Then there exists a covering $\lambda \in \operatorname{Cov}(X)$ such that

$$
\begin{equation*}
\operatorname{St}(U, \lambda) \cap \operatorname{St}^{2}(F(U), \lambda)=\emptyset \tag{8}
\end{equation*}
$$

for every $U \in \lambda$. Choose $n \in \mathbb{N}$ such that $n>\max \left\{\operatorname{dim}_{\mathbb{F}} F_{*}, \operatorname{dim}_{\mathbb{F}} N(\lambda)\right\}$ and let $(n-w A)(F)$ be an $(n-w A)$-system for $F$. Applying Lemma 13 to the $(n-M)$ system $(n-w A)(F)$ and the covering $\lambda$ we obtain coverings $\mu, \nu \in \operatorname{Cov}(X)$ such that

$$
\operatorname{Tr}\left(F_{i}\right)=\operatorname{Tr}\left(T(\nu, \mu, n)_{i} \omega(\mu, \nu)_{i}\right)
$$

and, for every simplex $\sigma \in X(\mu)^{(n+1)}$, there exists $U(\sigma)<\nu$ with

$$
\begin{equation*}
\operatorname{supp}(T(\nu, \mu, n)(\sigma)) \subset S t(F(U(\sigma)), \nu) \tag{9}
\end{equation*}
$$

Additionally, we choose $\nu$ such that $\nu * * *>\lambda$ and consider the chain map

$$
\psi=l(\mu) T(\nu, \mu, n) \omega(\mu, \nu) k(\mu): C_{*}(N(\mu)) \rightarrow C_{*}(N(\mu)),
$$

and the homomorphism in the homology induced by it

$$
\psi_{i}: H_{i}(N(\mu)) \rightarrow H_{i}(N(\mu)) .
$$

Then

$$
\begin{aligned}
\operatorname{Tr}\left(\psi_{i}\right) & =\operatorname{Tr}\left((l(\mu) T(\nu, \mu, n) \omega(\mu, \nu) k(\mu))_{i}\right) \\
& =\operatorname{Tr}\left((k(\mu) l(\mu) T(\nu, \mu, n) \omega(\mu, \nu))_{i}\right)=\operatorname{Tr}\left((T(\nu, \mu, n) \omega(\mu, \nu))_{i}\right)=\operatorname{Tr}\left(F_{i}\right)
\end{aligned}
$$

Then Hopf's Lemma ([23, pp. 5-13]), on the Lefschetz numbers implies that the Lefschetz number $L(F)=\sum_{i}(-1)^{i} \operatorname{Tr}\left(F_{i}\right)$ of $F$ is equal to $\sum_{i}(-1)^{i} \operatorname{Tr}\left(\psi_{i}\right)$. Since $L(F) \neq 0$, there exists an $i_{0}, 0 \leq i_{0} \leq n$ such that the trace of the homomorphism $\psi_{i_{0}}: C_{i_{0}}(N(\mu)) \rightarrow C_{i_{0}}(N(\mu))$ is not zero. I.e. there exists an $i_{0^{-}}$ dimensional simplex $\sigma^{i_{0}} \in N(\mu)$ which is contained in the chain $\psi_{i_{0}}\left(\sigma^{i_{0}}\right)$ having a nonzero coefficient. This implies $\sigma^{i_{0}} \subset \operatorname{supp}\left(\psi_{i_{0}}\left(\sigma^{i_{0}}\right)\right)$. The last inclusion contradicts (8).

Finally, we can state a generalized Lefschetz fixed point theorem.
Theorem 4. Let $\mathbb{F}$ be a field and let $X$ be an $\mathbb{F}$-simplicial space. If $F: X \rightarrow$ $X$ is an m-acyclic map w.r.t. $\mathbb{F}$ such that $\operatorname{dim}_{\mathbb{F}} \operatorname{Im}\left(F_{*}\right)<\infty$ and such that the Lefschetz number of $F$ is different from zero, then $F$ has a fixed point, i.e. there is a point $x_{0} \in X$ such that $x_{0} \in F\left(x_{0}\right)$.

It follows from Lemmas 14 and 19.
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