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Design and Validation of a Ultrawideband

Measurement Array for Microwave Imaging
David Gibbins, Dallan Byrne,Tommy Henriksson, Beatriz Monsalve, Ian J. Craddock, Fellow, IEEE.

Abstract—A compact, enclosed, Ultrawideband (UWB) an-
tenna array is presented to acquire data for a quantitative
microwave imaging method. Compared to existing systems, the
proposed array allows a directional UWB antenna to be placed
close to target object while, at the same time, minimising the
volume of the imaging array. The antennas and metallic enclosure
are designed to easily integrate with an iterative 3D non-linear
inverse scattering technique. The volume of the internal imaging
domain has been minimized to reduce computational time spent
on reconstructing the dielectrics within the domain. Each cavity-
backed element is directional and presents stable transmission
characteristics across the 1 to 4 GHz band. The measured
antenna characteristics are shown to match well with simulated
results across the UWB, when immersed within a lossy dielectric
matching liquid. An outlined calibration procedure highlights
the straight-forward integration of array measurements with an
off-line reconstruction algorithm. Physical measurements of high
contrast phantoms are recorded and reconstructions are carried
out using a Time-Domain, conjugate-gradient-based, microwave
imaging algorithm. The results confirm that the directional
antenna array design is well-suited for solving the non-linear
inverse problem with measurements recorded over the UWB
spectrum.

Index Terms—Microwave Imaging, Inverse Scattering, Ultra-
wideband, Antenna Array, Time-Domain Imaging.

I. INTRODUCTION

M ICROWAVE Imaging is a non-ionizing low-cost

method to extract spatial and structural information

about dielectric objects within a domain. A transmitting (Tx)

antenna element is used to illuminate a target area with an elec-

tromagnetic pulse. Diffractive scattering subsequently occurs

due to the contrast in permittivity and conductivity at object

boundaries within the imaging space. The scattered waves are

captured by receiving (Rx) antennas and representative images

of the domain are created in post-processing using either radar-

based or inverse scattering techniques.

Radar imaging systems provide a qualitative, spatial, scat-

tering map of the dielectric scatterers of the Object-Under-Test

(OUT) inside the domain [1]–[3]. Conversely, tomographic

or inverse scattering techniques provide structural and spatial

information by producing a quantitative map of permittivity

and conductivity through solving a non-linear ill-posed inverse

scattering problem [4]–[7]. Inverse methods have been shown

to resolve targets with a 10% contrast to the background

medium at a significant resolution [8]. Frequency hopping

techniques can aid in reducing the ill-posedness of the inverse

problem. Results from lower frequency reconstructions, with

smooth final images due the wavelength constraint, can be

used as a-priori seeding at higher frequencies to avoid local-

minima convergence and produce finer detail in the dielectric

profile of the OUT [9].

The inverse problem is typically solved using iterative

gradient-based techniques which minimize the difference be-

tween the measured data and a forward model [5], [10]–

[13]. The forward model is typically generated using an

electromagnetic full-wave solver where the domain must nu-

merically represent the iteratively estimated OUT properties,

the surrounding antenna array and system boundary behaviour.

This adds considerable constraint on the system design due

to the computational overhead involved in simulating detailed

antenna architectures and excessive simulation spaces.

A number of previous tomographic studies have reduced

this burden by using wire-type antennas which can be easily

modelled in full-wave solvers as hertzian dipoles or line

sources [14]–[17]. To avoid the limitations of mono-frequency

reconstructions, the measurement antenna should capture as

much of the desired spectrum as possible. Wire antennas have

a wideband response when immersed in appropriate lossy

media however, they must be placed at a sufficient electrical

distance from the system boundary as their radiation patterns

are omni-directional. Undesirable boundary backscatter can

introduce model errors into the inverse reconstruction, partic-

ularly when the immersion media is low-loss. This increases

the size of the forward model simulation domains, adding

excessive computational overhead, and in-turn influencing the

design of the measurement system which must accommodate

the extra space required.

To isolate and minimize the simulation and measurement

domain without affecting the quantity of recorded informa-

tion [18], a number of studies have designed conducting enclo-

sures to surround the array [19]–[23]. To minimise the space

further, more recent studies have employed low-profile narrow-

band elements, placed directly on the enclosure surface [21],

[22]. The patch elements in [22] were extended to resonate

at up to four frequencies at the expense of considerable gain

loss [23].

In this paper we introduce an UWB microwave imaging

measurement system with eight directional elements enclosed

within a conducting shell. The design allows for directional

UWB antennas to be placed in close proximity to the object

in order to acquire data for the inverse scattering problem

where:

• Each Large Cavity Backed Wide-Slot (LCBWS) antenna

element is designed to have an operational UWB response

between 1 and 4 GHz when placed within an appropriate

matching medium [24] to record as much data as possible

in a single measurement sweep;
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Fig. 1: 8-element imaging array.

• The antenna geometry and feed has been designed such

that it can be easily and efficiently incorporated within a

simulation space. Previous simulated results have shown

that the directional array outperforms when compared to

an open environment with omnidirectional elements [24];

• The array is contained within a metal enclosure to mini-

mize the size of both the simulation domain and physical

space. The magnetic nature of this antenna means that

its performance is largely unaffected by the proximity

of dielectric objects [24]. The authors believe the di-

mensions of the presented apparatus, with a volume of

120×120×270 mm3, are the smallest of any tomographic

measurement array within the literature to date.

The array design is shown in Figure 1 and a single antenna

element is illustrated in Figure 2. The array is evaluated

with experimental data obtained with phantoms containing

a number of high-contrast nylon cylinders. 3D dielectric

profiles are produced by solving the inverse problem using

the Forward Backwards Time Stepping (FBTS) Time-domain

approach [24]–[26] to exploit the entire 3 GHz bandwidth

of the acquired scattered fields. A frequency-hopping ap-

proach [9], [15], [24], [27] is used to produce quantitative

dielectric profiles of two phantoms.

Section II describes the UWB antenna design and details

its performance characteristics. The imaging array design is

outlined in Section III along with a description of the data

acquisition. The FBTS method, experimental phantoms and

imaging reconstruction results are illustrated and discussed

in Section IV. Section V outlines ongoing research towards

Fig. 2: The physical LCBWS antenna shown with a pound coin for
scale.

Fig. 3: Detail and dimensions of LCBWS antenna. 1. antenna ground
plane, 2. wide-slot aperture, 3. square stub, 4. micro-strip feed line,
5. substrate, 6. air gap between substrate and absorber, 7. absorber.

the creation of 3D MRI-derived human fore-arm phantoms.

Finally, concluding remarks are given in Section VI.

II. DIRECTIONAL UWB LCBWS ANTENNA

The antenna element is the most crucial part of an imaging

system, it dictates the range of frequency measurements that

may be acquired, the architecture of the system, and most

importantly, the reconstructed image quality. The design of

the LCBWS antenna (Figure 2) is discussed at the opening

of this section before examining its measured and simulated

performance characteristics.

A. Antenna Design

The electromagnetic design of this antenna is based on that

presented in [24] with some structural modifications, so that

the antenna may be manufactured to similar specifications.

A detailed image of the antenna design and dimensions are

shown in Figure 3. The antenna consists of a rectangular

wide-slot aperture located in a rectangular ground plane on

the front surface of a 2.5 mm thick RT Duroid 6010 LM

(relative permittivity (ǫr) = 10.2 at 1 GHz) substrate. The slot

is excited by 50 Ω microstrip located on the back surface of

the substrate and terminated with a square tuning stub. The

large cavity, backing the substrate, is constructed using 1 mm

thick copper with flanges to attach it to the array (see section
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Fig. 4: Measured S11 of the LCBWS antenna within the array and
surrounded by matching medium when compared with the simulated
S11 in the same environment.

III-A). The cavity is filled with a volume of ECCOSORB AN-

77 absorber that is spaced 10.5 mm from the back surface of

the substrate to ensure that coupling between the absorber and

microstrip is minimised. The antenna is fed using a vertical

SMP male PCB Receptacle, connected to a length of RG405

coaxial cable and terminated at the exterior of the cavity by a

female SMA bulkhead jack.

B. Antenna Performance/Characteristics

Through simulations, performed with an in-house FDTD

solver using dispersive algorithms [28], the LCBWS an-

tenna was shown to have good wideband performance in

the frequency range 1.2-4 GHz [24]. These characteristics

are confirmed by the measured antenna performance. S11

measurements, shown in Figure 4, are recorded when the

antenna is located in the imaging array which is filled with a

dispersive matching medium [29] with ǫr = 13.5 and a static

conductivity (σ) of 0.5 S/m at 1 GHz, The -10 dB bandwidth

of the antenna is 1.24 GHz to in excess of 4 GHz. This agrees

closely with the bandwidth of 1.1 GHz to in excess of 4 GHz

obtained when simulating the antenna in the same antenna

environment, using a dispersive single pole Debye model for

the matching medium. The agreement between simulation and

measurement below -10 dB is poor and may be a result of

approximations in the simulated feeding arrangement, where

the SMP connectors and RG405 cable length are omitted.

The transmission performance of the antenna is shown

in Figure 5. This is calculated in the same scenario as the

input characteristics, the transmission path being between two

antennas directly facing each other across the array. The effects

of the RG405 cable are calibrated out in each measurement,

to remove their effects and move the measurement plane as

close as possible to that in the simulation. Figure 5 shows

the transmission characteristics calculated from a physical

measurement, a dispersive simulation (in media with simi-

lar properties to the measurement matching medium) and a

non-dispersive simulation in which a static material model

(ǫr = 13.5, σ = 0.5 S/m) is used to represent the matching

Fig. 5: Simulated and measured S21 of two directly opposing
antennas in the array.

medium. The discrepancies shown illustrate the effects that

must be considered when imaging in a dispersive medium. The

simulated non-dispersive case demonstrates the performance

of the antenna without these effects. The antenna delivers

consistent performance across a wide band of frequencies,

the magnitude -3 dB bandwidth being 1.15 - 3.4 GHz and

the phase linear across all frequencies. By contrast, while the

physical measured magnitude is close to the non-dispersive

case up to 2GHz, above this point it rapidly diverges, due to

the higher frequency dependent loses in the physical matching

medium. However, the simulated magnitude with dispersion

included shows good agreement with the physical case, which

suggests that the antenna model is accurate.

The phase is in good agreement in all three cases in terms of

linearity though there is a slight difference in gradient resulting

in a π radians difference at 4 GHz equivalent to 10 mm. This

is likely due to misalignment of the measurement plane to the

simulated model or because of a large permittivity value in

the simulated material models.

These results show that the physical element is well suited

towards imaging applications within a lossy media. The wide-

band nature of this antenna allows a large volume of informa-

tion to be collected while back-radiation from the antenna is

minimised, sources of exterior noise are reduced and the power

is directed toward the target. The antenna radiation pattern

and gain are stable over the required band so present with the

same radiation intensity regardless of frequency and the wide

beamwidth of the element helps illuminate the target as much

as possible.

III. IMAGING ARRAY

Eight replicas of the aforementioned LCBWS antenna were

fabricated and embedded within a conductive-enclosure array

design, detailed in this section. The data acquisition is docu-

mented and a calibration procedure is described to adapt the
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Fig. 6: Exploded view of the imaging array.

(a) (b)

Fig. 7: Transmission response of the (a) ”Through” antenna channels
and (b) ”Diagonal” antenna channels.

measured scatted fields from the system for use in the FBTS

inverse scattering scheme.

A. Array Design

A photograph of the metal-enclosed array housing is shown

in Figure 1. The eight directional UWB elements can be

positioned in close proximity to the OUT, which is placed

within a square central array cavity measuring 120 mm x 120

mm x 270 mm. The array has been designed in a modular

fashion as shown in the exploded array design model in

Figure 6. Three separate segments, highlighted as A, B and

C in Figure 6, are stacked vertically and the joints between

are sealed with a silicon O-ring. The whole stack is then

compressed and sealed using bolted ties, that run the full

length of the cavity along the vertical axis, to prevent any

leakage when filled with a viscous dielectric matching liquid.

The matching liquid can then be removed via a plastic drain

that has been installed at the bottom of the main imaging

cavity, as pictured in Figure 1. This modular design allows for

straightforward array expansion without requiring a complete

redesign of the architecture.

Each of the LCBWS elements are housed within the central

vertical segment of the array, segment B in Figure 6, with the

wide-slot aperture parallel to the internal metallic face. Each

element is sealed to the cavity opening using a silicon O-ring

which is highlighted by D in Figure 6. A flange, surrounding

the body of the LCBWS element, is compressed against the

array segment by means of a compression plate, shown as E

in Figure 6. The RF connector is located on the underside face

of each LCBWS element to avoid unnecessary cable-strain at

the feed and to minimise the overall form-factor.

The transmission response of the manufactured elements in

the array must be relatively similar to insure uniform imaging

response at a number of angles. Figure 7 shows the scattering

parameters for a number of Tx-Rx antennas, one group of

”Through” channels with antennas directly opposing each

other (Figure 7(a)) and another ”Diagonal” set with antennas

facing in perpendicular directions (Figure 7(b)). There is good

agreement between the channels in each set for both the phase

and magnitude response between 0.5 and 4 GHz. A small,

undesirable discrepancy occurs at 1 GHz in the magnitude

response of a single ”Diagonal” channel in Figure 7(b). This

is most likely an anomaly in the fabrication process where

the proximity of the cable feed to the antenna ensures that

any minor error in positioning will cause a resonance shift.

Such an effect can be mitigated through the calibration process

outlined in the following section.

B. Data Acquisition

The antennas are connected to a 20-port Rohde and Shwartz

ZNBT VNA via a 1.5 mm semi-rigid coaxial cable. Each

port has an independent measurement channel and therefore

there is no requirement for an external switching matrix, a

common feature in Bristol imaging systems of the past [2],

[3]. This ensures isolation between each channel and rapid data

acquisition times. Each of the eight Tx elements illuminate the

OUT in turn with a single-cycle sinusoid pulse [24] while the

other seven Rx elements simultaneously record the scattered

fields with a frequency resolution of 501 points and a dynamic

range of 120 dB. No monostatic measurements are taken.

A full multistatic sweep of 56 channel measurements are

recorded in under 5 seconds.

Once the data is recorded, an array calibration step is

required to minimise the differences between the physical

measurements and the iteratively-updated simulated forward

model. The most significant error is due to the discrepancy

between the dispersive electromagnetic material properties of

the measurement medium and the non-dispersive dielectric

model used in the reconstruction process [24]. Other errors can

arise due to minor manufacturing errors within the physical

array, both material and geometrical, and the inability to

physically calibrate out the effects from the antenna cable

connector to the aperture.

The calibration method applied is based on the process

outlined in [27] and [15]. This technique is well suited for
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(a) (b)

(c)

(d)

Fig. 8: Calibration process for a ”Through” channel (blue) and a “Diagonal” channel (red) with (a) the recorded S-Parameters E
data

P from
the VNA and (b) the calibration factor C(ω). Signal plots of the calibrated measurement signal E

cal

P as it compares to the output from

the EM forward simulator E
data

S for (c) a ”Through” channel with directly opposing antenna elements and (d) ”Diagonal” channel with
perpendicular facing elements.

the proposed imaging system when using a lossy matching

medium [27]. The calibrated data is described as

E
cal
P (ω) = E

data
P (ω)C(ω) (1)

where E
data
P (ω) is the physical measurement data at frequency

ω and C(ω) is the calibration factor which is denoted as

C(ω) =
E

ref
S (ω)

E
ref
P (ω)

(2)

with E
ref
S (ω) is the output from the forward model simulator

in a known reference state and E
ref
P (ω) are measurement

data taken within the same reference scenario. The reference

scenario involves filling the system solely with a known

dielectric medium. The signal can then be converted back into

the time domain signal via E
cal
P (t) = F

−1
{

E
cal
P (ω)

}

.

The S-parameters captured by the VNA E
data
P for a

”Through” channel, and ”Diagonal” channel, are shown in

Figure 8(a). The calibration factor C(ω) comparison is il-

lustrated in Figure 8(b) where a number of nulls clearly

present which correspond to those of the Tx single-cycle

sinusoid input pulse. A measurement and forward simulation

are performed with similar imaging scenarios to illustrate

the effectiveness of the calibration method. The calibrated

measurement signals E
cal
P (t) for the ”Through” channel is

compared to the simulated signal E
data
S (t) in Figure 8(c)

while the comparison for the ”Diagonal” channel is shown

in Figure 8(d). Both plots highlight the excellent agreement

between the simulated and calibrated signals.

IV. IMAGING EVALUATION

The array is designed to image dielectric phantoms using

tomographic inverse techniques. Two imaging phantoms with

(a) (b)

Fig. 9: (a) Array filled with matching liquid. (b) Measurement setup
for experiment A with a nylon cylinder at the centre of the system.

cylindrical targets are presented in Section IV-A. A 3D time-

domain gradient-based optimisation FBTS algorithm, detailed

in Section IV-B, is used to create dielectric profiles of the

phantoms. A voxel error metric is outlined in Section IV-C to

quantify the results and the final FBTS dielectric reconstruc-

tions are presented in Section IV-D.

A. Phantoms

Two nylon cylindrical phantoms are created to assess the

imaging algorithm. These rods have a permittivity of 2.2 and

conductivity of 0.04 S/m at 1 GHz. The remaining imaging

space is filled with a dispersive matching medium with ǫr
= 13 and σr = 0.5 S/m at 1 GHz, created by following the

process in [29]. In experiment A, the phantom consists of a

single cylinder located at the centre of the array, with a vertical

length of 350 mm and a diameter of 32 mm. The phantom for
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Fig. 10: FBTS Reconstruction of experiment A with a cylinder placed
centrally within the array imaging space. The permittivity ground
truth is shown in (A) and the reconstruction in (B). The conductivity
ground truth result is shown in (C) and the reconstruction shown in
(D).

experiment B includes this cylinder at an off-centre location,

placed beside two narrower cylindrical rods with diameters of

10 mm.

A calibration scan is taken first where the array is com-

pletely filled with only the matching liquid as shown in Fig-

ure 9(a). This data is used to calculate C(ω) in Section III-B.

The Ground Truth (GT) for each experiment is illustrated in

Figures 10(A), 10(C), 11(A) and 11(C) where the remaining

space is filled with matching medium and a machined nylon

plate (ǫr = 2.2) is used to hold the cylinder in place.

B. Forward Backward Time Stepping Method

The dielectric profiles of the phantoms are created using

the Forward Backward Time Stepping (FBTS) technique [24],

[25], [30]. Although frequency domain reconstructions are

more common within the literature [4], [5], [7], [10], [11], a

Time-Domain reconstruction technique is employed to exploit

all of the UWB spectrum collected by the LCBWS antenna

elements. The FBTS scheme iteratively minimises a cost

function to produce a resultant dielectric profile [25]. Further

algorithmic detail is provided in [24].

The forward data is generated using a Finite-Difference

Time-Domain (FDTD) full-wave EM solver where the anten-

nas and imaging space are modeled in an identical manner

to [24]. The entire array is discretised to 227×72×227 Carte-

sian grid cells where the smallest cubic cell volume is 0.5 mm3

and the largest is 1 mm3. The time step is 0.914 ps, 0.95% of

the Courant limit, and 7000 iterations are recorded. No spatial

knowledge is included a-priori and the forward model imaging

domain is initialised with a sole dielectric equivocating to the

matching medium described in Section IV-A. The forward

model reconstructs static permittivity and conductivity param-

eters taken at the centre frequency of the input pulse. This

Fig. 11: FBTS Reconstruction of experiment B with cylinder placed
off-centre along with two smaller cylinders within the array imaging
space. Permittivity (A) GT and (B) reconstruction. Conductivity (C)
GT and (D) reconstruction.

technique has previously been used to successfully reconstruct

numerical dispersive tissue-based phantoms [24].

As in [24], a frequency-hopping technique is employed to

utilise the available bandwidth and avoid local minima in

the cost function. The algorithm begins with a single-cycle

sinusoid pulse centred on 1 GHz before switching to a 2 GHz

pulse at a particular iteration. A voxel error metric is used to

determine when switching will occur.

C. Imaging Metric - Voxel Error

The normalised voxel error between the GT phantom prop-

erties and the reconstructed dielectric profiles is calculated at

the centre frequency of the input pulse to provide a metric on

performance [24], [31]. The metric is defined for permittivity

as

δǫi =

∫

Ω

∣

∣ǫGT (r)− ǫRecon
i (r)

∣

∣

2
dr

∫

Ω

∣

∣ǫGT (r)− ǫBG(r)
∣

∣

2
dr

(3)

where r = (x, y, z) is the voxel location, Ω defines the

target imaging region, ǫGT denotes the phantom GT relative

permittivity, ǫRecon
i is the iterative permittivity estimation at

iteration i and ǫBG is the background relative permittivity.

Conductivity error is calculated in the same manner and

denoted with δσi .

D. Results and Discussion

Data was collected from the two experimental scenarios and

the final reconstruction profiles are presented for experiment

A in Figure 10 and experiment B in Figure 11 where GT

illustrations are provided on the left-hand side while the

reconstructions are on the right. Voxel error metrics are plotted

for each experiment in Figure 12 and the convergence rate is

shown in Figure 13.

The permittivity and conductivity results reconstruct the

dielectric and spatial features quite well in both experiments.
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Fig. 12: Voxel error δ metric results for experiments A (One cylinder,
Figure 10) and B (Three cylinders, Figure 11). Dashed lines represent
the case where the 1 GHz reconstruction continued without a hopping
step.

In experiment A, the spatial features are clearly defined in

the reconstructions in Figures 10(B) and 10(D). Significant

imaging artefacts present outside the target region for both

reconstructions but particularly in the case of the permittivity

profile in Figure 10(B). These anomalies cause a quantitative

mismatch between the GT and reconstructions as shown in

the voxel error plot in Figure 12, which shows higher error

in permittivity than that of experiment B. These could be

removed using spatial regularisation functions which will be

applied in future studies.

The more challenging scenario in Experiment B shows

a clearly defined large cylinder with less definition for the

smaller cylinders in the permittivity profile in Figure 11(B).

In contrast, both of the smaller cylinders are well defined

in the conductivity profile in Figure 11(D). Again, there are

a number of minor artefacts surrounding the targets in the

ǫr reconstruction in Figure 11(B) but are clearly less pro-

nounced than the single cylinder case in Experiment A. This

is confirmed with the voxel error metric result in Figure 12,

where experiment B’s ǫr normalized error converges near 0.2

Fig. 13: Cost Function for experiments A (One cylinder) and B (Three
cylinders).

after 10 iterations compared to 0.3 for experiment B which

suggests that the algorithm is robust when reconstructing more

challenging scenarios.

For both experiments A and B in Figure 12, the conductivity

profiles are less spatially accurate than those for permittivity.

This may arise due to the higher contrast in conductivity

(0.5:0.04) between the rods and the matching medium when

compared to the permittivity (18:2). This effect is most pro-

nounced for experiment B, where the quantitative conductivity

values of the smaller rods are further from the GT than the

larger cylinder in Figure 11(D).

Both experiments converge smoothly over 20 iterations in

Figure 13 indicating that the target area was reconstructed

correctly. The most significant error reduction results from

the initial low frequency stage (iteration one to five) for both

experiments. Convergence for experiment A shows a smooth

transition when the frequency hopping step is applied at the

fifth iteration. Once the number of targets increase, as in

experiment B, the step to a 2 GHz reconstruction causes the

error to be reduced by over 57% at the hop. Improvements

from frequency hopping are also evident in Figure 12. The

dashed plot lines for permittivity error in experiment A and

B highlight how the 1 GHz reconstruction would cause an

increase in mismatch, while the error is stabilised after hop-

ping to 2 GHz. Conductivity voxel error results show a less

pronounced but similar trend.

As the cost function for each experiment converges in

Figure 13, the voxel error in Figure 12 stabilises to a finite

value for conductivity and permittivity. The algorithm is more

accurate at the central regions than at the upper and lower

vertical limits of the array. These regions, at the vertical ex-

tremities of the OUT, will present with significant voxel error

throughout. There are negligible iterative gradient updates due

to the limited EM exposure within these regions as the antenna

beampattern tends to primarily illuminate the central portion of

the phantom. Although a drawback, the authors highlight the

modular design of the array and additional rows of antennas

can be easily added if more illumination is required along

the vertical axis. This expansion will be addressed in future

studies.

V. FUTURE APPLICATION: ARM IMAGING

The results shown in Section IV indicate that the UWB 8-

element array shows promise as a Microwave Imaging device

and could potentially be used to image biological tissues

within the human body. Microwave imaging of the upper and

lower limbs have been of recent interest [19], [32], [33] and

results have highlighted that the modality could be used for

continuous monitoring of fore-arm bone health. To explore

this, a number of realistic phantoms must be created prior

to any clinical imaging application. This section describes

ongoing research to create a number of 3D-printed, MRI-

derived, fore-arm phantoms.

The human fore-arm has a significant variety of anatomical

features, however the bones (radius and ulna) present with a

high vertical symmetry. As a result, an initial 3D-printed fore-

arm phantom phantom was created with symmetry along the
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Fig. 14: MRI image (left) and cross-section through arm phantom
(right). 1. Ulna; 2. Radius; 3. Adipose (fatty) tissue 4.blood vessel;
5. muscle; 6. Blood vessel.

(a) (b)

Fig. 15: ABS mould of the fore-arm. (a) 3D view. (b) Top view.

vertical axis, referred to as the 2.5D phantom herein. Manual

segmentation is applied on a cross sectional MRI image taken

approximately 50 mm from the wrist, shown in Figure 14

(left), using 3D CAD modelling software (Rhino3D). Four

different tissues are manually identified; muscle, bone, adipose

(fat) and blood vessels. Tendons, different bone anatomy

(cortical bone, cancellous bone and marrow tissue) and carti-

lages have not been taken into account at this stage. The 2D

segmentation is extended along the vertical axis to create the

2.5D model. A number of various support structures and lid

have also been created to securely fasten the phantom within

the imaging array, similar to those pictured in Figure 9(b).

The full anthropomorphic phantom consists of a plastic

mould with compartments for a number of biological tissue-

mimicking materials. A 3D-printer with Acrylonitrile Butadi-

ense Styrene (ABS) plastic material has been used to create

the mould. The dielectric properties of ABS are found to be

at 2 GHz around ǫr = 5.3 and σ = 0.08 S/m which can be

used to approximate those of adipose tissue.The ABS material

is also used as a supporting material for the Ulna and Radius

bones. The internal parts of the mould are designed to be filled

with tissue-mimicking liquids and a solid skin layer can also

be added around the mould’s external contour. The phantom is

sealed with lacquer prior to adding any tissue materials. Each

tissue is represented using a tissue-mimicking liquid, created

using the process outlined in [29]. A solid 2 mm skin layer

can be created with a Tx-151/H2O mixture [34]. A top view of

the fore-arm phantom filled with the different tissues is shown

on the right in Figure 14. A 3D and top view of the mould is

shown in Figure 15.

The 2.5D design process can be extended to create a number

of 3D MRI-derived phantoms. Several MRI scans of the fore-

arm of healthy volunteers have been acquired at the University

(a) (b) (c)

(d) (e) (f)

Fig. 16: Different MRI sequences for a female (top) and male
(bottom) volunteers. (a)(d) T1-weighted, (b)(e) T2-weighted and
(c)(f) positron density.

of Bristol’s Clinical Research and Imaging Center (CRIC).

Volunteers participated under informed consent following a

university-approved ethics protocol. Three different 3D se-

quences (T1-weighted, T2-weighted and proton density) are

taken with 0.5 mm isotropic resolution to capture as much

data as possible to aid the segmentation process.

Figure 16 shows vertical MRI cross-sectional images from

a female and male volunteer within the same age range

(both 30-35 years old). The T2-weighted sequences shown in

Figures 16(b) and 16(e) highlight the difference between the

internal bone structure of each subject. Automatic and semi-

automatic segmentation software tools are in development to

extract the salient tissue properties of each MRI. Future studies

will evaluate the 8-element array with the 2.5D and 3D MRI-

derived fore-arm phantoms.

VI. CONCLUSION

An UWB array is proposed to acquire experimental data for

an inverse scattering scheme. Eight fabricated UWB antennas

can be placed in close proximity to the target. Each magnetic

element exhibits solid transmission characteristics between 1

and 4 GHz within a lossy transmission medium and measured

reflection/transmission data is shown to match well with

the simulated design. The antennas are embedded within a

conducting enclosure to minimise the errors encountered when

producing forward model data using a numerical full-wave

solver. The compact array is designed for simple adaptation in

a forward modelling scheme, mitigating excessive simulation

space. A calibration scheme is outlined to easily interface the

measurement data with an off-line inverse scattering algorithm.

A number of cylindrical phantoms were created and recon-

structed using a frequency-hopping Forward-Backwards Time-

Stepping (FBTS) time-domain approach to the inverse prob-

lem. The quality of the reconstructions highlight the array’s

suitability for microwave imaging problems with dielectric

targets. Following this success, ongoing work regarding the
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design of human fore-arm phantoms was presented and will

be the focus of a forthcoming study.
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