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Abstract

After almost a decade of research into ad hoc networking, MANET technology has not yet affected our way of using
wireless networks. In this paper we discuss lessons to draw and back them with experiences from our experimental
work. We find that simulations have to be complemented to a much higher degree by real-world experiments, that there
is a lack of mature implementations and integration and that efforts should be focused on more realistic settings inside
the ‘‘ad hoc horizon’’ where decent network services still can be provided.
� 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Since the initial work on an IETF charter for
‘‘Mobile Ad hoc NETworks’’ started around
1995/1996, the IETF MANET working group
[14] has been working towards a proposed standard
for IP level routing in wireless ad hoc networks.
The IETF MANET working group charter as of
2004 has proposed four protocols for experimental
RFC status, namely AODV [17], DSR [8], OLSR
[5] and TBRPF [15]. This would indicate a new
level of maturity of multihop ad hoc networking.
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However, although the IETF MANET research
effort has achieved respectable progress, we believe
half of the job still remains. There are no clear re-
sults that show how well MANETs will work in
reality. Simulations have not been conclusive on
clearing the field of IETF MANET protocol can-
didates. We point out the fact that MANET solu-
tions, if they exist, are not available for use in our
daily network experience. Furthermore, reports
from the users are missing because there is virtu-
ally no deployment of multihop ad hoc networks.

In this paper we argue that more realistic ad hoc
networking research efforts should be conducted
that focus on small scale and complete solutions.
We organize our arguments along the work carried
out at Uppsala University. Many other research
ed.
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groups have also done extensive systems research
on wireless ad hoc networking. What is still lack-
ing though, and what we address in this paper, is
a more comprehensive review of the original
MANET goals and the results obtained so far. Of-
ten, research results are focused on small aspects
of the big MANET picture. These isolated ad-
vances have to be contrasted with the realistic
assessment that MANET results have had little
impact on the networking mainstream.

For example, we observe that IEEE 802.11 has
become ubiquitous, but that users seldomly operate
this hardware in ad hoc mode. The lack of robust
ad hoc routing software and drivers in mainstream
operating systems, along with the lack of reliable ad
hoc solutions add to the acceptance problem of this
technology. There seems also to be a mismatch
between what end users might find useful and what
research problems are currently being addressed.
As a consequence, the cost of using ad hoc net-
working is bigger than the potential benefit.

A simple use case is web browsing and email
download in multihop access networks based on
IEEE 802.11. However, this is not the prominent
model that is valued in the competition among
routing protocols. Instead, proposals how to
change the media access control scheme (MAC)
(and thus to invalidate the deployed hardware)
and 1000 node scenarios with constant bit rate traf-
fic (CBR) are prevalent. Moreover, as we point out
in this paper, current technology forms an ad hoc
horizon at two to three hops and 10–20 nodes where
the benefit from wireless multihop ad hoc network-
ing virtually vanishes. The focus should therefore
be to get the most out of ad hoc networking within

these limits. A scenario consisting of a few people
wanting to form an ad hoc network and sharing ac-
cess to the Internet is simple, but much more prob-
able and feasible. Managed mode 802.11 already
anticipates this use and provides the possibility to
extend the reach of access points by using a wireless
repeater. MANET style multihop forwarding
would permit people to extend the range of hard-
ware that they already own, without depending
on a network operator to deploy such relays.

Working towards lowering the barriers for ad
hoc networking has to become a prime objective
of MANET research. By hammering out ‘‘good
enough’’ solutions it should be possible to get a
first foot into the end user devices. Later on, more
sophisticated solutions can be envisaged that also
include progress as it becomes available in the area
of security, QoS and power consumption. How-
ever, we argue that even for a first ‘‘good enough’’
solution, the hurdles are still high.

The rest of this paper is organized as follows. In
Section 2 we start by outlining the key areas of fo-
cus that we believe are important for advancing
MANET research. In Section 3 we present lessons
learned from our experimental research. We revisit
some of the underlying ideas and premises behind
MANET thinking in Section 4, where we present
work that we have done outside the scope of the
IETF MANET working group. This work empha-
sizes simplicity, easily deployable software and a
focus on small ad hoc networks. Section 5 contin-
ues with discussing challenges in MANET research
before we conclude this paper in Section 6.
2. MANET research approach

While several thousand research papers on
wireless ad hoc networking and MANET have
been published, there has been virtually no trans-
fer from research into products at a large scale.
Only very few prototype implementations have
been made available. The tool set of exploration
consists mostly of simulations and little experi-
mentation. The integration into the networking
environment of end users has not been adequately
addressed till today. These are the three main def-
icits that we identify and discuss in this section.

2.1. Implementation

The adoption of wireless ad hoc solutions has
been slow. Amajor reason is the lack of quality real
world implementations. When we started our Ad
hoc Protocol Evaluation testbed activity in the year
2000 [9,1], we had a hard time finding any imple-
mentations that worked properly. Out of three
openly available protocol implementations
(OLSR, AODV, TORA), only one was able to
route packets over multiple hops. One implementa-
tion even had problems in a single hop scenario.
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Today, AODV and OLSR are the most mature
protocols whilst other MANET protocols either
lack updated implementations or have intellectual
property issues and suffer from the reluctance of
their developers to share work and promote open
development. In the case of TBRPF there are no
implementations freely available. 1

2.2. Experimentation

Experimentation is needed to move technology
from paper specification to functional systems. It
allows drafts to be closely examined and increases
the likelihood that invalid assumptions are dis-
covered. Although MANET research has been
ongoing for some time, there is little valuable
‘‘hands-on’’ experience. Instead, a large portion
of protocol development is done in unrealistic sim-
ulation settings. As an example, routing protocols
in simulation typically implement layer interac-
tions (e.g., feeding link layer failures up the net-
working stack) that are not readily available in
existing real world implementations.

Another problem is that simulations are almost
never validated. It is tempting to do all research
through simulations because they save time com-
pared to real experiments and are easily reproduc-
ible. But the protocol implementations that come
with the simulation packages are seldom assessed
and verified independently. Furthermore, simula-
tion results are rarely compared or calibrated with
findings from actual measurements.

2.3. Integration

A consequence of the currently narrow imple-
mentation base is that the integration of protocol
logic into actual operating systems is similarly
scarce. Moreover, deploying ad hoc routing proto-
cols is not just about implementing a new algo-
rithm: there are also operational matters to
consider and configuration issues. Unfortunately,
questions such as address assignment or Internet
connectivity and hand-over between gateways—
1 A TBRPF implementation was previously available from
SRI, but has since then been retracted.
although important for the end user�s service satis-
faction—are beyond routing protocol specifica-
tions. Self-configuration solutions for MANETs
still need to be identified and to be proven in the
field.

These three innocuous looking problem areas—
implementation, experimentation and integra-
tion—are preventing wireless ad hoc networking
to reach the maturity needed for a broader accept-
ance. We believe that putting more emphasis in
these three areas will help to produce more focused
and applicable research results, as we argue in the
following two sections.
3. Lessons from experimental research within the

IETF MANET area

In this section we present our lessons learned
from conducting real world experimental research
within the IETF MANET area. First, we discuss
issues with designing testbeds and conducting
large scale tests of MANET routing protocols.
Second, we address the importance of implement-
ing protocols in real systems. Third, we describe
why we believe that real-world experiments and
simulations must complement each other. Finally,
we point to usability limits in form of an ‘‘ad hoc
horizon’’ which highlights the importance of
focusing on achievable goals in MANET research.

3.1. APE testbed—repeatable real world testing

Most wireless testbeds [13,12,20,18] target a sin-
gle protocol, and do not represent a software prod-
uct which can be used by others for reproducing
experimental results. By developing the Ad hoc
Protocol Evaluation testbed (APE) we aimed at
creating a tool that ultimately would be used to
compare all MANET implementations on a large
scale.

To this end we adopted a modular architecture
that makes it possible to plug in different protocols
and traffic generators. Because of logistic difficul-
ties when setting up experiments with 10 or more
human participants, APE is designed for easy
installation, deployment and handling. Installation
is as simple as downloading and extracting a single
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file. This package contains a self-extracting
stripped-down Linux system that can be installed
and booted on machines running Windows or
Linux. It is also possible to run APE from a
bootable CD. This has shown to be a successful
approach, as it has allowed us to scale experiments
to 37 individual participants with hardware and
people being the limiting factors.

The intrinsic difficulty with a real testbed com-
pared to simulation is the repeatability of the exper-
iments. The nodes need to move in the same
pattern, during the same time span, while running
the same application from one experiment to an-
other. To address repeatability we use strict chore-
ography instructions to the participants who carry
the laptops. These instructions are given in real time
on the screen and constitute the movements. The
participants only need to follow the instructions.

During the experiments all measurement data
are collected at all nodes, including the signal qual-
ity of received packets. This data is uploaded to a
central server after test-run and allows us to build
a time dependent connectivity map of nodes. By
comparing signal quality data from one experi-
ment to another we can assure ourselves that the
movements are sufficiently similar for comparison
purposes. In our experiments, we have successfully
used signal quality based ‘‘fingerprints’’ to assess
the repeatability.

One such fingerprint is ‘‘virtual mobility’’. The
idea behind this metric is that the signal quality
as measured at reception time can be related to
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Fig. 1. Virtual mobility fingerprints from two test-runs (AODV and
groups of nodes first split up and later on re-join at different times.
the (virtual) distance to the sender. To this end
we use a simple path loss model for the far field
which we calibrated using actual measurement
data from Orinoco cards. The distance D in the
range of 0.5–65 m is defined as

DjðnodeiÞ ¼ 4 � 10ð40�0:9�QjðnodeiÞÞ=33; ð1Þ
where Q is the signal quality (0 . . .75) for a packet
received from node j at node i. The derivatives of
the virtual distances between all node pairs are
then aggregated and form a network wide ‘‘virtual
mobility’’: It represents how an average node
moves during a test. The upper and lower quartiles
of the mean value reflect the movement heteroge-
neity and can reveal different movement patterns
within the network. Although the computed ‘‘dis-
tances’’ do not reflect true geographic distance
during an experiment, as the signal quality de-
pends on many other factors like walls or persons
moving by, it captures the world as the routing
protocol perceives it and is therefore a good meas-
ure for assessing repeatability.

Figs. 1 and 2 visualize fingerprints from two
runs which are compared to ensure the fidelity of
movements. ‘‘Virtual mobility’’ (Fig. 1 showing
average, lower and upper quantile) captures the
continuous changes in signal quality between
nodes, while the ‘‘link change’’ metric (Fig. 2) re-
lates to the routing level view of connectivity.
The movement scenario ‘‘Double Lost and
Found’’ consists of three groups of nodes initially
positioned at the same location. At a given time
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Fig. 2. Link change fingerprints for the ‘‘Double Lost and Found’’ scenario.
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two groups move away to a location outside the
other groups� radio range. Later on, the two
groups re-join to their initial position at different
points in time. The figures consistently show three
peaks that relate to these movements of nodes. As
timing and extent of the peaks correspond well in
all four graphs we considered these two test-runs
as a valid base for comparing the two routing
protocols.

This test-run was used to compare the Ping suc-
cess ratios of AODV and OLSR. The Ping traffic
in this ‘‘Double Lost and Found’’ scenario is as
follows: One third of the Ping sessions are between
nodes in the two mobile groups, while the other
Ping sessions are between nodes in a mobile group
and nodes in the stationary group. During separa-
tion of the two mobile groups there is a period
with two-hop connectivity via the stationary group
before the mobile groups become isolated. At first
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Fig. 3. Ping success ratios in the ‘‘Double Lost an
sight, the graphs in Fig. 3 seem to indicate similar
behavior for both protocols. However, closer anal-
ysis of the path lengths showed that the AODV
implementation, Madhoc-AODV, had serious
problems with multihop paths, wherefore conclu-
sions about the relative performance of the two
protocols could not be drawn from this experi-
ment. Ultimately, this triggered our own imple-
mentation work on AODV that we describe in
the following section. The APE testbed itself re-
mained an important evaluation tool and, for
example, enabled us to isolate the Gray Zone
problem described in Section 3.3.

3.2. AODV-UU—protocol implementation

Most protocols are first implemented in simula-
tion environments and therefore run the risk of
being tailor made to the particular environment
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Fig. 4. Communication gray zones in a scenario with three
stationary nodes and one mobile node which roams the the
network back and forth. The mobile node (MN) communicates
with the gateway node (GW).
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at hand. This means that the impact of the imple-
mentation environment is quite often set aside in a
rush to reach the standards body. All protocols
need to interact with the existing networking stack,
the operating system and the actual physical media.
All these components are simplified in a simulation
environment.

Our goal with AODV-UU [4] was to create an
up-to-date and stable implementation of the
AODV routing protocol that we could use in the
APE testbed. Later we wanted to bridge the gap
between real world tests and simulations, and
decided to port AODV-UU to the ns-2 simulator.
Having the same protocol logic (i.e., the actual
code) running in both real world and in simulation
has proven very successful. Bugs and problems
with larger scale networks are easily handled in a
fully controlled simulation environment. At the
same time, we can validate that the protocol also
functions well in a real environment.

The lesson from the work with AODV-UU is
that lack of implementation experience and unreal-
istic assumptions may lead to protocol designs that
are not feasible to implement in a real system. We
have encountered several such designs. For exam-
ple, the AODV specification suggests to use link-
layer feedback for monitoring the link status of
active routes. If that is not possible, it should rely
on periodic HELLO beacons. In simulation, link-
layer feedback is easy and therefore commonly
used. But in real implementations of IEEE
802.11 it is rather difficult for upper layers to ac-
quire such information reliably. This observation
impacts the conclusions from protocol simulation
studies that use link-layer feedback. To more accu-
rately model reality, protocols should be re-evalu-
ated and possibly re-simulated with only HELLO
messages.

3.3. Gray zones—reality complements simulation

Exposing protocol designs to the real world will
not only highlight practical limitations, but will
also reveal protocol behavior that might not show
up in simulations due to inaccurate models. Dur-
ing experimentation, we observed spurious per-
formance degradations with the AODV-UU
implementation. In a simple scenario with three
static and one mobile node (see Fig. 4), we experi-
enced ‘‘communication gray zones’’ [11,10] which
were several meters wide. In these zones, the rout-
ing protocol would report a valid route to the des-
tination node, but virtually no data packets would
pass through. This effect did not show up when we
recreated the setting inside the ns-2 simulator,
using the same AODV-UU code as in the real
world test.

Further experiments revealed that these gray
zones are caused by the difference in transmission
range for different packet types. In IEEE
802.11b, broadcast packets are sent at 2 Mbit/s
while unicast packets can be sent at speeds up to
11 Mbit/s. The transmission output power is con-
stant and therefore lower transmission speed
means more energy per bit, which translates to
longer transmission range, as was recently con-
firmed in [2]. As a consequence, broadcasted HEL-
LO packets (used for neighbor sensing) will reach
further than data packets. The routing daemon be-
lieves that the other node is reachable, thus it will
not try to discover a new route although regular
data packets might not reach the other node. This
gray zone effect did not show up in the simulations
simply because ns-2 uses a flat 2 Mbit/s model
which gives data packets the same range as HEL-
LO packets.

As a result of our findings, we started to think
about work-arounds. In [10] we showed that artifi-
cially limiting the range of AODV HELLO pack-
ets by filtering on the SNR (signal to noise ratio)
value eliminates the gray zone effect. In fact, set-
ting the SNR acceptance level such that HELLO
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packets have slightly shorter transmission range
than the data packets will force AODV to pick a
more robust link earlier and increase the overall
performance. Table 1 summarizes our results from
experiments where the mobile node has two-way
(Ping) and one-way communication (MP3 stream)
with the gateway node (GW). The routing proto-
cols tested were OLSR [5], LUNAR [22] and the
two variants of AODV. Adding the SNR filter to
AODV increased the Ping success ratio from
91.9% to 99.1%.

The accuracy of the simulation model for the
physical layer is equally important. Such a model
may include SNR calculation, signal reception,
fading and path loss. The study in [19] reveals
how important the accuracy is. Its authors exam-
ined the interaction between two routing protocols
and the physical layer models used in ns-2 and
GloMoSim. They observed that the physical model
had great influence on the result; a plausible
change in the simulation environment could even
change the relative ranking of the compared
protocols.

In conclusion, it is important to realize that
simulation models are just models. Although sim-
ulation studies are useful in the protocol devel-
opment process they do not replace real-world
experimentation. In fact, we need more real-world
experience earlier in the process, both to under-
stand the interaction with a real environment as
well as for validation of simulation models.
3.4. The ad hoc horizon—focus on achievable goals

We believe that there exists an ‘‘ad hoc hori-
zon’’, i.e., a range that limits the number of hops
and the number of nodes for functional ad hoc
networking. Beyond this point, network services
Table 1
Real world measurements for the gray zone scenario (Fig. 4) of
successful Ping and MP3 packet delivery ratios

Success
ratio

OLSR LUNAR AODV-UU AODV-UU +
SNR

Ping 89.0% 96.5% 91.9% 99.1%
MP3 91.9% 96.8% 97.9% 99.7%
fail and the wireless network is not usable any-
more. In real applications, it may therefore not
be useful to provide MANET services when this
range is exceeded. Our conservative estimate is
that this horizon, using IEEE 802.11 technology
and standard Internet applications like web brows-
ing, is as narrow as 2–3 hops and a dozen of nodes.
The horizon hypothesis stems from experimental
work: The challenge was to demonstrate and
quantify this effect using the field�s standard inves-
tigation tool—simulations.

That TCP traffic suffers in a wireless multihop
environment has been documented several times
[6,7]. Typically, these studies do not show any
abrupt service degradation. For example, it is re-
ported that TCP throughput is inversely propor-
tional to the hop distance for a CSMA/CA style
MAC layer. However, most studies work with sim-
ple network topologies like a linear sequence of
nodes. In order to cover a broader set of topolo-
gies, we created a family of static ‘‘beam star’’ sce-
narios [23] (see Fig. 5). The beam star topologies
let us study the effect of increasing path lengths
and growing number of nodes in a controlled man-
ner. We expect both to have a negative impact on
TCP performance. Thus, we can assess the com-
bined limit for effective data delivery in multihop
ad hoc networks.

Common to all beam star scenarios is that each
beam is hosting one TCP session where the beam�s
end node communicates with the center node.
Typically, the center node would be a gateway to
the fixed Internet. By varying the number of beams
and hops we can plot a service quality surface as in
Fig. 6. In this diagram, the x-axis (one beam) rep-
resents all ‘‘string topologies’’ from 1 to 10 hops,
while the y-axis (one hop) represents topologies
where all nodes are within a one-hop distance. In-
side the quadrant, we have mixed topologies with a
cluster around the center node from which beams
emanate.

The service quality criteria used in our simula-
tions is the worst accumulated no-progress time
among all TCP sessions of the beam star scenario
in relation to the simulation�s duration. Assuming
some user tolerance to intermittent delays in data
delivery, we only considered intervals with stalling
TCP sequence numbers that are longer than 3 s.



Fig. 5. ‘‘Beam star’’ network topologies for various numbers of beams and beam lengths (3 · 9, 6 · 6, 10 · 4) shown with potential
connectivity. (The figures have different scales: the inter-node distance along a beam is identical for all topologies.)
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These no-progress gaps are added up and the
worst number from all beams is retained i.e., the
no-progress ratio is defined as

rnoprogress¼
maxið

P
ftinterseggapðbeamiÞjtinterseggap>3 sgÞ

ttestrunlength
:

From the data that underlies Fig. 6, we have
observed that already with two beams and three
hops (totaling seven nodes) there is up to 30%
accumulated no-progress time, which includes a
17 s stall (not visible from the graph). That is,
at least one user in the system fetching WEB
pages or downloading emails had no useful TCP
service for approximately one third of the time!
Extended no-progress times of this magnitude
are not tolerable, even for web browsing. In this
case, users would probably not adopt ad hoc
technology. The reason why such bad perform-
ance figures do not show up in simulation studies
is mainly due to the reporting of average through-
put numbers where unfairness due to TCP cap-
ture is not detectable. The other reason of
course is that almost all MANET performance
comparisons are carried out with CBR traffic
rather than TCP.

Referring to Fig. 6, which was obtained by
using the most optimal settings for AODV (no
node mobility, availability of link-layer feedback),
we suggest that two hops and five beams (11
nodes) define a safe area for the combination of
plain TCP, AODV and 802.11: acceptable network
performance beyond this range can only be
achieved if the horizon can be extended. The beam
star topologies form a synthetic benchmark for ad-
vances at the (combined) level of TCP, ad hoc
routing and media access control. At the same
time, the ad hoc horizon—as defined over these
beam star scenarios—defines a target area on
which routing protocols should focus on.
4. Lessons from research outside the IETF

MANET area

While we see the APE testbed and the AODV-
UU implementation as our contributions to the
IETF MANET working group effort, we have
also investigated research questions outside the
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MANET borders. One such activity relates to
simplifying the routing logic and sidestepping IP
interfacing problems. In this section we give a brief
introduction to the LUNAR routing protocol and
highlight some of our results.

4.1. LUNAR—targeting simplicity

LUNAR, the ‘‘Lightweight Underlay Network
Ad hoc Routing’’ protocol [22,21], is the result of
an implementation experiment where the ad hoc
routing logic was reduced to a minimum. Instead
of having routing protocol logic that actively
maintains and repairs existing routing paths,
LUNAR always establishes paths from scratch.
That is, as long as there are packets to be sent
for a source–destination pair, LUNAR floods the
network every 3 s for discovering a route. During
the 3 s interval, all data packets are shipped over
the same path and no attempts are made to dis-
cover lost packets or to monitor link changes. An-
other departure from MANET protocols, briefly
described below, is the underlaying of IP such that
multihop paths are masked away. LUNAR pre-
sents to IP a virtual subnet which leads to a clean
separation of IP level routing and the wireless
multihop forwarding.

To our surprise, this simple approach per-
formed better than OLSR and the original
AODV-UU implementation in real-world experi-
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Fig. 7. Comparison of CBR delivery fraction (left figure) and routing
scenario for LUNAR and major MANET protocols.
ments [22] (see also Table 1). By keeping the redis-
covery interval small enough, we could match the
reactiveness of HELLO-based protocols which—
in absence of link-layer feedback—typically need
two HELLO rounds (of 1 s each) to decide that
a neighbor is not reachable anymore.

Because of the repeated full discovery of each
routing path, it was decided to limit LUNAR�s
range to 3 hops, i.e., to target LUNAR specifically
to small networks of approximately a dozen nodes.
When LUNAR was ported to the ns-2 simulator
[16], we found that LUNAR works well beyond
this self-imposed three hop limit. In a constant
density scenario, where the simulation area grows
with the number of nodes, and a random waypoint
mobility model, LUNAR(maxhop = 15) works
comparably to MANET protocols in settings with
100 nodes and paths up to 15 hops. Under CBR
traffic LUNAR outperforms OLSR, TORA and
DSR over most network sizes although it does
not match AODV�s performance (see left graph
in Fig. 7).

Regarding the routing protocol overhead (and
the doubt, that the forced rediscovery of rout-
ing paths does not scale well), we found that
LUNAR(15) generates routing traffic comparable
toDSR (right graph of Fig. 7: The normalized rout-
ing load is the amount of routing bytes per each
delivered data byte). At 40 nodes, LUNAR(15)
still has the same routing overhead as AODV with
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link-layer feedback enabled (AODV(LL)), but
quickly becomes rather inefficient at higher node
numbers. Still, this is beyond the network size
for which LUNAR was designed for. As a side re-
mark we note that so far we could not fully explain
the surprisingly high amount of overhead for
DSR. A partial explanation relates to the length
of paths (and thus increased chance of link
breaks), where our trace data shows that the long-
est routes established by DSR are twice as long
as for AODV and LUNAR. Another potentially
related element could be DSR�s small amount of
jittering for forwarding route requests, which
aggravates congestions inside the network. This
performance aspect of DSR needs further investi-
gations, including the examination of its ns-2
implementation.

A useful architectural element of LUNAR is the
underlaying of IP (see Fig. 8). LUNAR creates a
virtual (Ethernet) subnet where all hosts attached
to this subnet seem to be reachable by one hop.
All hosts are addressed through classic Ethernet
numbers wherefore LUNAR can be implemented
as a device driver. LUNAR ‘‘intercepts’’ address
resolution (ARP) requests that the IP stack emits
for discovering a destination�s Ethernet number.
The ARP request then triggers a discovery wave.
After discovery, the established forwarding path
is associated with a virtual Ethernet number which
is returned to the IP stack as an ARP reply. This
creates a subnet illusion to IP (Fig. 8) which makes
integration with the IP stack much simpler: only a
single static subnet entry has to be added to the IP
routing table.

Inside the underlay we keep independent for-
warding paths for each active node pair. This has
IP data,
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IP da
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Fig. 8. The LUNAR ad hoc r
the architectural advantage that there can be no
false sharing of routing state. For example, in an
ad hoc network with several gateways to the fixed
Internet, each LUNAR node will be able to pick
and stick to its preferred default gateway while
in other routing protocols like AODV it can hap-
pen that downstream nodes ‘‘repair’’ a route and
switch between gateways, which creates problems
with NAT and MobileIP state residing in the gate-
way nodes.

The simplicity of LUNAR also helped us to
use it in environments as diverse as Infrared-
based embedded systems, Bluetooth-enabled de-
vices and both the Linux and Windows XP/2000
Operating Systems for IEEE 802.11. LUNAR
was ported to the LEGO mindstorm micro-con-
trollers with 32K of RAM. We managed to fit
the LegOS, a TCP/IP stack, a tiny web server as
well as the LUNAR protocol into this limited
environment.

4.2. Cross-layer optimization between link and

transport layer

The significance of LUNAR is that it permits
more experimentation to be done outside the clas-
sic proactive and reactive protocols of MANET,
and inside protocol stacks.

One observation on LUNAR is that it blurs the
reactive/proactive categorization. LUNAR is reac-
tive as it does all routing on demand, but has at the
same time a proactive attitude as it re-samples the
full network topology at fixed intervals.

Another aspect of LUNAR is that it is well
positioned for extending the ad hoc horizon
through cross-layer optimization.More specifically,
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we exploit the fact that LUNAR can mediate be-
tween link layer technologies and the transport
layer. Because LUNAR is an underlay network
(instead of a IP level add-on routing protocol), it
sees all TCP traffic and can react in smart ways
based on an internal model of TCP�s behavior
by scheduling TCP messages. At the same time,
LUNAR knows the behavior of the link layer; It
can sense the network condition and has detailed
knowledge about routes, like their length or con-
gestion indications that are collected along the
LUNAR forwarding path. First results with an en-
hanced version of LUNAR indicate that we will be
able to double the ad hoc horizon for IEEE 802.11
based IP networks without changing neither the
widely deployed MAC nor the ubiquitous TCP
layer.
5. Challenges to ad hoc networking

During the course of our experimental MANET
research, we have identified two key challenges to
the future success of ad hoc networking. Namely,
how to make MANET routing keep up with
developments in link layer technology and how
to target MANET research on realistically achiev-
able goals.
5.1. Dependence upon link layer technology

The clear separation between link, network and
transport layer is difficult to maintain in a wireless
environment. The IETF MANET working group
itself points out that routing in mobile ad hoc net-
works is different from traditional fixed infrastruc-
ture Internet routing. Handling cross-layer
interactions, as is frequently proposed these days,
is hard and there is a danger to build solutions
for specific combinations, e.g., ‘‘802.11 + ad hoc
routing’’. New combinations like ‘‘Bluetooth + ad
hoc routing’’ would then need an independent re-
evaluation, considerably slowing down the pro-
gress of the field.

There is a risk that lower layer progress will
outpace the slow progress of MANET routing.
Lower layer progress is driven by technologies
for infrastructure settings. This may create more
link layer variants for MANETs to cope with
which—in the worst case—work poorly in
ad hoc mode. We believe that we should provide
even limited, but robust MANET solutions in or-
der to benefit the users and to have an impact on
the lower layer technology development.

5.2. Limiting the problem space

One unrealistic goal of the MANET work is to
aim at networks of hundreds of mobile nodes.
Many simulations use such scenarios and see a
high node number as a goal of its own. Recently
a special IRTF interest group (ANS [3]) was
formed to look into scaling issues of ad hoc net-
works. We have doubts that results from this effort
will be helpful for the standard user in his daily
wireless Internet usage. Still, we acknowledge that
large scale ad hoc networking makes sense for sen-
sor networks with special purpose transport proto-
cols and reduced mobility, etc.

More artificial barriers are raised that hinder
the development of pragmatic solutions. Security,
QoS and power awareness are the well known
arguments in this context. The reaction to the
growing complexity should be to concentrate on
workable solutions and convincing cases. It is bet-
ter to have a working solution for a majority of
wireless interfaces that might be limited in scaling
and that does not address all possible concerns,
but which gives an added value right now. As Met-
calfe�s law tells us it is a matter of increasing the
number of users in order to stimulate the applica-
tion scenarios and the attractiveness of the
technology.

The case today is that everybody uses IEEE
802.11 hardware, but virtually nobody runs it in
multihop ad hoc mode. Kernels are not shipped
with ad hoc routing logic and software configura-
tion is complex and arcane. One crucial element in
raising the penetration rate of ad hoc functionality
is that configuration management must become
really simple. The real value of ad hoc networking
will only be evident when every device is ad hoc
enabled, which is why resolving penetration hur-
dles should be the prime target for the ad hoc
community.



232 C. Tschudin et al. / Ad Hoc Networks 3 (2005) 221–233
6. Outlook

In this paper we discussed lessons learned from
our experimental research in ad hoc networking.
We make the point that some targets and direc-
tions of MANET research should be debunked
and revisited.

One concern is that research is expanding into
so many new areas and technologies that a simple
solution for the common case is effectively ignored
or will come too late. Another—more methodo-
logical—observation is that ad hoc network re-
search is too narrowly conducted through the
means of simulation. We have found that many
assumptions in simulation are not valid in the real
world. A more focused approach guided by ‘‘real’’
MANET problems and available solutions should
be adopted.

An additional guideline should be to study fea-
sible problems, i.e., to limit the problem space and
to optimize for constraint but useful settings. The
ad hoc horizon of three hops and 10–20 nodes
shows a suitable first target area. Improving per-
formance inside this range and expanding its limits
would be the next logical step before pursuing arti-
ficial and extreme problems.

Finally, we point out that solving routing in
MANETs is only a first step towards deployable
ad hoc networks. Integrated self-configuration
solutions that cover everything from address
assignment to automated gatewaying with the
fixed Internet are needed to push ad hoc function-
ality into main stream operating systems and into
our daily network experience.
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