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Abstract. The large number of tweets generated daily is providing decision makers with means to obtain insights into recent
events around the globe in near real-time. The main barrier for extracting such insights is the impossibility of manual inspection
of a diverse and dynamic amount of information. This problem has attracted the attention of industry and research communities,
resulting in algorithms for the automatic extraction of semantics in tweets and linking them to machine readable resources. While
a tweet is shallowly comparable to any other textual content, it hides a complex and challenging structure that requires domain-
specific computational approaches for mining semantics from it. The NEEL challenge series, established in 2013, has contributed
to the collection of emerging trends in the field and definition of standardised benchmark corpora for entity recognition and
linking in tweets, ensuring high quality labelled data that facilitates comparisons between different approaches. This article
reports the findings and lessons learnt through an analysis of specific characteristics of the created corpora, limitations, lessons
learnt from the different participants and pointers for furthering the field of entity recognition and linking in tweets.
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1. Introduction

Tweets have been proven to be useful in different
applications and contexts such as music recommen-
dation, spam detection, emergency response, market
analysis, and decision making. The limited number
of tokens in a tweet however implies a lack of suffi-
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cient contextual information necessary for understand-
ing its content. A commonly used approach is to ex-
tract named entities, which are information units such
as the names of a Person or an Organisation, a Loca-
tion, a Brand, a Product, a numerical expression in-
cluding Time, Date, Money and Percent found in a sen-
tence [41], and enrich the content of the tweet with
such information. In the context of the NEEL chal-
lenge series, we extended this definition of named en-
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tity as being a phrase representing the name, excluding
the preceding definite article (i.e. “the”) and any other
pre-posed (e.g. “Dr”,“Mr”) or post-posed modifiers,
that belongs to a class of the NEEL Taxonomy (Ap-
pendix A) and is linked to a DBpedia resource. Seman-
tically enriched tweets have been shown to help ad-
dressing complex information seeking behaviour in so-
cial media, such as semantic search [1], deriving user
interests [2], and disaster detection [77].

The automated identification, classification and
linking of named entities has proven to be challeng-
ing due to, among other things, the inherent character-
istics tweets: i) the restricted length and ii) the noisy
lexical nature, i.e. terminology differs between users
when referring to the same thing, and non-standard
abbreviations are common. Numerous initiatives have
contributed to the progress in the field broadly cov-
ering different types of textual content (and thus go-
ing beyond the boundaries of tweets). For example
TAC-KBP [55] has established a yearly challenge in
the field covering newswire, websites, discussion fo-
rum posts, ERD [17] with search queries content, and
SemEval [58] with technical manuals and reports.

The NEEL challenge series, established first in 2013
and since then running yearly, has captured a com-
munity need for making sense from tweets through a
wealth of high quality annotated corpora and to mon-
itor the emerging trends in the field. The first edition
of the challenge named Concept Extraction (CE) Chal-
lenge [15] focused on entity identification and classi-
fication. A step further into this task is to ground enti-
ties in tweets by linking them to knowledge base refer-
ents. This prompted the Named Entity Extraction and
Linking (NEEL) Challenge the following year [16].
These two research avenues, which add to the intrin-
sic complexity of the tasks proposed in 2013 and 2014,
prompted the Named Entity rEcognition and Linking
(NEEL) Challenge in 2015 [70]. In 2015, the role of
the named entity type in the grounding process was in-
vestigated, as well as the identification of named enti-
ties that cannot be grounded because they do not have
a knowledge base referent (defined as NIL). The En-
glish DBpedia 2014 dataset was the designated refer-
ent knowledge base for the 2015 NEEL challenge, and
the evaluation was performed through live querying
the Web APIs participants prepared, in an automatic
fashion to measure the computing time. The 2016 edi-
tion [71] consolidated the 2015 edition, using the En-
glish DBpedia 2015-04 version as referent knowledge
base. This edition proposed an offline evaluation where

the computing time was not taken into account in the
final evaluation.

The four challenges have published four incremen-
tal manually labeled benchmark corpora. The creation
of the corpora followed rigid designations and proto-
cols, resulting in high quality labeled data that can be
used as seeds for reasoning and supervised approaches.
Despite these protocols, the corpora have strengths and
weaknesses that we have discovered over the years and
they are discussed in this article.

The purpose of each challenge was to set up an open
and competitive environment that would encourage
participants to deliver novel approaches or improve on
existing ones for recognising and linking entities from
tweets to either a referent knowledge base entry or
NIL where such an entry does not exist. From the first
(in 2013) to the 2016 NEEL challenge, thirty research
teams have submitted at least one entry to the com-
petitions proposing state-of-the-art approaches. More
than three hundred teams have explicitly acquired the
corpora in the four years, underlining the importance
of the challenges in the field.! The NEEL challenges
have also attracted from strong interest from the indus-
try as both participants and funding agencies. For ex-
ample, in 2013 and 2015 the best performing systems
were proposed by industrial participants. The prizes
were sponsored by industry (ebay? in 2013 and Spazio-
Dati® in 2015) and research projects (LinkedTV* in
2014, and FREME’ in 2016). The NEEL challenge
also triggered the interest of localised challenges such
as NEEL-IT, the NEEL challenge for tweets written in
Italian [8] that brings the multilinguality aspect in the
NEEL contest.

This paper reports on the findings and lessons learnt
from the last four years of NEEL challenges, analysing
the corpora in detail, highlighting their limitations, and
providing guidance to implement top performing ap-
proaches in the field from the different participants.
The resulting body of work has implications for re-
searchers, application designers and social media en-
gineers who wish to harvest information from tweets
for their own objectives. The remainder of this paper
is structured as follows: in Section 2 we introduce a
comparison with recent shared tasks in entity recog-

I This number does not account for the teams who experimented
with the corpora out of the challenges’ timeline.
’http://www.ebay.com
3nttp://www.spaziodati.eu
“http://www.linkedtv.eu
Shttp://freme-project.eu/
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nition and linking and underline the reason that has
prompted the need to establish the NEEL challenge se-
ries. Next, in Section 3, the decisions regarding dif-
ferent versions of the NEEL challenge are introduced
and the initiative is compared against the other shared
tasks. We then detail the steps followed in generating
the four different corpora in Section 4, followed by a
quantitative and qualitative analysis of the corpora in
Section 5. We then list the different approaches pre-
sented and narrow down the emerging trends in Sec-
tion 6, grounding the trends according to the evalua-
tion strategies presented in Section 7. Section § reports
the participants’ results and provides an error analy-
sis. We conclude and list our future activities in Sec-
tion 9. We then provide in appendix the NEEL Taxon-
omy (Appendix A) and the NEEL Challenge Annota-
tion Guidelines (Appendix B).

2. Entity Linking Background

The first research challenge to identify the impor-
tance of the recognition of entities in textual docu-
ments was held in 1997 during the 7"* Message Un-
derstanding Conference (MUC-7) [20]. In this chal-
lenge, the term named entity was used for the first
time to represent terms in text that refer to instances
of classes such as Person, Location, and Organisa-
tion. Since then, named entities have become a key
aspect in different research domains, such as Infor-
mation Extraction, Natural Language Processing, Ma-
chine Learning, and the Semantic Web.

Recognising an entity in a textual document was
the first big challenge, but after overcoming this obsta-
cle, the research community moved into a second and
challenging task: disambiguating entities. This prob-
lem appears when a mention in text may refer to more
than one entity. For instance, the mention Paul appear-
ing in text may refer to the singer Paul McCartney,
to the actor Paul Walker, or to any of the millions of
people called Paul around the world. In the same man-
ner, Copacabana can be a mention of the beach in Rio
de Janeiro, Brazil, or the beach in Dubrovnik, Croa-
tia. The problem of ambiguity is translated into the
question “which is the exact entity that the mention
in text refers to?”. To solve this problem, recognising
the mention to an entity in text is only the first step
for the semantic processing of textual documents, the
next one is to ground the mention to an unambiguous
representation of the same entity in a knowledge base.

This task became known in the research community as
Entity Disambiguation.

The Entity Disambiguation task popularised after
Bunescu and Pasca [13] in 2006 explored the use of an
encyclopaedia as a source for entities. In particular, af-
ter [23] demonstrated the benefit of using Wikipedia,®
a free crowd-sourced encyclopaedia, for such purpose.
The reason why encyclopedic knowledge is important
is that an encyclopaedia contains representation of en-
tities in a variety of domains, and, moreover, contains a
single representation for each entity along with a sym-
bolic or textual description. Therefore from 2006 un-
til 2009, there were two main areas of research: En-
tity Recognition, as a legacy of the work started during
the MUC-7 challenge, and Entity Disambiguation, ex-
ploring encyclopedic knowledge bases as catalogs of
entities.

In 2009, the TAC-KBP challenge [55] introduced a
new problem to both the Entity Recognition and Entity
Disambiguation communities. In Entity Recognition,
the mention is recognised in text without information
about the exact entity that is referred to by the men-
tion. On the other hand, Entity Disambiguation focuses
only on the resolution of entities that have a referent in
a provided knowledge base. The TAC-KBP challenge
illustrated the problem that a mention identified in text
may not have a referent entity in the knowledge base.
In this case, the suggestion was to link such a mention
to a NIL entity in order to indicate that it is not present
in the knowledge base. This problem was referred as
Named Entity Linking and it is still a hard and current
research problem. Nowadays, however, the terms En-
tity Disambiguation and Entity Linking have become
interchangeable.

Since the TAC-KBP challenge, there has been an
explosion in the number of algorithms proposed for
Entity Linking using a variety of textual documents,
Knowledge Bases, and even using different definitions
of entities. This variety, whilst beneficial, also extends
to how approaches are evaluated, regarding metrics
and gold standard datasets used. Such diversity makes
it difficult to perform comparisons between various
Entity Linking algorithms and creates the need for
benchmark initiatives.

In this section, we first introduce the main com-
ponents of the Entity Linking task and their possible
variations, followed by a typical workflow used to ap-
proach to the task, the expected output of each step and

Shttp://en.wikipedia.org
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three strategies for evaluation of Entity Linking sys-
tems. We conclude with an overview of benchmark ini-
tiatives and their decisions regarding the use of Entity
Linking components and evaluation strategies.

2.1. Entity Linking components

Entity Linking is defined as the task of grounding
entity mentions (i.e. phrases) in textual documents with
knowledge base entries, in which both mention and
knowledge base entry are recognised as references to
the same entity. If there is no knowledge base entry
to ground a specific entity mention then the mention
should be linked to a NIL reference instead.

In this definition, Entity Linking contains three main
components: text, knowledge base, and entity. The fea-
tures of each component may vary, and consequently,
have an impact on the results of algorithms used to per-
form the task. For instance, a state-of-the-art solution
based on long textual documents may have a poor per-
formance when evaluated over short documents with
little contextual information within the text. In a sim-
ilar manner, a solution developed to link entities of
types Person, Location, and Organisation may not be
able to link entities of type Movie. Therefore, the
choice of each component defines which type of solu-
tions are being evaluated by each specific benchmark
initiative.

2.1.1. Textual Document

In Entity Linking, textual documents are usually di-
vided in two main categories: long text, and short text.
Long textual documents usually contain more than 400
words, such as news articles and web sites. Short doc-
uments (such as microposts’ or tweets) may have as
few as 200 characters, or even contain a single word,
as in search queries. Different types of texts have their
own characteristics that may influence Entity Linking
algorithms.

Long textual documents provide a series of document-
level features that can be explored for Entity Link-
ing such as: the presence of multiple entity mentions
in a single document; well-written text (expressed by
the lack or relative absence of misspellings); and the
availability of contextual information that supports the
grounding of each mention. Contextual information
entails the supporting facts that help in deciding the
best knowledge base entry to be linked with a given

"Microposts is the term used in the social media field to refer to
tweets and social media posts in general.

mention. For instance, let us assume the knowledge
base has two candidate entries to be linked with the
mention Michael Jordan. One of these entries refer to
the professor at University of California, Berkeley and
the other to the basketball player. In order to decide
which is the correct entry to be linked with the text,
some context needs to be provided such as: “played a
game yesterday”, or “won the championship”, and so
on. More context makes the task easier, and little or no
context makes the task more challenging.

Short text documents are considered more challeng-
ing than long ones because they have the exact oppo-
site features such as: the presence of few entity men-
tions in a single document (due to the limited size
of the text); the presence of misspellings or phonetic
spelling (e.g. “T call u 2morrow” rather than “I call
you tomorrow”); and the low availability of contex-
tual information within the text. It is important to note
though that even within the short text category there
are still important distinctions between microposts and
search queries that may impact the performance of En-
tity Linking algorithms.

In performing a search, it is expected that the search
query will be composed by a mention to the entity of
interest being searched and, sometimes, by additional
contextual information. Therefore, despite the chal-
lenge of being a short text document, search queries
are assumed to contain at least one mention to an en-
tity and likely to contain additional contextual infor-
mation. However, for microposts this assumption does
not hold.

Microposts do not necessarily have an entity as tar-
get. For instance, a document with the content “So
happy today!!!” does not explicitly cite any entity men-
tion. Also, microposts may be used to talk about enti-
ties without providing any context within the text, as in
“Adele, you rock!!”. In this aspect, Entity Linking for
microposts is more challenging than for search queries
because it is unclear if a micropost will contain an en-
tity and context for the linking. Furthermore, microp-
osts are also more likely to contain misspellings and
phonetic writing than search queries. If a search en-
gine user misspells a term then it is very likely that
she will not find the desired information. In this case,
it is safe to assume that search engine users will try
to avoid misspellings and phonetic writing as much
as possible. On the other hand, in micropost commu-
nities, misspellings and phonetic writing are used as
strategies to shorten words, thus enabling the commu-
nication of more information within a single micro-
post. Therefore, misspelling and phonetic writing are
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common features of microposts and need to be taken
into consideration when performing Entity Linking.

2.1.2. Knowledge Base

The second component of Entity Linking we con-
sider is the knowledge base used. Knowledge bases
differ from each other regarding the domains of knowl-
edge they cover (e.g. domain-specific or encyclopedic
knowledge), the features used to describe entries (e.g.
long textual descriptions, attribute-value pairs, or rela-
tionship links between entities), their ratio of updates,
and the amount of entities they cover.

As with textual documents, different characteristics
will impact in the Entity Linking task. The domain
covered by the knowledge base will influence which
entity mentions will possibly have a link. If there is a
mismatch between the domain of the text (e.g. biomed-
ical text) and the domain of the knowledge base (e.g.
politics) then all, or most, entity mentions found in
text will not have a reference in the knowledge base.
In the extreme case of complete mismatch, the Entity
Linking process will be reduced to Entity Recognition.
Therefore, in order to perform linking, the knowledge
base should at least be partially related to the domain
of the text being linked.

Furthermore, the features used to describe entities
in the knowledge base influence which algorithms can
make use of it. For instance, if entities are represented
only through textual descriptions, a text-based algo-
rithm needs to be used to find the best mention-entry
link. If, however, knowledge base entries are only de-
scribed through relationship links with other entities
then a graph-based algorithm may be more suitable.

The third characteristic of a knowledge base which
impacts Entity Linking is its ratio of updates. Static
knowledge bases (i.e. knowledge bases that are not
or infrequently updated) represent only the status of a
given domain at the moment it was generated. Any en-
tity which becomes relevant to that domain, after that
point in time will not be represented in the knowledge
base. Therefore, in a textual document, only mentions
to entities prior to the creation of the knowledge base
will have a link, all others would be linked to NIL. The
faster entities change in a given domain the more likely
it is for the knowledge base to become outdated. In the
likelihood that there is a complete disjoint between text
and knowledge base, all links from text would invari-
ably be linked to NIL. Depending on the textual doc-
ument to be linked, the ratio of updates may or may
not be an important feature. Social and news media are

more likely to have a faster change on their entities of
interest than manufacturing reports, for instance.

Another characteristic of a knowledge base which
may impact Entity Linking is the amount of entities it
covers. Two knowledge bases with the same charac-
teristics may still vary on the amount of entities they
cover. When applied to Entity Linking, the more enti-
ties a knowledge base covers the more likely there will
be a matching between text and knowledge base. Of
course in this case we should assume that both knowl-
edge bases are focused on representing key entities in
their domain rather than long tail ones.

2.1.3. Entity

The third component of interest for Entity Linking
is the definition of entity. Despite its importance for the
Entity Linking task, entities are not formally defined.
Instead, entities are defined either through example or
through the data available. Named entities are the most
common case of definition by example. Named entities
were introduced in 1997 as part of the Message Under-
standing Conference as instances of Person, Organisa-
tion, and Geo-political types. An extension of named
entities is usually performed through the inclusion of
additional types such as Locations, Facilities, Movies.
In these cases there is no formal definition of entities,
rather they are exemplars of a set of categories.

An alternative definition of entities assumes that en-
tities are anything represented by the knowledge base.
In other words, the definition of entity is given by the
data available (in this case, data from the knowledge
base). Whereas this definition makes the Entity Link-
ing task easier by not requiring any refined “human-
like” reasoning about types, it makes it impossible to
identify NIL links. If entity is anything in the knowl-
edge base, how could we ever possibly have, by defi-
nition, an entity which is not in the knowledge base?

The choice of entity will depend on the Entity Link-
ing desired. If the goal is to consider links to NIL then
the definition based on types is the most suitable, oth-
erwise the definition based on the knowledge base may
be used.

2.2. Typical Entity Linking Workflow and Evaluation
Strategies

Regardless of the different Entity Linking compo-
nents, most proposed systems for Entity Linking fol-
low a workflow similar to the one presented in Fig-
ure 1. This workflow is composed of the following
steps: Mention Detection, Entity Typing, Candidate
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Fig. 1. Typical Entity Linking workflow with expected output of
each step.

Detection, Candidate Selection, and NIL Clustering.
Note that, although it is usually a sequential workflow,
there are approaches that create a feedback loop be-
tween different steps, or merge two or more steps into
a single one.

The Mention Recognition step receives textual doc-
uments as input and recognises all terms in text that
refer to entities. The goal of this step is to perform typ-
ical Named Entity Recognition. Next, the Entity Typ-
ing step detects the type of each mention previously
recognised. This task is usually framed as a categori-
sation problem. Candidate Detection next receives the
detected mentions and produces a list with all entries
in the knowledge base that are candidates to be linked
with each mention. In the Candidate Selection step,
these candidate lists are processed and, by making use
of available contextual information, the correct link for
each mention, either an entry from the knowledge base
or a NIL reference, is provided. Last, the NIL Clus-
tering step receives a series of mentions linked to NIL
as input and generates clusters of mentions referring to
the same entity, i.e. each cluster contains all NIL men-
tions representing one, and only one, entity, and there
are no two clusters representing the same entity.

The evaluation of Entity Linking systems is based
on this typical workflow and can be of three types: end-
to-end, step-by-step, or partial end-to-end.

An end-to-end strategy evaluates a system based
only on the aggregated result of all its steps. It means
that if one step in the workflow does not perform well
and its error propagates through all subsequent steps,
this type of evaluation will judge the system based only
on the aggregated error. In this case, a system that per-
forms excellent Candidate Selection but poor Mention
Detection can be considered as good as a system that
performs a poor Candidate Selection but an excellent
Mention Detection. The end-to-end strategy is very
useful for application benchmark in which the goal is
to maximise the results that will be consumed by an-
other application based on Entity Linking (e.g. entity-
based search). However, for research benchmark, it is
important to know which algorithms are the best fit for
each of the steps in the Entity Linking workflow.

The opposite to an end-to-end evaluation is a step-
by-step strategy. The goal of this evaluation is to pro-
vide a robust benchmark of algorithms for each step
of the Entity Linking workflow. Each step is provided
with the gold standard input (i.e. the correct input data
for that specific step) in order to eliminate propagation
of errors from previous steps. The output of each step
is then evaluated separately. Despite the robustness of
this approach, this type of evaluation does not account
for systems that do not follow the typical Entity Link-
ing workflow, e.g. systems that merge two steps into a
single one or that create feedback loops; and it is also
a highly time and labour consuming task to set up.

Finally, the partial end-to-end evaluation aims at
evaluating the output of each Entity Linking step but
by analysing the final result of the whole system. Par-
tial end-to-end evaluation uses different metrics that
are influenced only by specific parts of the Entity Link-
ing workflow. For instance, one metric evaluates only
the link between mentions and entities in the knowl-
edge base, another metric evaluates only links with
NIL, yet another one evaluates only the correct men-
tions recognized, whereas another metric measures the
performance of the NIL Clustering.

2.3. Entity Linking Benchmark Initiatives

The number of variations in Entity Linking makes
it hard to benchmark Entity Linking systems. Dif-
ferent research communities focus on different types
of text and knowledge base, and different algorithms
will perform better or worse on any specific step. In
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this section, we present the Entity Linking benchmark
initiatives to date, the Entity Linking specifications
used, and the communities involved. The challenges
are summarised in Table 2.3.

2.3.1. TAC-KBP

Entity Linking was first introduced in 2009 as a
challenge for the Text Analysis Conference.® This con-
ference was aimed at a community focused on the
analysis of textual documents and the challenge itself
was part of the Knowledge Base Population track (also
called TAC-KBP) [55]. The goal of this track was to
explore algorithms for automatic knowledge base pop-
ulation from textual sources. In this track, Entity Link-
ing was perceived as a fundamental step, in which en-
tities are extracted from text and evaluated if they al-
ready exist in a knowledge base to be populated (i.e.
link to a knowledge base entry) or if they should be
included in the knowledge base (i.e. link to NIL). The
results of Entity Linking could be used either for direct
population of knowledge bases or used in conjunction
with other TAC-KBP tasks such as Slot Filling.

As of 2009, the TAC-KBP benchmark was not con-
cerned about recognition of entities in text, in partic-
ular considering that their entities of interest were in-
stances of types Organisation, Geo-political, and Per-
son, and the recognition of these types of entities in
text was already a well-established task in the commu-
nity. The challenge was then mainly concerned with
correct Entity Typing and Candidate Selection. In later
years, Mention Detection and NIL Clustering were
also included in the TAC-KBP pipeline [48]. Also,
more entity types are now considered such as Location
and Facility, as well as, multiple languages [49].

Characteristics that have been constant in TAC-KBP
are the use of long textual documents, entities given by
Type, and the use of encyclopedic knowledge bases. A
reason for long textual documents would be that this
type of text is more likely to contain contextual in-
formation to populate a knowledge base, in particular
news articles and web sites. The use of entities given
by Type is a direct consequence of the availability of
named entity recognition algorithms based on types
and the need for NIL detection. The use of an encyclo-
pedic knowledge base was because Person, Organisa-
tion, and Geo-political entities are not domain-specific
and due to the availability of Wikipedia as a free avail-
able knowledge base on the Web.

Shttp://www.nist.gov/tac

2.3.2. ERD

The Entity Recognition and Disambiguation (ERD)
challenge [17] was a benchmark initiative organised
in 2015 as part of the SIGIR conference® with the fo-
cus of enabling entity-based information retrieval. For
such a task, a system needs to be able to index docu-
ments based on entities, rather than words, and to iden-
tify which entities satisfy a given query. Therefore, the
ERD challenge proposed two Entity Linking tracks,
a long text track based on web sites (e.g. the docu-
ments to be indexed), and a short text track based on
search queries. For both tracks, entities identified in
text should be linked with a subset of Freebase,'* a
large collaborative encyclopedic knowledge base con-
taining structured data.

The Information Retrieval community, and conse-
quently the ERD challenge, focuses on the process-
ing of large amounts of information. Therefore, the
systems evaluated should provide not only the correct
results but also fulfill basic standards for large scale
web systems, i.e. they should be available through Web
APIs for public use, they should accept a minimum
number of requests without timeout, and they should
ensure a minimum uptime availability. All these stan-
dards were translated into the evaluation method of the
ERD challenge that required systems to have a given
Web API available for querying during the time of the
evaluation. Also, large scale web systems are evalu-
ated regarding how useful their output is for the task at
hand regardless of the internal algorithms used, so the
evaluation used by ERD was an end-to-end evaluation
using standard information retrieval evaluation metrics
(i.e. precision, recall, and f-measure).

2.3.3. W-NUT

The community of natural language processing and
computational linguistics within the ACL-IJCNLP!!
conferences have always been interested in the study
of long textual documents. One of the main character-
istics of these documents is that they are usually writ-
ten using standard English writing. However, with the
advent of Twitter and other forms of microblogging,
short documents started to receive increased attention
from the academic community of computational lin-
guists in special because of their non-standard writing.

In 2015, the Workshop on Noisy User-generated
Text (W-NUT) [4] promoted the study of documents

http://sigir.org/sigir2014
Ohttps://developers.google.com/freebase
"https://www.aclweb.org
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L. TAC-KBP ERD SemEval W-NUT NEEL
Characteristic
2014 [ 2015 | 2016 2014 2015 2015 2013 | 2014 [ 2015 [ 2016
newswire web sites technical manual
Text web sites search queries reports tweets tweets
discussion forum posts formal discussions
Knowledge Base Wikipedia ‘ Freebase Freebase Babelnet none none ‘ DBpedia
Entity given by Type given by KB given by KB given by Type given by Type
file API file file file API file
Evaluati tial tial
vatuation partia end-to-end end-to-end end-to-end end-to-end partia
end-to-end end-to-end
Target Conference TAC SIGIR NAACL-HLT ACL-IJCNLP WWW

Table 1

Named Entity Recognition and Linking challenges since 2013

that are not written in standard English, with tweets
as the focus of its two shared tasks. One of these
tasks was targeted at the normalisation of text. In other
words, expressions such as “r u coming 2” should be
normalised into standard English on the form of “are
you coming to”. The second task proposed named en-
tity recognition within tweets in which systems were
required to detect mentions to entities corresponding
to a list of ten entity types. This proposed task cor-
responds to the first two steps of the Entity Linking
workflow: Mention Detection and Entity Typing.

2.3.4. SemEval

Word Sense Disambiguation and Entity Linking are
two tasks that perform disambiguation of textual doc-
uments through links with a knowledge base. Their
main difference is that the former disambiguates the
meaning of words with respect to a dictionary of word
senses, whereas the latter disambiguates words with
respect to a list of entity referents. These two tasks
have been historically treated as different tasks since
they require knowledge bases of a dissimilar nature.
However, with the development of Babelnet, a knowl-
edge base containing both entities and word senses,
Word Sense Disambiguation and Entity Linking could
be finally performed using a single knowledge base.

In 2015, a shared task for Multilingual All-Words
Sense Disambiguation and Entity Linking [58] using
Babelnet was proposed as part of the International
Workshop on Semantic Evaluation (SemEval).!? In
this task, the goal was to create a system that could
perform both Word Sense Disambiguation and En-
tity Linking. In word sense disambiguation, senses are
anything that is available in the dictionary of senses.

Therefore, in order to make the integration of the two
tasks easier, it followed that an entity is anything that
is available in the knowledge base of entities. Also,
given the complexity involved in joining the two tasks,
the SemEval shared task focused on technical manuals,
reports, and formal discussions that tend to follow a
more rigid written structure than tweets or other forms
of informal natural language text. The use of such
well-written texts makes the task easier at the mention
recognition level (i.e. Mention Detection), and leaves
the challenge at the disambiguation level (i.e. Candi-
date Selection).

3. The NEEL Challenge Series

Named Entity Recognition and Entity Linking have
been active research topics since their introduction
by MUC-7 in 1997 and TAC-KBP in 2009, respec-
tively. The main focus of these initiatives had been on
long textual documents, such as news articles, or web
sites. Meanwhile, microposts emerged as a new type
of communication on the Social Web and have been
a widespread format to express opinions, sentiments,
and facts about entities. The popularisation of micro-
posts through the use of Twitter,' an established plat-
form for publication of microposts, reinforced a gap in
the research of the Named Entity Recognition and En-
tity Linking communities. The NEEL series was pro-
posed as a benchmark initiative to fill this gap.

The evolution of the NEEL challenge followed the
evolution of Entity Linking. The challenge was first
held in 2013 under the name of Concept Extraction
(CE) and was concerned with the detection of men-

2nttp://alt.qgcri.org/semeval2015

Bhttp://www.twitter.com
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tions to entities in microposts and the specification of
their types. In the next year, already under the acronym
of NEEL, the challenge also included linking mentions
to an encyclopedic Knowledge Base or to NIL. In 2015
and 2016, NEEL was expanded to also include cluster-
ing of NIL mentions.

To propose a fair benchmark for approaches to En-
tity Linking with microposts, the organisation of the
NEEL challenge had to make certain decisions con-
cerning different Entity Linking components and the
available strategies for evaluation, always taking into
consideration the trends and needs of the research
community focused on the Web and microposts. In this
section, we provide the motivation for these decisions.
A discussion on their impact will be provided in later
sections.

Text. The first decision that had to be taken regards
the text used for the challenge. Twitter was chosen
as the source of textual documents since it is a well-
known platform for microposts on the Web, and it pro-
vides a public API that makes it easy to extract microp-
osts both for generation of the benchmark corpora and
for future use of the evaluated Entity Linking systems.
More information on how Twitter was used to build the
NEEL corpora is presented in Section 4.

Knowledge Base. Despite the type of text used, it
is important for an Entity Linking challenge to pro-
vide a balance among mentions linked to the Knowl-
edge Base and mentions linked to NIL. A better bal-
ance enables a fairer evaluation, otherwise the chal-
lenge would be biased towards algorithms that perform
one task better than the other. In the case of tweets, the
frequency of knowledge base updates is an important
factor for the balance among knowledge base links and
NIL. Microposts are a dynamic form of communica-
tion usually dealing with recent events. If the collec-
tion of tweets is more recent than the entities in the
knowledge base, the amount of NIL links is likely to
be much higher than the links to entries in the Knowl-
edge Base. Therefore, the rate in which the knowledge
base is updated is an important factor for the NEEL
challenge.

Taking this into account, we chose to use DB-
pedia [50], a structured knowledge base based on
Wikipedia, mainly because it is frequently updated
with entities appearing in events covered in social me-
dia. Another motivation for using DBpedia is that its
format lends itself better to the task than Wikipedia it-
self. Each NEEL version used the latest available ver-
sion of DBpedia.

Definition of entities. Due to the dynamic nature
of microposts, the recognition of NILs was recognised
as an important feature since the introduction of En-
tity Linking in the NEEL challenge in 2014. Due to
that, but also to accommodate the participants from the
Concept Extraction challenge, the definition of entities
is given by type.

In 2013, the list of entity types was based on the
taxonomy used in CoNLL 2003 [73]. From 2014 on-
wards, the NEEL Taxonomy (Appendix A) was cre-
ated with the goal of providing a more fine-grained
classification of entities. This would represent a vast
amount of entities of interest in the context of the Web.
The types of entities used and how the NEEL Taxon-
omy was built is described in Section 4.

Evaluation. The evaluation is the main component
of a benchmark initiative because, after all, the goal of
benchmarking is to compare different systems applied
to the same data by using the same evaluation met-
rics. There are two main decisions regarding the evalu-
ation process. The first decision is about the format in
which the results of each system are gathered (i.e. via
file transfer or call to a Web API). The second decision
regards how the results will be evaluated and which
evaluation metrics will be applied.

The NEEL challenge has used different evaluation
settings in different versions of the challenge. Each
change has its own motivation, but the main focus for
each of them was to provide a fair and comprehensive
evaluation of the submitted systems.

The first decision regards the submission of a file
or the evaluation through Web APIs. Both approaches
have their advantages and disadvantages. The use of a
file lowers the bar to new participants in the challenge
because they do not need to develop a Web API in ad-
dition to the usual Entity Linking steps, nor to have a
Web server available during the whole evaluation pro-
cess. This was the proposed model for 2013, 2014, and
2016. However, during NEEL 2014, some participants
suggested that the challenge should apply a blind eval-
uation, i.e. the participants should know the input data
just at the time of the query in order to avoid com-
mon mistakes of tuning the system based on evalua-
tion data. Therefore, in 2015 the submission of evalua-
tion results was changed to Web API calls. The impact
of this change was that a few teams could not partici-
pate in the challenge, mainly because their Web server
was not available during evaluation or their API did
not have the correct signature. This format of evalua-
tion also required extra effort on the part of the organ-
isers that had to advise participant teams that their web
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servers were not available. Given the amount of prob-
lems generated and no real benefit experienced, the or-
ganisation opted for going back to the transfer of files
with the results of the systems as in previous years.

The second decision concerns the evaluation strat-
egy, which impacts the metrics used and on the overall
benchmark ranking. In this step, we either have the op-
tion for an end-to-end, a partial end-to-end, or a step-
by-step evaluation. Borrowing from the named entity
recognition community, the first two versions of the
challenge (i.e. 2013 and 2014) were based on an end-
to-end evaluation. In this evaluation, standard evalua-
tion metrics (i.e. precision, recall, and f-measure) were
applied on top of the aggregated results of the system.
A drawback of end-to-end evaluation is that in Entity
Linking, if one step in the typical workflow does not
perform well, its error will propagate until the last step.
Therefore, an end-to-end evaluation will only evaluate
based on the aggregated errors from all steps. This was
not a problem when the systems were required to per-
form one or two simple steps, but when the challenge
starts requiring a larger number of steps then a more
fine-grained evaluation is required.

A partial end-to-end strategy evaluates the output of
each Entity Linking step by analysing only the final re-
sult of the system. This evaluation uses different met-
rics for each part of the workflow and had been suc-
cessfully performed by multiple TAC-KBP versions.
Therefore, due to its benefits for the research commu-
nity, the partial end-to-end evaluation has also been ap-
plied in the NEEL challenge in 2015 and 2016. Fur-
thermore, the NEEL challenge applied this strategy us-
ing the same evaluation tool as TAC-KBP [45], which
aimed to enable an easier interchange of participants
between both communities.

The step-by-step evaluation has never being applied
within the NEEL series. Despite its robustness by elim-
inating error propagation, it is very time consuming, in
particular if participant systems do not implement the
typical workflow. The evaluation process for each year
as well as the specific metrics used will be discussed
in Section 7.

Target Conference. The NEEL challenge keeps in
mind that microposts are of interest of a broader com-
munity, composed of researchers in Natural Language
Processing, Information Retrieval, Computational Lin-
guistics, and also from a community interested on the
World Wide Web. Given this, the NEEL Challenges
were proposed as part of the International Workshop
on Making Sense of Microposts that was held in con-

junction with consecutive World Wide Web confer-
ences.

In the next sections we will explain in detail how the
NEEL challenges were organised, how the benchmark
corpora were generated semi-manually, details of par-
ticipant systems in each year, and the impact of each
change in the participation in subsequent years.

4. Corpus Creation

The organisation of the NEEL challenges led to the
yearly release of datasets of high value for the research
community. Over the years, the datasets increased in
size and coverage.

4.1. Collection procedure and statistics

The initial 2013 challenge dataset contains 4,265
tweets collected from the end of 2010 to the begin-
ning of 2011 using the Twitter firehose with no explicit
hashtag search. These tweets cover a variety of topics,
including comments on news and politics. The dataset
was split into 66% training and 33% test.

The second 2014 challenge dataset contains 3,505
event-annotated tweets, where each entity was linked
to its corresponding DBpedia URI. This dataset was
collected as part of the Redites project'* from 15th
July 2011 to 15th August 2011 (31 days) comprising a
set of over 18 million tweets obtained from the Twit-
ter firehose. The 2014 dataset includes both event and
non-event related tweets. The collection of event re-
lated tweets did not rely on the use of hashtags but
on applying the First Story Detection (FSD) algorithm
of [62] and [63]. This algorithm relies on locality-
sensitive hashing, which processes each tweet as it ar-
rives in time. The hashing dynamically builds up tweet
clusters representing events. Notice that hashing in this
context refers to a compression methodology not to a
Twitter hashtag. Within this collection, the FSD algo-
rithm identified a series of events (stories) including
the death of Amy Winehouse, the London Riots and
the Oslo bombing. Since the challenge task was to au-
tomatically recognise and link named entities (to DB-
pedia referents), we built the challenge dataset con-
sidering both event and non-event tweets. While event
tweets are more likely to contain entities, non-event
tweets enabled us to evaluate the performance of the
system in avoiding false positives in the entity extrac-

Yhttp://demeter.inf.ed.ac.uk/redites
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dataset tweets words tokens tokens/tweet | entities | NILs | total entities | entities/tweet | NILs/tweet
2013 training | 2,815 10,439 51,969 18.46 2,107 - 3,195 1.88 -
2013 test 1,450 6,669 29,154 20.10 1,140 - 1,557 1.79 -
2014 training | 2,340 12,758 41,037 17.54 1,862 - 3,819 3.26 -
2014 test 1,165 6,858 20,224 17.36 834 - 1,458 2.50 -
2015 training | 3,498 13,752 67,393 19.27 2,058 451 4,016 1.99 0.22
2015 dev 500 3,281 7,845 15.69 564 362 790 2.04 0.94
2015 test 2,027 10,274 | 35,558 - 17.54 2,122 1,478 3,860 2.32 0.89
2016 training | 6,025 | 26,247 | 100,071 16.61 3,833 2,291 8,665 1.43 0.38
2016 dev 100 841 1,406 14.06 174 85 338 3.38 0.85
2016 test 3,164 13,728 45,164 14.27 430* 284* 1,022* 3.412F 0.95+
Table 2

General statistics of the training, dev, and test data sets. tweets refers to the number of tweets in the set; words to the unique number of words, thus
without repetition; tokens refers to the total number of words; tokens/tweet represents the average number of tokens per tweet, entities refers to
the unique number of named entities including NILs; NILs refers to the number of entities not yet available in the knowledge base; total entities
corresponds to the number of entities with repetition in the set; entities/tweet refers to the average of entities per tweet; NILs/tweet corresponds
to the average of NILs per tweet. * only 300 tweets have been randomly selected to be manually annotated and included in the gold standard. +

these figures refer to the 300 tweets of the gold standard.

tion phase. This dataset was split into a training (70%)
and testing (30%) sets. Given the task of identifying
mentions and linking to the referent knowledge base
entities in 2014, the class information was removed
from the final release.

The 2015 challenge dataset extends the 2014 dataset.
This dataset consists of tweets published over a longer
period, between 2011 and 2013. In addition to this, we
also collected tweets from the Twitter firehose from
November 2014 covering both event (such as the UCI
Cyclo-cross World Cup) and non-event tweets. The
dataset was split into training (58 %), consisting of the
entire 2014 dataset, development (8%), which enabled
participants to tune their systems, and test (34%) from
the newly added 2015 tweets.

The 2016 challenge dataset builds on the 2014 and
2015 datasets, and consists of tweets extracted from
the Twitter firehose from 2011 to 2013 and from
2014 to 2015 via a selection of popular hashtags. This
dataset was split into training (65%) consisting of the
entire 2015 dataset, development (1%), and test (34%)
sets from the newly collected tweets for the 2016 chal-
lenge.

Statistics describing the training, development and
test sets are provided in Table 2. In all, but not in
the 2015 challenge, the training datasets presented a
higher rate of named entities linked to DBpedia than
the development and test datasets. The percentage of
tweets that mention at least one entity is 74.42% in the
training, 72.96% in the test set for the 2013 dataset;
32% in the training, and 40% in the test set for the 2014
dataset; 57.83% in the training set, 77.4% in the de-

velopment set, and 82.05% in the test set for the 2015
dataset; and 67.60% in the training set, 100% in the
development set, and 9.35% in the test set for the 2016
dataset. The overlap of entities between the training
and test data is 8.09% for the 2013 dataset, 13.27% for
the 2014 dataset, 4.6% for the 2015 dataset, and 6.59%
for the 2016 dataset. Following the Terms of Use of
Twitter, for all the four challenge datasets, participants
were only provided the tweet IDs and the annotations,
the tweet text had to be downloaded from Twitter.

4.2. Annotation taxonomy and class distribution

The taxonomy for annotating the entities changed
from a four-class taxonomy, based on the taxonomy
used in CoNLL 2003 [73], in 2013 to an extended ver-
sion seven-type taxonomy, namely the NEEL Taxon-
omy (Appendix A), which is derived from the NERD
Ontology [68]. This new taxonomy was introduced to
provide a more fine-grained classification of the enti-
ties, covering also names of characters, products and
events. Furthermore, it is deemed to better answer the
need to cope with the semantic diversity of named
entities in textual documents as shown in [67]. Ta-
ble 3 shows the mapping between the two classifica-
tion schemes. Summary statistics of the entity types
are provided in Tables 4, 5, and 6 for the 2013, 2015,
and 2016 corpora respectively.'> The most frequent en-
tity type across all datasets is Person. This is followed

15The statistics cover the observable data in the corpora. Thus, the
distributions of implicit classes in the 2014 corpus are not reported.
The choice of removing the class information from the release was
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CE 2013 | NEEL Taxonomy

MISC Thing
PER Person
LOC Location
ORG Organization

- Character

- Product

- Event

Table 3

Mapping between the taxonomy used in the first challenge of the
NEEL challenge series (left column), and the taxonomy used since
the 2014 on (right column).

by Organisation and Location in the 2013 and 2015
datasets. In the 2016 dataset the second and third most
frequent types are Product and Organisation. The dis-
tributional differences between the entity types in the
three sets are quite apparent, making the NEEL task
challenging, particularly when addressed with super-
vised learning approaches.

Type Training Test
Person 1,722 (53.89%) | 1,128 (72.44%)
Location 621 (19.44%) 100 (6.42%)
Organisation 618 (19.34%) 236(15.16%)
Misceleneous 233 (7.29%) 95(6.10%)

Table 4
Entity type statistics for the two data sets from 2013.

Type Training Dev Test
Character 43 (1.07%) 5 (0.63%) 15 (0.39%)
Event 182 (4.53%) 81 (10.25%) 219 (5.67%)
Location 786 (19.57%) 132 (16.71%) 957 (24.79%)
Organization 968 (24.10%) 125(15.82%) 541 (14.02%)
Person 1102 (27.44%) | 342 (43.29%) | 1402 (36.32%)
Product 541 (13.47%) 80 (10.13%) 575 (14.9%)
Thing 394 (9.81%) 25 (3.16%) 151 (3.92%)
Table 5

Entity type statistics for the three data sets from 2015.

4.3. Annotation procedure

In the 2013 challenge, 4 annotators created the gold
standard; in the 2014 challenge a total of 14 annotators
were used who had different backgrounds, including

made on purpose because of the final objective of the task of having
end-to-end solutions.

Type Training Dev Test
Character 63 (0.73%) 19 (5.62%) 57 (5.58%)
Event 482 (5.56%) 7 (2.07%) 24 (2.35%)
Location 1,868 (21.56%) 17 (5.03%) 43 (4.21%)
Organization 1,641 (18.94%) 33 (9.76%) 158 (15.46%)
Person 2,846 (32.84%) | 120 (35.50%) | 337 (32.97%)
Product 1,199 (13.84%) | 128 (37.87%) | 355 (34.74%)
Thing 570 (6.58%) 14 (4.14%) 49 (4.79%)
Table 6

Entity type statistics for the three data sets from 2016. The statistics
of the Test set refer to the manually annotated set of tweets selected
to generate the gold standard.

computer scientists, social scientists, social web ex-
perts, semantic web experts and natural language pro-
cessing experts; in the 2015 challenge, 3 annotators
generated the annotations; in the 2016 challenge, 2 ex-
perts took on the manual annotation campaign.

The annotation process for the 2013 dataset started
with the unannotated corpus and consists of the fol-
lowing steps:

Phase 1. Manual annotation: the corpus was split into
four quarters, each was annotated by a different
human annotator.

Phase 2. Consistency: for consistency checking, each
annotator further checked the annotations that the
other three performed to verify correctness.

Phase 3. Consensus: for the annotations without con-
sensus, discussions among the four annotators
was used to come to a final conclusion. This pro-
cess resulted in resolving annotation inconsisten-
cies.

Phase 4. Adjudication: a very small number of errors
was also reported by the participants, which was
taken into account in the final version of the
dataset.

With the inclusion of entity links, the annotation
process for the 2014, 2015 datasets was amended to
consist of the following phases:

Phase 1. Unsupervised automated annotation: the cor-
pus was initially annotated using the NERD
framework [69], which extracted potential entity
mentions, candidate links to DBpedia, and entity
types. The NERD framework was used as an off-
the-shelf annotation tool, i.e. it was used without
training it properly.

Phase 2. Manual annotation: the labeled data set was
divided into batches, with different annotators -
three annotators in the 2014 challenge, and two
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annotators in the 2015 challenge - to each batch.
In this phase manual annotations were performed
using an annotation tool (e.g. CrowdFlower for
the 2014 challenge dataset,' and GATE [25]
for the 2015 challenge dataset!”). The annota-
tors were asked to analyse the annotations gen-
erated in Phase 1 by adding or removing entity
annotations as required. The annotators were also
asked to mark any ambiguous cases encountered.
Along with the batches, the annotators also re-
ceived the NEEL Challenge Annotation Guide-
lines (Appendix B).

Phase 3. Consistency: the annotators - three experts in
the 2014 challenge, and a forth annotator in the
2015 challenge - double-checked the annotations
and generated the gold standard (for the training,
development and test sets). Three main tasks were
carried out here: i) consistency checking of entity
types; ii) consistency checking of URIs; iii) res-
olution of ambiguous cases raised by the annota-
tors. The annotators looped through Phase 2 and
3 of the process until the problematic cases were
resolved.

Phase 4. NIL Clustering: particular to the 2015 chal-
lenge, a seed cluster generation algorithm through
merging of string- and type- identical named en-
tity mentions was used to generate an initial NIL
Clustering.

Phase 5. Consensus: also in the 2015 challenge, based
on the results of the seed algorithm, the third an-
notator manually verified all NIL clusters in order
to remove links asserted to the wrong cluster, and
merge clusters referring to the same entity. Spe-
cial attention was paid to name variations such as
acronyms, misspellings, and similar names.

Phase 6. Adjudication: where the challenge partici-
pants reported incorrect or missing annotations.
Each reported mention was evaluated by one of
the challenge chairs to check compliance with the
NEEL Challenge Annotation Guidelines, and ad-
ditions and corrections made as required.

In the 2016 challenge, the training set was built on
top of the 2014 and 2015 datasets in order to provide
continuity with previous years and to build upon exist-
ing findings. The 2016 challenge used the NEEL Chal-

lenge Annotation Guidelines provided in 2015. Due to
the intensity of the annotation task, 10% of the test
set was annotated manually.'® A random selection was
performed while preserving the original distributions
of types in the corpus by the law of large numbers [79].
The annotation process for the 2016 test set consisted
of the following steps:

Phase 1. Manual annotation: the data set was divided
into 2 batches, one for each annotator. In this
phase, annotations were performed using GATE.
The annotators were asked to analyse the annota-
tions generated in Phase 1 by adding or remov-
ing entity annotations as required. The annotators
were also asked to mark any ambiguous cases en-
countered. Along with the batches, the annotators
received the NEEL Challenge Annotation Guide-
lines.

Phase 2. Consistency: the annotators checked each
other annotations and generated the gold stan-
dard (for the training, development and test sets).
Three main tasks were carried out here: i) con-
sistency checking of entity types; ii) consistency
checking of URIs; iii) resolution of ambiguous
cases raised by the annotators. The annotators it-
erated between Phases 1 and 2 until the problem-
atic cases were resolved.

Phase 3. NIL Clustering: an unsupervised NIL Clus-
tering generation was performed, using a seed
cluster generation algorithm based on exact string
matching of mention strings and their types.

Phase 4. Consensus: one of the two expert annotators
went through all NIL clusters in order to, where
appropriate, include or exclude them from a given
cluster.

Phase 5. Adjudication: where the challenge partici-
pants reported incorrect or missing annotations.
Each reported mention was evaluated by one of
the challenge chairs to check compliance with the
Challenge Annotation Guidelines, and additions
and corrections were made as required.

The inter-annotator agreement (IAA) for the chal-
lenge datasets (2014, 2015 and 2016) is presented in
Table 7.'° We computed these values using the annota-
tion diff tool in GATE. As the annotators are not only

16For annotating the 2014 challenge dataset, we used Crowd-
flower with selected expert annotators rather than the crowd.

17For the 2015 challenge we chose GATE instead of Crowdflower,
because GATE allows for the annotation of entities according to an
ontology, and to compute inter-annotator agreement on the dataset.

8The participants were asked to annotate the entire corpus of
tweets.

19The inter-annotator agreement for the 2013 dataset could not be
computed, as the challenge settings and intermediate data were lost
due to a lack of organisation of the challenge.
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classifying predefined mentions but can also define dif-
ferent mentions, traditional IAA measures such as Co-
hen’s Kappa are less suited to this task. Therefore, we
measured the IAA in terms of precision (P), recall (R)
and F-measure (F) using exact matches, where the an-
notations must be correct for both the entity mentions
and the entity types over the full spans (entity men-
tion and label) [26]. Annotations which were partially
correct were considered as incorrect.

Dataset P R Fq
NEEL 2014 | 49.49% | 73.10% | 59.02%
NEEL 2015 | 97.00% 98.5% 98.00%

NEEL 2016 | 90.31% | 92.27% | 91.28%
Table 7

Inter-Annotator Agreement on the challenge datasets

The lessons learnt from building high quality gold
standards are that the annotation process must be
guided with annotation guidelines, at least two an-
notators must be involved in the annotation process
to ensure consistency, and the feedback from the
participants is valuable in improving the quality of
the datasets, providing complementary annotations to
the cases found by experts. The annotation guide-
lines, written by experts, must describe the annotation
task (for instance, entity types and NEEL taxonomy)
through examples, and must be regularly updated dur-
ing the manual annotation stage, describing special
cases, issues encountered. In order to speed up the an-
notation process, it is a good practice to employ an an-
notation tool. We used GATE because the annotation
process was guided by a taxonomy-centric view. The
annotation task took less time if the annotators shared
the same background (e.g. all annotators were seman-
tic web and natural language processing experts with
experience in information extraction).

5. Corpus Analysis

While the main goals of the 2013-2016 challenges
were the same, and the 2014-2016 corpora are largely
built on top of each other, there are some differences
among the datasets. In this section, we will analyse the
different datasets according to the characteristics of the
entities and events annotated in them. We hereby reuse
measures and scripts from [31] and add a readability
measure analysis of the corpora. Note that for the En-
tity Linking analyses, we can only compare the 2014-
2016 NEEL corpora since the 2013 corpus (CE2013)
does not contain entity links.

5.1. Entity Overlap

Table 8 presents the entity overlap between the dif-
ferent datasets. Each row in the table represents the
percentage of unique entities present in that dataset
that are also represented in the other datasets.

5.2. Confusability

We define the true confusability of a surface form s
as the number of meanings that this surface form can
have.? Because new organisations, people and places
are named every day, there is no exhaustive collection
of all named entities in the world. Therefore, the true
confusability of a surface form is unknown, but we can
estimate the confusability of a surface form through
the function A(s) : S = N that maps a surface form to
an estimate of the size of its candidate mapping, such
that A(s) = |C(s)].

The confusability of a location name offers only a
rough a priori estimate of the difficulty in linking that
surface form. Observing the annotated occurrences of
this surface form in a text collection allows us to make
more informed estimates. We show the average num-
ber of meanings denoted by a surface form, indicat-
ing the confusability, as well as complementary statis-
tical measures on the datasets in Table 9. In this table,
we observe that most datasets have a low number of
average meanings per surface form, but there is a fair
amount of variation, i.e. number of surface forms that
can refer to a meaning.

5.3. Dominance

We define the true dominance of an entity resource
r;?! for a given surface form s; to be a measure of
how commonly 7; is meant with regard to other pos-
sible meanings when s; is used in a sentence. Let the
dominance estimate D(r;, s;) be the relative frequency
with which the resource r; appears in Wikipedia links
where s; appears as the anchor text. Formally:

\WikiLinks(s;, ;)]
V,er|WikiLinks(s;,r)|

.D(’I“i7 Sz) =

20 A5 surface form we refer to the lexical value of the mention.

21 An entity resource is an entry in a knowledge base that describes
that entity, for example http://dbpedia.org/resource/
Hillary_Clintonisthe DBpediaentry that describes the Amer-
ican politician Hillary Rodham Clinton.
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NEEL 2014 NEEL 2015 NEEL 2016
NEEL 2014 (2,380) | - 1,630 (68.49%) | 1,633 (68.61%)
NEEL 2015 (2,800) | 1,630 (58.21%) | - 2,800 (100%)
NEEL 2016 (2,992) | 1,633 (54.58%) | 2,800 (93.58%) | -

Table 8
Entity overlap in the analysed datasets. Behind the dataset name in
each row the number of unique entities present in that dataset is
given. For each dataset pair the overlap is given as the number of

entities and percentage (in parentheses).

Corpus Average | Min. | Max. | o

NEEL 2014 | 1.02 1 3 0.16
NEEL 2015 | 1.05 1 4 0.25
NEEL 2016 | 1.04 1 3 0.22

Table 9

Confusability stats for analysed datasets. Average stands for average
number of meanings per surface form, Min. and Max. stand for the
minimum and maximum number of meanings per surface form found
in the corpus respectively, and o denotes the standard deviation.

The dominance statistics for the analysed datasets
are presented in Table 10. The dominance scores for
all corpora are quite high and the standard deviation is
low, meaning that in the vast majority of cases, a sin-
gle resource is associated with a certain surface form
in the annotations, creating a low of variance for an
automatic disambiguation system.

Corpus Dominance | Max | Min | o

NEEL 2014 | 0.99 47 1 0.06
NEEL 2015 | 0.98 88 1 0.09
NEEL 2016 | 0.98 88 1 0.08

Table 10
Dominance stats for analysed datasets.

5.4. Summary

In this section, we have analysed the corpora in
terms of their variance in named entities and readabil-
ity.

As the datasets are built on top of each other, they
show a fair amount of overlap in entities between each
other. This need not to be a problem, if there is enough
variation among the entities, but the confusability and
dominance statistics show that there are very few en-
tities in our datasets with many different referents
(“John Smiths”) and if such an entity is present, often
only one of its referents is meant. To remedy this, fu-
ture entity linking corpora should take care to balance
the entity distribution and include more variety.

We experimented with various readability measures
to assess the reading difficulty of the various tweet cor-
pora. These measures would indicate that tweets are
generally not very difficult in terms of word and sen-
tence length, but the abbreviations and slang present in
tweets proves them to be more difficult to interpret for
readers outside the target community. To the best of
our knowledge, there is no readability metric that takes
this into account. Therefore we chose not to include
those experimental results in this article.

6. Emerging Trends and Systems Overview

In the remainder of this analysis, we focus on two
main tasks, namely Mention Detection and Candidate
Selection. Thirty different approaches were applied in
four editions of the challenge since 2013. Table 11 lists
all ranked teams.

6.1. Emerging Trends

Whilst there are substantial differences between the
proposed approaches, a number of trends can be ob-
served in the top-performing named entity recognition
and linking approaches to tweets. Firstly, we observe
the large adoption of data-driven approaches: while in
the first and second year of the challenge there was
an extensive use of off-the-shelf approaches, the top
ranking systems from 2013 - 2016 show a high de-
pendence on the training data. This is not surprising,
since these approaches are supervised, but this clearly
suggests that, to reach top performance, labeled data
is necessary. Additionally, the extensive use of knowl-
edge bases as dictionaries of typed entities and en-
tity relation holder have dramatically affected the per-
formance over the years. This strategy overcomes the
lexical limitations of a tweet and performs well on
the identification of entities available in the knowledge
base used as referent. A common phase in all sub-
mitted approaches is normalisation, meaning smooth-
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APPROACH AUTHORS NoO.OF RUNS
2013 Entries
1 Habib, M. et al. [43] 1
2 Dlugolinsky, S . et al. [29] 3
3 van Erp, M. et al. [30] 3
4 Cortis, K. [22] 1
5 Godin, F. et al. [39] 1
6 van Den Bosch, M. et al. [10] 3
7 Munoz-Garcia, O. et al. [60] 1
8 Genc, Y. et al. [36] 1
9 Hossein, A. [47] 1
10 Mendes, P. et al. [57] 3
11 Das, A. et al. [28] 3
12 Sachidanandan, S. et al. [72] 1
13 de Oliveira, D. et al. [61] 1
2014 Entries
14 Chang, M. et al. [19] 1
15 Habib, M. et al. [44] 2
16 Scaiella, U. et al. [74] 2
17 Amir, M. et al. [81] 3
18 Bansal, R. et al. [5] 1
19 Dahlmeier, D. et al. [27] 1
2015 Entries
20 Yamada, I. et al. [80] 10
21 Garbacea, C. et al. [35] 10
22 Basile, P. et al. [7] 2
23 Guo, Z. et al. [42] 1
24 Barathi Ganesh, H. B. et al. [3] 1
25 Sinha, P. et al. [75] 3
2016 Entries
26 Waitelonis, J. et. al. [78] 1
27 Torres-Tramon, P. et al. [76] 1
28 Greenfield, K. et al. [40] 2
29 Ghosh, S. et al. [37] 3
30 Caliano, D. et al. [14] 2
Table 11

Per year submissions and number of runs for each team.

ing the lexical variations of the tweets and translating
them to language structures that can be better parsed
by state-of-the-art approaches that expect more formal
and well-formed text. Whilst the linguistic workflow
favours the use of sequential solutions, Entity Recog-
nition and Linking for tweets is proposed as joint step
using large knowledge bases as referent entity direc-
tories. While knowledge bases support the linking of

entities with mentions in text, they cannot support the
identification of novel and emerging entities. Ad-hoc
solutions for tweets for the generation of NILs have
been proposed, ranging from edit distance-based solu-
tions to the use of Brown clustering.

Between the first NEEL challenge on Concept Ex-
traction (CE) and the 2016 edition we observe the fol-
lowing:

— tweet normalisation as first step of any approach.
This is generally defined as preprocessing and it
increases the expressiveness of the tweets, e.g. via
the expansion of Twitter accounts and hashtags
with the actual names of entities they represent,
or with conversion of non-ASCII characters, and,
generally, noise filtering;

— the contribution of knowledge bases in the men-
tion detection and typing task. This leads to
higher coverage, which, along with the linguistic
analysis and type prediction, better fits this par-
ticular domain;

— the use of high performing end-to-end approaches
for the candidate selection. Such a methodology
was further developed with the addition of fuzzy
distance functions operating over n-grams and
acronyms;

— the inclusion of a pruning stage to filter out can-
didate entities. This was presented in various ap-
proaches ranging from Learning-to-Rank to re-
casting the problem as a classification task. We
observed that the approach based on a classi-
fier reached better performance (in particular, the
classifier that performed best for this task was im-
plemented using a SVM based on a radial basis
function kernel), however it required an exten-
sive feature engineering of the feature set used as
training;

— utilising hierarchical clustering of mentions to ag-
gregate exact mentions of the same entity in the
text and thus complementing the knowledge base
entity directory in case of absence of an entity;

— a considerable decrease in off-the-shelf systems.
These were popular in the first editions of NEEL,
but in later editions their performance grew in-
creasingly limited as the task became more con-
strained.

Table 12 provides an overview of the methods and
features used in these four years, grouped according to
the step involved in the workflow. In addition to the list
of the steps listed in Figure 1.
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Step Method Features Knowledge Base  Off-the-Shelf
Systems
stop words, spelling
dictionary, acronyms,
hashtags, Twitter
Preprocessing Cleaning, Expansion, Extraction accounts, tweet - -
timestamps, punctuation,
capitalisation, token
positions
. . . POS tags, tokens and
Approximate String Matching, . ags, fokens an
. . adjacent tokens,
Exact String Matching, Fuzzy
. . contextual features, tweet
String Matching, Acronym Search, . .
N . . timestamps, string
. Perfect String Matching, o e
Mention . . similarity, n-grams, proper ~ Wikipedia, .o
. Levenshtein Matching, Context . L . Semanticizer?
Detection N . . nouns, mention similarity DBpedia
Similarity Matching, Conditional s
. score, Wikipedia titles,
Random Fields, Random Forest, e K
. . . Wikipedia redirects,
Jaccard String Matching, Prior L
.. . Wikipedia anchors, word
Probability Matching .
embeddings
tokens, linguistic features,
DBpedia Type, Logistic word embeddings, entity . AlchemyAPI?>
. . . . . DBpedia, . o4
Entity Typing Regression, Random Forest, mentions, NIL mentions, Freebase OpenCalais,
Conditional Random Fields DBpedia and Freebase Zemanta?
types
Distributional Semantic Model, ]S)}i)It){cidI};dt (56]
Candidate Random Forest, RankSVM, gloss, contextual features, Wikipedia, Al;chergn APL ’
Selection Random Walk with Restart, graph distance DBpedia Zemant: ’
Learning to Rank Babelfy [59]
Conditional Random Fields, POS tags, contextual
. words, n-grams length,
Random Forest, Brown Clustering, redicted entity types
NIL Clustering Lack of candidate, Score p Y types,

Threshold, Surface Form
Aggregation, Type Aggregation

capitalization ratio, entity
mention label, entity
mention type

Table 12

Map of the approaches per sub-task applied in the NEEL series of
challenges from 2013 until 2016.

6.2. Systems overview

Table 13 presents a description of the approaches
used for Mention Detection combined with Typing.
Participants approached the task using lexical similar-
ity matchers, machine learning algorithms, and hybrid
methods that combine the two. For 2013, the strategies
yielding the best results where hybrid, where mod-
els relied on the application of off-the-shelf systems
(e.g., AIDA [46], ANNIE [24], OpenNLP,* Illinois
NET [64], Illinois Wikifier [65], LingPipe,?’ Open-

2nttps://opennlp.apache.org
Ynttp://alias—1i.com/lingpipe

Calais, Stanford NER [33], WikiMiner,?® NERD [67],
TwitterNLP [66], AlchemyAPI, DBpedia Spotlight,
Zemanta) for both the identification of the boundaries
of the entity (mention detection) and the assignment
of a semantic type (entity typing). The top perform-
ing system proved to be System 1, which proposed
an ensemble learning approach composed of a Condi-
tional Random Fields (CRF) and a Support Vector Ma-
chine (SVM) with a radial basis function kernel specif-
ically trained with the challenge dataset. The ensem-
ble is performed via a union of the extraction results,

28http ://wikipedia-miner.cms.waikato.ac.nz
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EXTERNAL SYSTEM MAIN FEATURES MENTION DETECTION LANGUAGE RESOURCE
TEAM STRATEGY
2013 Entries
YAGO, Microsoft n-grams,
1 AIDA IsCap, AllCap, TwPOS2011 CRF and SVM (RBF) WordNet
ANNIE, OpenNLP, Illinois NET,
2 Illinois Wikifier, LingPipe, OpenCalais, }:ﬁ;p iﬁllll)cla,gi(;?ﬁirclﬁse’ C4.5 decision tree Google Gazetteer
StanfordNER, WikiMiner ’ ’ s
IsCap, AllCap, Prefix, suffix,
3 StanfordNER, NERD, TwitterNLP TwPOS2011, First word, last SVM SMO -
word
4 ANNIE IsCap, ANNIE Pos ANNIE DBpedia and ANNIE
Gazetteer
5 Alchemy, DBpedla Spotlight, R Random Forest }
OpenCalais, Zemanta
6 - PosTreebank, lowercasing IGTree memory-based taggers Geonames.org Gazetteer, JRC
names corpus
. n-gram, PosFreeling 2012, . S . .
7 Freeling isNP, Token Length Lexical Similarity Wiki and DBpedia Gazetteers
8 NLTK [53] n-grams, NLTKPos Lexical Similarity Wikipedia
9 Babelfy API [59] - Lexical Similarity DBpedia and BabelNet
10 DBpedia Spotlight n-grams, IsCap, AllCap, CRF DBpedia, BALIE Gazetteers
lower case
Country names, City names
11 - IS:I;T;’WI:CW » TwPos2011, CRF Gazetteers, Samsad and
NICTA dictionaries, sOOV
12 - IsCap, prefix, suffix CRF Wiki and Freebase Gazetteers
13 - n-gram PageRank, CRF YAGO, Wikipedia, WordNet
2014 Entries
14 R n-grams, stop words removal, Lexical Similarity Wlklpedla and Freebase
punctuation as tokens lexicons
15 TWiNER [51] Regular Expression, Entity TwiNER and CRF DBpedia Gazetteer, Wikipedia
phrases, N-gram
Wikipedia anchor texts, Collective agreement and o
16 TAGME [32] N-grams Wikipedia statistics Wikipedia
17 StanfordNER - - NER Dictionary
18 TwitterNLP proper nouns sequence, - Wikipedia
n-grams
Unigram, POS, lower, title
. . . and upper case, stripped DBpedia Gazetteer, Brown
19 DBpedia Spotlight, TwitterNLP words, isNumber, word CRF Clustering [52]
cluster, DBpedia
2015 Entries
Lexical Similarity joint with s
20 B f-grams CRF, Random Forest Wikipedia
21 Semanticizer - CRF DBpedia
22 POS Tagger n-grams Maximun Entropy DBpedia
23 TwitlE [9] - - DBpedia
24 TwitlE tokens - DBpedia
25 - tokens CRF joint with POS Tagger -
2016 Entries
26 - unigrams Lexical Similarity DBpedia
27 GATE NLP tokens CRF -
28 - n-grams Lexical Similarity DBpedia
29 Stanford NER and ARK Twitter POS tokens and POS CRF B
tagger [38]
30 B tokens Lexical Similarity and Lexical .

Similarity

Submissions and number of runs for each team for the Mention Detection phase.

Table 13
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while the typing is assigned via the class computed by
the CRFE.

The 2014 systems approached the Mention Detec-
tion task adding lexicons and features computed from
DBpedia resources. System 14, the best performing
system, used a matcher from n-grams computed from
the text and the lexicon entries taken from DBpedia.
From the 2014 challenge on, we observe more ap-
proaches favouring recall in the Mention Detection,
while focusing less on using linguistic features for
mention detection. System 15, proposed by the same
authors of the best performing system in 2014, ad-
dressed the Mention Detection task with a large set
of linguistic and lexicon-related features (such as the
probability of the candidate obtained from the Mi-
crosoft Web N-Gram services, or its appearance in
WordNet) and using a SVM classifier with a radial ba-
sis function kernel specifically trained with the chal-
lenge data. Such an approach resulted in high preci-
sion, but it slightly penalised recall.

The 2015 best performing approach for Mention
Detection, System 20, was largely inspired by the 2014
winning approach: the use of n-grams used to look
up resources in DBpedia and a set of lexical features
such as POS tags and position in tweets. The type
was assigned by a Random Forest classifier specifi-
cally trained with the challenge dataset and using DB-
pedia related features (such as PageRank [11]), word
embeddings (contextual features), temporal popular-
ity knowledge of an entity extracted from Wikipedia
page view data, string similarity measures to measure
the similarity between the title of the entity and the
mention (such as edit distance), and linguistic features
(such as POS tags, position in tweets, capitalization).

The 2016 best performing system, System 26, im-
plements a lexicon matcher to match the entity in the
knowledge base to the unigrams computed from the
text. The approach proposed a preliminary stage of
tweet normalisation resolving acronyms, hashtags to
mentions written in natural language.

From 2014 on, the challenge task required partici-
pants to produce systems that were also able to link
the detected mentions to their corresponding DBpedia
link (if existing). Table 14 describes the approaches
taken by the 2014, 2015, 2016 participants for the Can-
didate Detection and Selection, and NIL Clustering
stages. In 2014, most of the systems proposed a Candi-
date Selection step as subsequent of the Mention De-
tection stage, implementing the conventional linguistic
pipeline detecting first the mention, and then looking
for referents of the mention in the external knowledge

base. This resulted in a set of candidate links, which
have been ranked according to the similarity of the
link with respect to the mention, and the surrounded
text. However, the best performing system (System
14), approached the Candidate Selection as a joint
stage with the Mention Detection and link assignment,
proposing a so-called end-to-end system. As opposed
to most of the participants which used off-the-shelf
tools, System 14 proposed a SMART gradient boosting
algorithm [34], specifically trained with the challenge
dataset where the features are textual features (such as
textual similarity, contextual similarity), graph-based
features (such as semantic cohesiveness between the
entity-entity and entity-mention pairs), and statistical
features (such as mention popularity using the Web as
archive). The majority of the systems, including Sys-
tem 14, applied name normalisation for feature extrac-
tion, which was useful for identifying entities orig-
inally appearing as hashtags, or username mentions.
Among the most commonly used external knowledge
sources are: NER dictionaries (e.g., Google Cross-
Wiki), Knowledge Base Gazetteers (e.g., Yago, DB-
pedia), weighted lexicons (e.g., Freebase, Wikipedia),
other sources (e.g., Microsoft Web N-gram).?’ A wide
range of features were investigated for Candidate Se-
lection strategies: n-grams, by capturing jointly the
local (within a tweet) and global (within the knowl-
edge base) contextual information of an entity via
graph-based features (e.g., entity semantic cohesive-
ness). Other novel features included the use of Twitter
account metadata and popularity-based statistical fea-
tures for mentions and entity characterisation respec-
tively.

In the 2015 challenge, System 20 (ranked first) pro-
posed an enhanced version of the 2014 challenge win-
ner, combined with a pruning stage meant to increase
the precision of the Candidate Selection while con-
sidering the role of the entity type being assigned
by a Conditional Random Field (CRF) classifier. In
particular, System 20 is a five-sequential stage ap-
proach: preprocessing, generation of potential entity
mentions, candidate selection, NIL detection, and en-
tity mention typing. In the preprocessing stage, a to-
kenisation and Part-of-Speech (POS) tagging approach
based on [38] was used, along with the extraction of
tweet timestamps. They address the generation of po-
tential entity mentions by computing n-grams (with

Pnttp://research.microsoft.com/apps/pubs/
default.aspx?id=130762
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n = 1..10 words) and matching them to Wikipedia
titles, Wikipedia titles of the redirect pages, and an-
chor text using exact, fuzzy, and approximate match
functions. An in-house dictionary of acronyms is built
by splitting the mention surface into different n-grams
(where one n-gram corresponds to one character). At
this stage all entity mentions are linked to their candi-
dates, i.e., the Wikipedia counterparts. The candidate
selection is approached as a learning-to-rank problem:
each mention is assigned a confidence score computed
as the output of a supervised learning approach using a
random forest as the classifier. An empirically defined
threshold is used to select the relevant mentions; in
case of mention overlap the span with the highest score
is selected. System 20 implemented a Random Forest
classifier working with a feature set composed of the
predicted entity types, contextual features such as sur-
rounding words, POS, length of the n-gram and capi-
talization features to predict the NIL reference linked
to the mention, thus turning the NIL Clustering to a
supervised learning task that uses as training data the
training challenge dataset. The mention entity typing
stage is treated as a supervised learning task where two
independent classifiers are built: a Logistic Regression
classifier for typing entity mentions and a Random
Forest for typing NIL entries. The other approaches
can be classified as sequential, where the complexity
is moved to only performing the right matching of the
n-gram from the text and the (candidate) entity in the
knowledge base. Most of these approaches exploit the
popularity of the entities and apply distance similarity
functions to better rank entities. From the analysis, the
move to fully supervised in-house developed pipelines
emerges while the use of external systems is signifi-
cantly reduced. The 2015 challenge introduced the task
of linking mentions to novel entities, i.e. not present in
the knowledge base. All approaches in this challenge
exploit lexical similarity distance functions and class
information of the mentions.

In 2016, the top performing system, System 26, pro-
posed a lexicon-based joint Mention Extraction and
Candidate Selection approach, where unigrams from
tweets are mapped to DBpedia entities. A preprocess-
ing stage cleans and classifies the part-of-speech tags,
and normalises the initial tweets converting alphabetic,
numeric, and symbolic Unicode characters to ASCII
equivalents. For each entity candidate, it considers lo-
cal and context-related features. Local features include
the edit distance between the candidate labels and the
n-gram, the candidates link graph popularity, its DB-
pedia type, the provenance of the label and the sur-

face form that matches best. The context-related fea-
tures assess the relation of a candidate entity to the
other candidates within the given context. They in-
clude graph distance measurements, connected com-
ponent analysis, or centrality and density observations
using as pivot the DBpedia graph. The candidate selec-
tion is sorted according to the confidence score, which
is used as a means to understand whether the entity
actually describes the mention. In case the confidence
score is lower than an empirically-determined thresh-
old, the mention is annotated with a NIL.

The other approaches implement linguistic pipelines
where the Candidate Selection is performed by look-
ing up entities according to the exact lexical value of
the mentions with DBpedia titles, redirect pages, and
disambiguation pages. While we observed a reduc-
tion in complexity for the NIL clustering, resulting in
only considering the lexical distance of the mentions as
for System 27 with the Monge-Elkan similarity mea-
sure [21], or System 28, that experimented the nor-
malised Damerau-Levenshtein, performing better than
Brown clustering [12].

7. Evaluation Strategies

In this section, the evaluation metrics used in the dif-
ferent challenges are described.

7.1. 2013 Evaluation Measures

In 2013, the submitted systems were evaluated
based on performance in extracting a mention and as-
signing its correct class as assigned in the Gold Stan-
dard (GS). Thus a system was requested to provide a
set of tuples of the form: (m,t), where m is the men-
tion and ¢ is the type, which are then compared against
the tuples of the gold standard (GS). A type is any
valid materialisation of the class defined in Table 3 and
defined as Person-type, Organisation-type, Location-
type, Misc-type. The precision (P), recall (R) and F-
measure (F}) metrics were computed for each entity
type. The final result for each system was reported as
the average performance across the four entity types
considered in the task. The evaluation was based on
macro-averages across annotation types and tweets.

We performed a strict match between the tuples sub-
mitted and those in the GS. A strict match refers to an
exact match, with conversion to lowercase, between a
system value and the GS value for a given entity type
t.Let (m,t) € S; denote the set of tuples extracted for
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EXTERNAL SYSTEM

MAIN FEATURES

CANDIDATE SELECTION

LINGUISTIC KNOWLEDGE

TEAM STRATEGY
2014 Approaches
n-grams, lower case, entity
graph features (entity
14 B semantl; cohes1vene§s): DCD—SSVM[I.S] and SMART Wikipedia, Frecbase
popularity-based statistical gradient boosting
features (clicks and visiting
information from the Web)
. Wikipedia, DBpedia,
15 Google Search n—gr'fims,' DBpedla ar}d L SVM ‘WordNet, Web N-Gram,
Wikipedia links, capitalisation
YAGO
16 TAGME fink probability, mention-link 4 5 oy taxonomy-filter) Wikipedia, DBpedia
commonness distance
prefix, POS, suffix, Twitter Entity Aggregate Prior,
17 - account metadata, normalised Prefix-tree Data Structure Wikipedia, DBpedia, YAGO
mentions, trigrams Classifier, Lexical Similarity
wikipedia context-based s
18 - measure, anchor text measure, LambdaMART WlklpedlAaAGa.Z etteer, Google
. . . Cross Wiki Dictionary
Twitter entity popularity
Wikipedia Search API, DBpedia . Lexical Similarity and L .
19 Spotlight, Google Search mentions Rule-based Wikipedia, DBpedia
2015 Approaches
word embeddings, entity
20 B pppularlly, commonness Random Forest, Logistic DBpedia
distance, string similarity Regression
distance
21 Semanticizer - Learning to Rank DBpedia
22 - mentions Lesk [6] DBpedia
23 - mentions, PageRank Random Walks DBpedia
24 - mentions Lexical Similarity DBpedia
25 DBpedia Spotlight mentions Lexical Similarity -
2016 Approaches
graph distances, connected
R component analysis, or . .
26 centrality and density Learning to Rank DBpedia
observations
27 - mentions, graph distances Lexical Similarity DBpedia
commonness, inverse
document frequency anchor,
8 ~ term enqty frequency, TCN, SVM DBpedia
term entity frequency, term
frequency paragraph, and
redirect
29 Bebelfy mentions - -
30 ~ mentions Lexical Similarity, context Wikipedia

similarity

Table 14

Submissions and number of runs for each team for the Candidate Selection phase.

an entity type t by system .S; (m,t) € GS denotes the
set of tuples for entity type ¢ in the gold standard. Then
the set of true positives (7' P), false positives (F'P) and

false negatives (F'IN) for a system is defined as:

TP = {(m,t)s S S|E|(m, t)gs € GS} (D)

FP, = {(m,t)s € S|~ € (m,t)gs € GS} (2)

FN; = {(m,t)gs € GS|- € (m,t)s € S} (3)

Since we require strict matches, a system must both
detect the correct mention (m) and extract the correct
entity type (¢) from a tweet. Then for a given entity
type we define:
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|T P
p= -t 4
T TP UFP, @)
_ TRy
Ry = TP, UFN, )

Then it is computed the precision and recall on a
per-entity-type basis as:

_ Pper+ Porc + Proc + Pursc

P 6
1 (6)
R R R R
R— PER T+ ORG‘Z roc + Ruisc )
PxR
Fi =2 8
L= " PYR ®)

Submissions were evaluated offline as participants
were asked to annotate in a short time window a test
set of the G.S and to send the results in a TSV3? file.

7.2. 2014 Evaluation Measures

In 2014, a system S was evaluated in terms of
its performance in extracting both mentions and links
from a set of tweets. For each tweet of this set, a
system S provided a tuple of the form: (m,[) where
m is the mention and [ is the link. A link is any
valid DBpedia URI®' that points to an existing re-
source (e.g. http://dbpedia.org/resource/
Barack_Obama). The evaluation consisted of com-
paring the submission entry pairs against those in G'S.
The measures used to evaluate each pair are precision
(P), recall (R), and f-measure (F}). The evaluation
was based on micro-averages.3?

The evaluation procedure involved an a priori nor-
malisation stage for each submission. Since some DB-

30TSV stands for tab separated value.

31We considered all DBpedia v3.9 resources valid.

3Since the 2014 NEEL Challenge, we opted to weigh all in-
stances of T'P, F'P, I'N for each tweet in the scoring, instead of
weighing arithmetically by entity classes. This gives a better and de-
tailed effectiveness of the system performances across different tar-
gets (typed mention, links) and tweets.

pedia links lead to redirect pages that point to final
resources, we implemented a resolve mechanism for
links that was uniformly applied to all participants.
The correctness of tuples provided by a system S as the
exact-match of the mention and the link was assessed.
Here the tuple order was also taken into account. We
define (m,l)s € S as the set of pairs extracted by the
system S, (m,l)gs € GS denotes the set of pairs in
the gold standard. We define the set of true positives
(T P), false positives (F'P), and false negatives (F'N)
for a given system as:

TP = {(m,l)s € S‘H(m,l)gs S GS} O]

FP = {(m,l)s S S|—\ S (m,l)gs S GS} (10)

FN, = {(mvl)GS € GS|_' € (mvl)S € S} (11)

T P, defines the set of relevant pairs in S, in other
words, the set of pairs in S that match the ones in GS.
F' P, is the set of irrelevant pairs in .S, in other words
the pairs in S that do not match the pairs in GS. F'N,
is the set of false negatives denoting the pairs that are
not recognised by .S, yet appear in GS. As our evalua-
tion is based on a micro-average analysis, we sum the
individual true positives, false positives, and false neg-
atives. As we require an exact-match for pairs (m, ()
we are looking for strict entity recognition and linking
matches; each system has to link each recognised en-
tity to the correct resource [. Precision, Recall, F; are
defined in Equation 12, Equation 13, and Equation 8
respectively.

p__2lTh (12)
S, TP, UFP,

R— TRl (13)
S, TP,UFN,

Submissions were evaluated offline, where partici-
pants were asked to annotate in a short time window
the TS and to send the results in a TSV file.
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7.3. 2015 and 2016 Evaluation Measures

In the 2015 and 2016 editions of the NEEL chal-
lenge, systems were evaluated according to the num-
ber of mentions correctly detected, their type correctly
asserted (i.e. output of Mention Detection and Entity
Typing), the links correctly assigned between a men-
tion in a tweet and a knowledge base entry, and a NIL
assigned when no knowledge base entry disambiguates
the mention.

The required outputs were measured using a set of
three evaluation metrics: strong_typed_mention_match,
strong_link_match, and mention_ceaf. These metrics
were combined into a final score (Equation 14).

score = 0.4 x mention_cea f (14)
+ 0.3 % strong_typed_mention_match
+ 0.3 x strong_link_match,

where the weights are empirically assigned to favour
more the role of the mention_ceaf, i.e. the ability of a
system S to link the mention either to an existing entry
in DBpedia or to a NIL entry generated by .S and iden-
tified uniquely and consistently across different NILs.

The strong_typed_mention_match measures the per-
formance of the system regarding the correct identi-
fication of mentions and their correct type assertion.
The detection of mentions is still based on strict match-
ing as in previous versions of the challenge. There-
fore true positive (Equation 9), false positive (Equa-
tion 2), and false negative (Equation 3) counts are
still calculated in the same manner. However, the mea-
surement of precision and recall changed slightly. In
2013, we used macro-averaged precision and recall. In
this case, first the precision, recall and F-measure are
computed over the classes which are then averaged.
Here, a more popular class can dominate the metrics.
In 2015 we used micro-averaged metrics. In a micro-
averaged precision and recall setup, each mention has
an equal impact on the final result regardless of its
class size. Therefore, precision (P) is calculated ac-
cording to the Equation 15 and recall (R) according to
Equation 16. Finally, strong_typed_mention_match is
the micro-averaged (F}) as given by Equation 8.

p_ > [ TH

SR L a1 N 15
S, TP UFP, (15)

po _2Th (16)
>+ TP, UFN;

The strong_link_match metric measures the correct
link between a correctly recognised mention and a
knowledge base entry. For a link to be considered cor-
rect, a system must detect a mention (m) and its type
correctly (¢) as well as the correct Knowledge Base
entry (I). Note also that this metric does not evaluate
links to NIL. The detection of mentions is still based
on strict matching as in previous versions of the chal-
lenge. Therefore true positive (Equation 9), false pos-
itive (Equation 10), and false negative (Equation 11)
counts are still calculated in the same manner. This
metric is also based on micro-averaged precision and
recall as defined in Equation 12 and Equation 13 and
the F} as in Equation 8.

The last metric in our evaluation score is the Con-
strained Entity-Alignment F-measure (CEAF) [54].
This is a metric that measures coreference chains and
is used to jointly evaluate Candidate Selection and
NIL Clustering steps. Let E = {my,... m,} de-
note the set of all mentions linked to e, where e is ei-
ther a knowledge base entry or a NIL identifier. men-
tion_ceaf finds the optimal alignment between the sets
provided by the system and the gold standard and then
performs the micro-averaged precision and recall over
each mention.

In 2015, submissions were evaluated through an on-
line process as participants were required to imple-
ment their systems as a publicly accessible web service
following a REST-based protocol, where they could
submit up to 10 contending entries to a registry of
the NEEL challenge services. Each endpoint had a
Web address (URI) and a name, which was referred
as runID. Upon receiving the registration of the REST
endpoint, calls to the contending entry were scheduled
for two different time windows, namely, D — Time -
to test the APIs, and T — T'ime - for the final evalu-
ation and metric computations. To ensure the correct-
ness of the results and avoid any loss we triggered N
(with N=100) calls to each entry. We then applied a
majority voting approach over the set of annotations
per tweet and statistically evaluated the latency by ap-
plying the law of large numbers [79]. The algorithm is
detailed in Algorithm 1. This offered the opportunity
to measure the computing time systems spent in pro-
viding the answer. The computing time was proposed
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to solve potential draws from Equation 14. Where E is
the set of entities, and T'weet is the set of tweets.

Algorithm 1 EVALUATE(E, Tweet, N = 100, M =
30)

1: for allsei € Edo

20 AS=0,L=9

3 forallt; € Tweet do

4 for all n,, € N do

S: (A, L) = annotate(t;, e;)

6: end for

7

8 /I Majority Voting Selection of a from A

9: forall a;, € Ado

10: hash(ar)

11: end for

12: Af = Majority Voting on the exact same hash(ag)
13:

14: // Random Selection of I from L

15: generate LT from the uniformly random selection of M I from L
16: (i, o) = computeMuAndSigma(L ™)

17: Lf =(p, o)

18: end for

19: end for

As setting up a REST API increased the system
implementation load on the participants, we reverted
back to an offline evaluation setup in 2016. As in pre-
vious challenges, participants were asked to annotate
the TS during a short time window and to send the re-
sults in a TSV file which was then evaluated by the
challenge chairs.

7.4. Summary

Three editions out of four followed an offline eval-
uation procedure. A discontinuity was introduced in
2015 with the introduction of the online evaluation
procedure. Two issues were noted by the participants
of the 2015 edition: i) increasing complexity of the
task, going beyond the pure NEEL objectives; ii) un-
fair comparison of the computing time with respect to
big players that can afford better computing resources
than small research teams. These motivations caused
the use of a conventional offline procedure for the 2016
edition. The emerging trend sees a consolidation of a
standard de-facto scorer that was proposed in TAC-
KBP and also now successfully adopted and widely
used in our community. This scorer supports the mea-
surement of the performance of the approaches in the
entire annotation pipeline, ranging from the Mention
Extraction, Candidate Selection, Typing, and detection
of novel and emerging entities from highly dynamic
contexts such as tweets.

2013 Entries

TEAM | P R F

1 0.764 | 0.604 | 0.67
2 0.724 | 0.613 | 0.662
3 0.735 | 0.611 | 0.658
4 0.734 | 0.595 | 0.61
5 0.688 | 0.546 | 0.589
6 0.774 | 0.548 | 0.589
7 0.683 | 0.483 | 0.561
8 0.685 | 0.5 0.54
9 0.662 | 0.482 | 0.518
10 0.627 | 0.383 | 0.494
11 0.564 | 0.43 0.491
12 0.501 | 0.468 | 0.489
13 0.53 0.402 | 0.399

Table 15
Scores achieved for the NEEL 2013 submissions.

8. Results

This section presents a compilation of the NEEL
challenge results across the years. As the NEEL task
evolved, the results among these years are not entirely
comparable. Table 15 shows results for the 2013 chal-
lenge task, where we report scores averaged for the
four entity types analysed on this task.

The 2013 task consisted of building systems that
could identify four entity types (i.e., Person, Loca-
tion, Organisation and Miscellaneous) in a tweet. This
task proved to be challenging, with some approaches
favouring precision over recall. The best rank in preci-
sion was obtained by Team 1, which used a combina-
tion of rule types and data-driven approaches achiev-
ing a 76.4% precision. For recall, results varied across
the four entity types with results for the miscellaneous
and organisation types ranking the lowest. Averaging
over entity types, the best approach was obtained by
Team 2, whose solution relied on gazetteers. All top
3 teams ranked by F-measure followed a hybrid ap-
proach combining rules and gazetteers.

The 2014 challenge task extended the concept ex-
traction challenge by not only considering the entity
type recognition but also the linking of entities to the
DBpedia v3.9 knowledge base. Table 16 presents the
results for this task, which follow the evaluation de-
scribed in Section 7. There was a clear winner that out-
performed all other systems on all three metrics and
it was proposed by the Microsoft Research Lab Red-
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2014 Entries

TEAM | P R F1

14 77.1 64.2 70.06
15 57.3 52.74 | 54.93
16 60.93 | 42.25 | 499
17 53.28 | 39.51 | 45.37
18 50.95 | 40.67 | 45.23
19 49.58 | 32.17 | 39.02

Table 16

Scores achieved for the NEEL 2014 submissions.

mond.?* Most of the 2014 submissions followed a se-
quential approach doing first the recognition and then
the linking. The winning system (Team 14) introduced
a novel approach, namely joint learning of recognition
and linking from the training data. This approach out-
performed the second best team in F-measure by over
15%.

The 2015 task extended the 2014 recognition and
linking tasks with a clustering task. For this task par-
ticipants had to provide clusters where each cluster
contained only mentions to the real world entity. For
2015 we also computed the latency of each system.
Table 17 presents a ranked list of results for the 2015
submissions. The last column shows the final score for
each participant following Equation 14. Here the win-
ner (Team 20) outperformed the second best with a
boost in tagging F; of 41.9%, in clustering F; of 28%,
and linking F; of 23.9%. Team 20 improved upon the
second best team on the general score with 33.1%. For
2015, the winner team proposed an end-to-end sys-
tem for both candidate selection and mention typing,
along with a linguistic pipeline to perform entity typ-
ing and filtering. As in 2014, the best ranked system
was proposed by a company, namely Studio Ousia,**
that focuses on knowledge extraction and artificial in-
telligence.

Finally, the 2016 challenge followed the same task
as 2015. Team 26 outperformed all other participants,
with an overall F; score of 0.5486 and an absolute
improvement of 16.58% compared to the second-best
approach. Team 26 used a learning-to-rank approach
for the candidate selection task along with a series of
graph-based metrics making use of DBpedia as their
main linguistic knowledge source.

3https://www.microsoft.com/en-us/research/lab/microsoft-
research-redmond/
3http://www.ousia.jp/en

9. Conclusion

The NEEL challenge series was established in 2013
to foster the development of novel automated ap-
proaches for mining semantics from tweets and pro-
viding standardised benchmark corpora enabling the
community to compare systems.

This paper describes the decisions and procedures
followed in setting up and running the task. We first
described the annotation procedures used to create the
NEEL corpora over the years. The procedures were in-
crementally adjusted over time to provide continuity
and ensure reusability of the approaches over the dif-
ferent editions. While the consolidation has provided
consistent labeled data, it has also showed the robust-
ness of the community.

We also described the different approaches proposed
by the NEEL challenge participants. Over the years,
we witnessed to a convergence of the approaches to-
wards data-driven solutions supported by knowledge
bases. Knowledge bases are prominently used as a
source to discover known entities, relations among
data, and labelled data for selecting candidates and
suggesting novel entities. Data-driven approaches have
become, with variations, the leading solution. Despite
the consolidated number of options for addressing the
challenge task, the participants’ results show that the
NEEL task remains challenging in the microposts do-
main.

Furthermore, we explained the different evaluation
strategies used in different challenges. These changes
were driven by a desire to ensure fairness of the eval-
uation, transparency, and correctness. These adapta-
tions involve the use of in-house scoring tools in 2013
and 2014, which were made publicly available and dis-
cussed in the community. Since 2015 the TAC-KBP
challenge scorer was adopted to both leverage the wide
experience developed in the TAC-KBP community and
break down the analysis to account for the clustering.

Thanks to the yearly releases of the annotations and
tweet IDs with a public license, the NEEL corpus has
started to become widely adopted. Beyond the thirty
teams who completed the evaluations in four years,
more than three hundred participants have contacted
the NEEL organisers with a request to acquire the cor-
pora. The teams come from more than twenty differ-
ent countries and are both from academia and industry.
The 2014 and 2015 winners were companies operat-
ing in the field, respectively Microsoft and Studio Ou-
sia. The 2013 and 2016 winners were academic teams.
The success of the NEEL challenges is also illustrated
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2015 Entries
TEAM | TAGGING F1 | CLUSTERING F; | LINKING F; | LATENCY[S] | SCORE
20 0.807 0.84 0.762 8.5+3.62 0.8067
25 0.388 0.506 0.523 0.1340.02 0.4757
21 0.412 0.643 0.316 0.1940.09 0.4756
22 0.367 0.459 0.464 2.0342.35 0.4329
23 0.329 0.394 0.415 3.41+7.62 0.3808
24 0 0.001 0 12.89427.6 0.004
Table 17

Scores achieved for the NEEL 2015 submissions. Tagging refers to
strong_typed_mention_match, clustering refers to mention_ceaf, and

linking to strong_link_match.

2016 Entries
TEAM TAGGING Fq CLUSTERING F; LINKING Fq SCORE
26 0.473 0.641 0.501 0.5486
27 0.246 0.621 0.202 0.3828
28 0.319 0.366 0.396 0.3609
29 0.312 0.467 0.248 0.3548
30 0.246 0.203 0.162 0.3353
Table 18

Scores achieved for the NEEL 2016 submissions. Tagging refers to strong_typed_mention_match, clustering refers to mention_ceaf, and linking

to strong_link_match.

by the sponsorships of the challenges offered by com-
panies (ebay? in 2013 and SpazioDati*® in 2015) and
research projects (LinkedTV?’ in 2014, and FREME*
in 2016).

The NEEL challenges also triggered the interest of
local communities such as NEEL-IT. This community
is pushing the NEEL Challenge Annotation Guidelines
(with minor variations due to the intra-language de-
pendencies) and know-how to create a benchmark for
sharing the algorithms and results of mining semantics
from Italian tweets. In 2015, we also built bridges with
the TAC community. We plan to strengthen these and
to involve a larger audience of potential participants
ranging from Linguistics, Machine Learning, Knowl-
edge Extraction, Data and Web Science.

Future work involves the generation of corpora that
account for the low variance of entity-type semantics.
We aim to create larger datasets covering a broader
range of entity types and domains within the Twit-

Bhttp://www.ebay.com
Bnttp://www.spaziodati.eu
http://wuw.linkedtv.eu
Bhttp://freme-project.eu/

ter sphere. The 2015 enhancements in the evaluation
strategy, which accounts for computational time, high-
lighted new challenges when focusing on an algo-
rithm’s efficiency vs efficacy. Since more efforts on
handling large scale data mining involve distributed
computing and optimisation, we aim to develop new
evaluation strategies. These strategies will ensure the
fairness of the results when asking participants to pro-
duce large scale annotations in a small window of time.
Among the future efforts, we aim to identify the dif-
ferences in performance among the disparate systems
and their approaches, first characterising what can be
considered an error by the systems in the context of the
challenge, and then deriving insightful conclusions on
the building blocks needed to build an optimal system
automatically.

Finally, given the increasing interest in adopting the
NEEL guidelines in creating corpora for other lan-
guages, we aim to develop a multilingual NEEL chal-

lenge as a future activity.
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Appendix
A. NEEL Taxonomy

Thing
languages
ethnic groups
nationalities
religions
diseases
sports
astronomical objects

Examples:

If all the #[Sagittarius] in the
world

Jon Hamm is an [American] actor

Event
holidays
sport events
political events
social events

Examples:

[London Riots]

[2nd World War]

[Tour de France]
[Christmas]

[Thanksgiving] occurs the

Character
fictional characters
comic characters
title characters

Examples:

[Batman]

[Wolverine]

[Donald Draper]

[Harry Potter] is the strongest
wizard in the school

Location

public places (squares, opera houses, museums,
schools, markets, airports, stations, swimming pools,
hospitals, sports facilities, youth centers, parks, town
halls, theatres, cinemas, galleries, universities, churches,
medical centers, parking lots, cemeteries)

regions (villages, towns, cities, provinces, coun-
tries, continents, dioceses, parishes) commercial places
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(pubs, restaurants, depots, hostels, hotels, industrial
parks, nightclubs, music venues, bike shops)

buildings (houses, monasteries, creches, mills,
army barracks, castles, retirement homes, towers,
halls, rooms, vicarages, courtyards)

Examples:

[Miami]

Paul McCartney at [Yankee Stadium]
president of [united states]

Five New [Apple Retail Store]
Opening Around

Organization

companies (press agencies, studios, banks, stock
markets, manufacturers, cooperatives)

subdivisions of companies

brands

political parties

government bodies (ministries, councils, courts,
political unions)

press names (magazines, newspapers, journals)

public organizations (schools, universities, chari-
ties)
collections of people (sport teams, associations, the-
ater companies, religious orders, youth organizations,
musical bands)

Examples:

[Apple] has updated Mac Os X
[Celtics] won against

[Police] intervene after
disturbances

[Prism] performed in Washington
[US] has beaten the Japanese team

Person
people’s names (titles and roles are not included,
such as Dr. or President)

Examples:

[Barack Obama] is the current

[Jon Hamm] is an American actor
[Paul McCartney] at Yankee Stadium
call it [Lady Gaga]

Product
movies
tv series
music albums
press products (journals, newspapers, magazines,

books, blogs)
devices (cars, vehicles, electronic devices)
operating systems
programming languages

Examples:

Apple has updated [Mac Os X]
Big crowd at the [Today Show]
[Harry Potter] has beaten any
records

Washington’s program [Prism]

B. NEEL Challenge Annotation Guidelines

The challenge task consists of three consecutive
stages: 1) extraction and typing of entity mentions
within a tweet; 2) link of each mention to an entry
in the English DBpedia® representing the same real
world entity, or NIL in case such entry does not exist;
and 3) clustering of all mentions linked to NIL. Thus,
the same entity, which does not have a corresponding
entry in DBpedia, will be referenced with the same
NIL identifier. This section introduces various defini-
tions relevant to this task.

B.1. Named Entity

A named entity, in the context of the NEEL Chal-
lenge series, is a phrase representing the name, exclud-
ing the preceding definite article (i.e. “the”) and any
other pre-posed (e.g. “Dr”, “Mr”) or post-posed mod-
ifiers, that belongs to a class of the NEEL Taxonomy
(Appendix A) and is linked to a DBpedia resource.
Compound entities should be annotated in isolation.

B.2. Mentions and Typification

In this task we consider that an entity may be ref-
erenced in a tweet as a proper noun or acronym if:

1. it belongs to one of the categories specified in the
NEEL Taxonomy (Appendix A);*

®In the 2016 NEEL Challenge we used as referent
knowledge base DBpedia 2015-04  http://wiki.dbpedia.
org/dbpedia-data-set-2015-04, in 2015 we used DBpedia
2014 http://wiki.dbpedia.org/data-set-2014, while for the 2014
edition we used DBpedia v3.9 http://wiki.dbpedia.org/data-set-39.

40The typification was introduced since the 2015 NEEL Chal-
lenge.
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2. it can be linked to a DBpedia entry or to a NIL

reference given the context of the tweet.

Notice:

— Pronouns (e.g., he, him): they are not considered

mentions to entities in the context of this chal-
lenge.

Misspellings: lower cased words and compressed
words (e.g. “c u 2night” rather than “see you
tonight”) are common in tweets. Thus, they are
still considered mentions if they can be directly
mapped to proper nouns.

Complete Mentions: entity extents that are sub-
strings of a complete named entity mention are
not identified. In:

Tweet: Barack Obama gives a
speech at NATO

you could not select either of the words Barack
or Obama by themselves. This is because they
constitute a substring of the full mention [Barack
Obama]. However, in the text: “Barack was born
in the city, at which time his parents named him
Obama” both of the terms [Barack] and [Obama]
should be selected as entity mentions.
Overlapping mentions: nested entities with qual-
ifiers should be considered as independent enti-
ties.

Tweet: Alabama CF Taylor Dugas
has decided to end negotiations
with the Cubs and will return

to Alabama for his senior
season. #bamabaseball

In this case the [Alabama CF] entity quali-
fies [Taylor Dugas], the annotation for such a
case should be: [Alabama CF, Organization, dbr:
Alabama_Crimson_Tide*'] [Taylor Dugas, Per-
son, NIL]

Noun phrases: these are not considered as entity
mentions.

* Ambiguous noun phrases:

Tweet: I am happy that an
fasian team have won the
womens world cup! After just
returning from #asia 1 have
seen how special you all
are! Congrats

While [asian team] could be considered as
an Organisation-type it can refer to multi-

41dbr is the prefix of http://dbpedia.org/resource/

ple entities therefore we do not consider it
as an entity mention and it should not be an-
notated.

* Noun phrases referring to an entity: While
noun phrases can be dereferenced to an ex-
isting entity, we do not consider them as en-
tity mentions. In such cases we only keep
“embedded” entity mentions.

Tweet: head of sharm el sheikh
hospital is DENYING

In this case head of sharm el sheikh hos-
pital refers to a Person-type however since
it is not a proper noun we do not consider
it as an entity mention. For that reason in
this case the annotation should only contain
the embedded entity [sharm el sheikh hos-
pital]: [sharm el sheikh hospital, Organiza-
tion, dbr:Sharm_International_Hospital]

* Noun phrases completing the definition of
an entity.

Tweet: The best Panasonic
LUMIX digital camera from a
wide range of models

While digital camera describes the entity
Panasonic LUMIX it is not considered
within the entity annotation. In this case the
annotation should be [Panasonic, ORG, dbr:
Panasonic] [LUMIX, Product, dbr:Lumix]

— Entity Typing by Context: entity mentions in a
tweet can be typified based on the context in
which they are used.

Tweet: Five New Apple Retail
Stores Opening Around the
World: As we reported, Apple is
opening 5 new retail stores on

In this case [Apple Retail Stores] refers to a
Location-type while the second [Apple] mention
refers to an Organisation-type.

B.3. Special Cases in Social Media (#s and @s)

Entities may be referenced in a tweet preceded by
hashtags and @s or composed by hashtagged and @-
nouns:
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Tweets:

#[Obama] is proud to support the
Respect for Marriage Act

#[Barack Obama] is proud to support
the Respect for Marriage Act
@[BarackObama] is proud to support
the Respect for Marriage Act

Hashtags can refer to entities, but it does not mean
that all hashtags will be considered entities. We con-
sider the following cases:

— Hashtagged nouns and noun-phrases.

Tweet:

#fail
the hashtag #fail does not represent an entity as
defined in the Guidelines. Thus, it should not be
given as an entity mention.

— Partially tagged entities.

I burned the cake again.

Tweet: Congrats to Wayne Gretzky,
his son Trevor has officially
signed with the Chicago @Cubs
today

Here Chicago @Cubs refers to the proper noun
characterising the Chicago Cubs entity (Notice
that in this case that Chicago is not a qualifier
but rather part of the entity mention). In this case
the annotation should be [Chicago,Organization,
dbr:Chicago_Cubs] [Cubs, Organization, dbr:
Chicago_Cub].

— Tagged entities: If a proper noun is splitted and
tagged with two hashtags, the entity mention
should be splitted into two separate mentions.

Tweet: #Amy #Winehouse

In this case the annotation should be [Amy, Per-
son, dbr:Amy_Winehouse] [Winehouse, Person,
dbr:Amy_Winehouse]

Note that the characters # and @ should not be in-
cluded in the annotation string.

B.4. Use of Nicknames

The use of nicknames (i.e. descriptive names re-
placing the actual name of an entity) are commonplace

in Social Media. For example the use of “SFGiants”
for referring to “the San Francisco Giants”. For these
cases we coreferenced the nickname to the entity it
refers to in the context of the tweet.

Tweet: #[Panda] with 3 straight hits
to give #[SFGiants] 6-1 lead in
12th

[Panda] is linked to http://dbpedia.org/page/Pablo_
Sandoval and [SFGiants] is linked to http://dbpedia.
org/page/San_Francisco_Giants.

B.5. Links

The NEEL Challenge series use the English DBpe-
dia as Knowledge Base for linking.

DBpedia is a widely available Linked Data dataset
and is composed by a series of RDF (Resource De-
scription Framework) resources. Each resource is
uniquely identified by a URI (Uniform Resource Iden-
tifier). A single RDF resource can be represented by a
series of triples of the type < s,p,o0 > where s con-
tains the identifier of the resource (to be linked with a
mention), p contains the identifier for a property and
o may contain a literal value or a reference to another
resource.

In this challenge, a mention in a tweet should be
linked to the identifier of a resource (i.e. the s in a
triple) if available. Note that in DBpedia there are cases
where one resource does not represent an entity, in-
stead it represents an ambiguity case (disambiguation
resource), a category, or it just redirects to another re-
source. In this challenge, only the final IRI properly
describing a real world entity (i.e. containing their de-
scriptive attributes as well as relations to other enti-
ties) is considered for linking. Thus, if there is a redi-
rection chain given by the property wikiPageRedirects,
the correct IRI is the one at the end of this redirection
chain.

If the resource is not available, it is asked to pro-
vide a “NIL” plus an alphanumeric code (such as NIL1
or NILA) that identifies uniquely the entity in the an-
notated set.



