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ABSTRACT The images that are captured in sand storms often suffer from low contrast and serious color
cast that are caused by sand dust, and these issues will have significant negative effects on the performance
of an outdoor computer vision system. To address these problems, a method based on halo-reduced dark
channel prior (DCP) dehazing for sand dust image enhancement is proposed in this paper. It includes three
components in sequence: color correction in the LAB color space based on gray world theory, dust removal
using a halo-reduced DCP dehazing method, and contrast stretching in the LAB color space using a Gamma
function improved contrast limited adaptive histogram equalization (CLAHE), in which a guided filter is
used to improve the artifacts of the histogram equalization. Experiments on a large number of real sand dust
images demonstrate that the proposed method can well remove the overall yellowing tone and dust haze
effect and obtain normal visual colors and a detailed clear image.

INDEX TERMS Normalized Gamma correction (NGC), DCP, CLAHE, color correction, LAB color space,
illumination enhancement.

I. INTRODUCTION

Images that are captured during sand storms usually suffer
from low contrast, noise, and color distortions due to the
scattering and absorption of light rays by dust particles.
Compared with red and orange light, blue and green light
are absorbed by sand dust particles much more quickly. This
leads to a color deviation image with an overall yellow tone.
Moreover, the light that is absorbed by dust reduces the
energy of light rays, which leads to underexposed images,
as illustrated in Figure 1(a). This seriously affects the per-
formance of outdoor computer vision systems. Therefore,
a method that enhances sand dust images for computer
vision applications is highly desired. To address this problem,
many studies have been proposed [1]–[13], including using
histogram equalization and its variants to stretch images’
contrast [1]–[6], using Retinex-based methods to enhance
images’ contrast and brightness [7], or tackling the sand
dust enhancement problem as a dehazing problem [11]–[14].

The associate editor coordinating the review of this article and approving
it for publication was Gerardo Di Martino.

Though there are varying degrees of success for the image
contrast enhancement methods, almost of all of the meth-
ods that are mentioned above still suffer from the following
limitations.

Traditional image enhancement methods that are indepen-
dent of a physical model, such as histogram equalization
and Retinex-based methods, usually fail to restore scenes
with large depth of field changes where the contrast is more
seriously degraded.

(2) Existing dehazing-based methods that are dependent
on the image degradation model for hazy images are insuffi-
cient for addressing color deviations due to an overall yellow
tone in sand dust images. The hazy imaging model usually
assumes that the ambient illumination is globally consistent.
Therefore, most dehazing methods estimate a white ambient
light from the brightest region in the image. However, sand
dust scenes usually have overall yellow tones, which causes
obvious various and nonuniform colored ambient illumina-
tion. This not only makes the estimation of the ambient light
inaccurate but also causes some image priors to become
invalid. For example, the dark channel prior assumes that

116722 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ VOLUME 7, 2019

https://orcid.org/0000-0001-5291-9455


Z. Shi et al.: Let You See in Sand Dust Weather: A Method Based on Halo-Reduced DCP Dehazing for Sand-Dust Image Enhancement

FIGURE 1. Illustration of an image captured in a sand storm and its
corresponding enhanced image. left: Sand dust image, and right: Results
using our method.

the pixels with the lowest intensity correspond to the black
objects in the scene. This prior works well for hazy images,
but it cannot be directly applied to sand dust scenes since the
lowest intensity may be affected by the overall yellow tone.
To address above mentioned problems, a halo-reduced

DCP dehazing-based method for sand dust degraded image
enhancement is proposed in this paper. The motivation of our
method comes from the following observations (1) Sand dust
images share similar optical characters with hazy images,
such as atmospheric scattering and absorption. (2) The most
different image character between a sand dust image and a
hazed image is color. If we scan a similar hazy color dust
image, then we can directly employ the existing dehazing
method for dust haze removal. (3) Usually, a DCP dehazed
image has low illumination, which results in part of the image
details being too dim to observe. Based on what was analyzed
above, we constructed our method with the following three
components in sequence: gray world-based color correction
in the LAB color space, dust removal using a halo reduced
DCP dehazing method, and contrast stretching in the LAB
color space using a Gamma function improved CLAHE.
Experiments on real sand dust images show that the proposed
method can obtain good color fidelity, good contrast and
proper brightness. Figure 1 (b) illustrates an example of our
sand dust image enhancement result.
To sumup, our contributions in this paper are the following.
(1)We propose a LAB color space gray world-based image

color correction method. By adjusting the a and b chromatic
components, a natural color image can be obtained.
(2) We propose halo-reduced dark channel prior dehaz-

ing for dust haze removal. To expand the image contrast,
a Gamma function improved CLAHE in the LAB color space
is developed in which a guided filter is applied to improve the
artifacts of histogram equalization.
The structure of the remainder of this paper is as

follows. In Section II, the related works are adequately
explained. In Section III, the proposed technique is discussed
in detail. In Section IV and Section V, the experimental
results are described and discussed in detail. In Section VI,
a summary of the important closing remarks is provided.

II. RELATED WORK

A. SAND DUST IMAGE COLOR CORRECTION

Currently, the most used technique for image color correction
is the white balance method, and examples of it include the
gray world algorithm based on the RGB color space [5] and

the white patch algorithm based on the YUV color space [28].
These two methods can recover image colors to some degree,
but color bias remains. To address the problem, combinations
of the gray world and white patch algorithms are developed
in [21] and [22], where the image color is corrected based on
the gray world and white patches. Retinex-based methods are
developed for image color correction in [23] and [24], where
the image is regarded as a product of the illumination image
and the reflection image. By removing the estimated illumi-
nation image from the original image, a reflection image with
a pleasing visual appearance can be obtained. In [26], a color
transfer method is proposed that transfers the color of a clear
image that has the highest similarity with the sand dust image,
which obtains a normal color image.

B. SAND DUST IMAGE CONTRAST ENHANCEMENT

Although the optical imaging process is more intricate in a
sand dust environment than a hazy environment, sand dust
images are similar to hazy images in some optical char-
acteristics, such as atmospheric scattering and absorption.
Considering this point, many researchers applied dehaz-
ing methods for sand dust image enhancement, including
histogram equalization [1]–[6], Retinex methods [7], the
Laplacian filter [8], Nonlinear functions such as the Gamma
function [9], [10], various image prior (such as the dark
channel prior (DCP), color attenuation prior, and sparse
prior)-based methods [11]–[17], [34], and various deep
learning-based methods [18]–[20]. Of these methods,
the DCP-based method [12] has received considerable atten-
tion due to its effectiveness in most haze scenarios. For
example, Yu et al. [15] proposed a method based on the DCP
and information loss constraint for single sand-dust degraded
image recovery. Huang et al. presented restoration methods
for hazy and sandstorm images using adaptive Gamma cor-
rection and the dark channel prior [10], [31] where adaptive
Gamma correction is used to solve the transmission overes-
timation that is caused by the low observed intensity due to
color casts.

Though there are varying degrees of success for enhancing
image contrast, the DCP-based method that is mentioned
above suffers from the following problems.

(1) It fails to restore heavily tinted sandstorm images
because most blue light is scattered and absorbed, which
causes the DCP to fail, and leads to inaccurate ambient light
and transmission estimations.

(2) Over-enhancing or under-enhancing images with large
sky or white object areas and underexposure in shadow
regions because of not considering the inhomogeneous atmo-
spheric light and color cast.

Aiming at problems that were mentioned above,
we develop an improved dehazing method based on the dark
channel prior for sand dust degraded image enhancement in
the following Section.

III. THE PROPOSED METHOD

Figure 2 details our proposed method. It includes three mod-
els in sequence: color correction, dust haze removal and
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FIGURE 2. Illustration of the proposed method.

illumination adjustment. The input sand dust images are first
converted into the LAB color space from the RGB color
space. Then, a white balance algorithm in the LAB color
space based on the gray world assumption is implemented
to adjust the a and b chromatic components. Next, a halo-
reduced dehazing method based on an improved DCP is
developed for dust removal. After that, contrast stretching
based on an improved CLAHE in the LAB color space is
performed. To obtain prominence to improve on the artifacts
of histogram equalization, the guided filter is followed. The
details are as follows.

A. COLOR CORRECTION BASED ON GRAY WORLD

ASSUMPTION

For the color correction of sand dust images, one of the most
commonly used theories is the gray world theory [5]. This
theory is based on the assumption that the average value of
an RGB color image in each color channel is equal. Viz.,
the average value of a normal color image is gray. Assuming
that Rav, Gav, and Bav respectively represent the average
value of the R, G, and B color channels in an image, and Rc,

Gc, and Bc respectively represent the corrected values of the
R, G, and B color channels, we have the following:























Rc = R
Gav

Rav
Gc = G

Bc = B
Gav

Bav

(1)

However, because the transformation of a different image
channel in the RGB color space is not a linear transformation,
the color for pixels with the same color but different bright-
nesses will be different after their revision using equation (1),
and this will cause a distorted color correction in the
RGB color space.

In comparison, the color transformation in the LAB color
space is a linear variation of the color of components a and b.
Here, a positive value of a represents red and a negative one
represents green. In addition, a positive value of b represents
yellow and a negative one represents blue. Notably, the colors
of the pixels are determined only by components a and b, and
there is no relation to the brightness. As a result, the colors
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for pixels with the same color and different brightnesses
will also be the same color and without any color distortion
after the adjustment of components a and b. Therefore, the
LAB color space can provide a better solution for the color
transformation than the RGB color space.
Given the above analyses, in this work, we address the

color correction in the LAB color space. We assume that
Aav and Bav respectively represent the average values of
components a and b in the LAB color space, and Ac and Bc
respectively represent the corrected values of components a
and b. Based on the gray world theory, we form the corrected
image color in the LAB color space as

{

Ac = A-Aav

Bc = B-Bav
(2)

B. DUST HAZE REMOVAL USING HALO-REDUCED

DEHAZING METHOD BASED ON DCP

Due to the similar optical characteristics of sand dust images
to hazy images, the following widely used haze image model
is used to describe the formation of a dust image and dust-free
image:

I(x) = J (x)t(x) + A(1 − t(x)) (3)

where J(x) denotes the scene radiance at 2D location x;
A is the ambient light in the atmosphere, which is referred
to as the airlight and is typically approximated as the color of
the sky; and t(x) is the transmission at 2D location x. Here,
t(x) is commonlywritten as an exponential decay term of light
attenuation as

t(x) = e−βd(x) (4)

in which d(x) ≥ 0 is the distance between the scene point and
the camera, and β is the spectral attenuation coefficient.

In equation (3), the observed radiance I(x) can be regarded
as the blending of the scene radiance J(x) andA, which is con-
trolled by transmission t(x). The term A(1−t(x)) represents
the additional light that is scattered in the line of sight as a
result of the reflected solar light from floating aerosols, and
the term J(x)t(x) represents the amount of scene irradiance
that managed to reach the camera without being scattered.

From equation (3), it can be seen that to restore the dust
haze-free image, the key is to obtain the image atmospheric
transmittance t(x) and the atmospheric light intensity A.

To estimate the image atmospheric transmittance t(x), He
presented a state of art method based on the DCP in [12]. It is
based on the observation that in haze-free non-sky outdoor
images, some RGB color channels (at least one) have very
low intensities at some pixels. I.e.,

Jdark (x) = min
c∈{r,g,b}

( min
y∈�(x)

(Jc(x))) ≈ 0 (5)

where Jdark (x) represents a dark channel of J(x), Jc represents
a color channel of J(c), and �(x) is a local patch that is
centered at x.

After taking the minimum operation among the three
RGB color channels in the local patch on the hazy images
using equation (3), we obtain the following:

min
c∈{r,g,b}

( min
y∈�(x)

(
Ic(x)

Ac )) = min
c∈{r,g,b}

( min
y∈�(x)

(
Jc(x)

Ac ))t(x)

+(1 − t(x)) (6)

From equations (5) and (6), t(x) can be obtained using the
following formula:

t(x) = 1 −
Idark (x)

A
(7)

This formula is widely used to estimate the image
atmospheric transmittance t(x) in existing dehazing
methods [12], [15]. However, from equation (4), we know that
the value of the transmission t(x)≥0. Nevertheless, in the case
of an image with a large sky region or white objects, because
A < Idark (x), from equation (7), we can see that t(x) will
yield a negative value, which results in severe color distortion
in the restored image. To address this problem, we rewrite
formulation (7) as

t(x) = 1 − ω
Idark (x)

max(A, 1 − A)
(8)

where ω is a constant, which is used to describe the dust
concentration, and usually 0 < ω < 1. In this work, we set
ω = 0.95. With formula (8), we can avoid a negative t(x).

Note that abovementioned transmission t(x) is estimated
based on a local constant hypothesis that the pixels in a local
image patch have the same value. However, the pixels in a
local image patch will not always share a similar depth value.
Therefore, the assumption will fail in areas with abrupt depth
changes. In such a case, halo effects would be introduced
in the depth discontinuities. In addition, the original DCP
in [12] assumes that the outdoor images do not have sky
regions, but this is not always true. Furthermore, if an outdoor
image has a large sky region, the estimation of t(x) using
formula (8) will be incorrect, which will introduce color
distortions and artifacts in sky regions. To overcome these
two problems, we introduce two constraints to formula (8)
and rewrite it as

t ′(x) = min(v. ∗ max(t(x), t0), 1) (9)

where t0 is a constant that is used to restrict the atmospheric
transmission t(x) to a lower bound (in this paper, t0=0.1).
Parameter v is a constraint variable, which is used to reduce
the distortion, and it is defined as

v = max
(

k
/

(mean(J (x)) − A), 1
)

(10)

where k is a constant that is used to control the transmittance
tolerance in sky regions.

To refine the estimated transmission, a guided filter [33] is
applied.

To estimate the value of airlight A, existing methods typi-
cally determine the airlight value based on the brightest pixels
in an image [12]. This estimate is compromised when objects
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FIGURE 3. Illustration of sand dust image enhancement results using our
proposed method. (a) Input sand dust image, (b) color recovered images,
(c) dust haze removed images, and (d) final output images with our
method.

that are brighter than the sky are present in the scene and
lead to the identification of some blocks in the bright non-
sky objects as airlight, thereby resulting in color shifts in
the output images. Additionally, if the atmospheric light is
too large, the restored images will be dim. To overcome this
problem, in this paper, the following method is used. First,
we obtain the pixels with the 0.1% brightest values in the dark
channel and then obtain the corresponding pixels of the 0.1%
dark channel pixels in the R, G, and B channels of the input
dust images, respectively. Finally, we take the median of the
largest pixel values of the 3 channels of I(x) as the global
atmospheric light A.
Once the final transmission t’(x) and atmospheric light A

are estimated, the dust-free image can be obtained using the
simple inversion of equation (3) as follows:

J (x) =
I (x) − A

t ′(x)
+ A (11)

where t0 is a constant that is used to restrict the atmospheric
transmission t(x) to a lower bound.

C. ILLUMINATION ADJUSTMENT

Because underexposure still exists in an image after color
correction and dust removal, as shown in Figure 3 (b),
illumination adjustment is applied as a postprocessing oper-
ation in this section. For this purpose, we first convert
the color corrected and dust removal images from the
RGB color space to the LAB color space. Then, we exploit
the L channel of the LAB color space to adjust the
illumination using a Gamma function improved contrast
limited adaptive histogram equalization (CLAHE).
CLAHE is a modification of the traditional adaptive his-
togram equalization that applies the contrast limiting pro-
cedure for each neighborhood to derive a transformation
function. However, this may also cause unbalanced contrast
in the enhanced image due to increasing the brightness of
the degraded image too much. To overcome this problem,
we introduce the Gamma function to improve the CLAHE.
The purpose of using the Gamma function in our work is
similar to that in Ancuti’s work [35].

The Gamma function [27] is a gray-level transformation
function that describes the relationship between a pixel’s
luminance and its numeric value, and it is applied to images
to enhance their imperfect luminance. R is the Gamma-
corrected image, X is the original image in which the pixel
values range from 0 to 1, c is a positive constant parameter
that is used to control the brightness, and γ is a positive
constant parameter that represents the Gamma value. Then,
the Gamma function can be defined as

R = cXγ (12)

The advantage of the power-law transformation is that
the transformation function can be controlled by varying the
Gamma γ values. Its disadvantage is that increasing γ would
overcompensate the image’s Gamma and thereby darken the
processed image while enhancing its contrast. Therefore,
we must expand this dynamic range to fit its full natural
interval. For this purpose, in this study, to minimize the dis-
advantage of the traditional Gamma function, we propose a
normalized Gamma correction (NGC). Using normalization,
the new Gamma function can account for the full dynamic
range of normalization to reduce the brightness contrast
enhancement. The NGC equation is written as follows:

NGC =
[R-min(R)]

[max(R) − min(R)]
(13)

As a final point, we add the NGC function to CLAHE.
As a consequence, the increased brightness and the unbal-
anced contrast of CLAHE are adjusted and an adequate visual
quality for the processed images is attained.

IV. EXPERIMENTS

In this section, we present the experimental details, including
the data set, the parameter setting, the quality measures, and
the evaluation results.

A. DATA SET AND PARAMETER SETTING

To evaluate whether our proposed method can obtain the
closest image to its corresponding original one, we construct
a sand dust image set in this section. Our original images
come from O-HAZE [40], which is a public haze image
set that consists of pairs of haze/haze-free images. Although
sand dust images are similar to hazy images with respect to
some optical characteristics, such as atmospheric scattering
and absorption, the optical imaging process is more intricate
in the sand dust environment than that in the haze environ-
ment. The most obvious difference between them is that sand
dust images usually have an overall yellow tone. Therefore,
for simplicity, we model the sand dust condition only by
changing the color tone of hazed images in O-HAZE. Adobe
Photoshop is used and we try different kinds of parameters
to make the hazed image color tone fit the result in sand dust
conditions. Finally, we resize these images to 400 × 600 and
convert them to the Portable Network Graphics format.
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To evaluate the proposed method on real sand dust images,
we created a data set that consists of 250 sand dust images
that were collected from the Internet.
The proposed method in this paper is compared with

several recent state-of-the-art methods that used for sand
dust image enhancement, including CLAHE [29], Wang’s
work [8], and MSRCR (Multi-Scale Retinex with Color
Restoration) [30].
Because our method is inspired by He’s DCP [12] and

because sand dust images are similar to hazy images with
respect to some optical characteristics, to test whether other
dehazing methods can obtain similar results to those from
our method, we also compare our method with several pop-
ular dehazing methods, including He’s method [12], Meng’s
method, Fattal’s method, Tarl’s method, and Fu’s method.
The software implementations of these methods were pro-

vided by the authors and input into MATLAB. We use the
default parameters that are reported in these three papers.
All experiments are performed on a PC with an Intel Core

i9-9900K @ 3.60 GHz Core i5 CPU, 32GB of RAM and an
Nvidia GeForce RTX 2080 Ti.

B. VALIDATION OF THE IMAGE ENHANCEMENT EFFECT

OF THE PROPOSED METHOD

Figure 3 illustrates part of the results that are obtained with
our proposed method, where Figure 3(a) is input sand dust
images, Figure 3(b) is the color correction results using
our method, Figure 3(c) is the dust removed results using
our improved DCP dehazing method, and Figure 3(d) is
the final results using our method. As seen after applying
our image color correction method on the input sand dust
images, the color deviations of the input sand dust images
are well recovered. However, haze remains where rich image
details cannot be observed, as shown in Figure 3(b). After
the dust removal using our improved DCP dehazing method,
though most dust has been removed, the images are still
underexposed, and their contrast is very poor, as shown
in Figure 3(c). In comparison, in the final results using our
method, the image contrast and brightness are both signifi-
cantly enhanced and images with rich details and vivid nor-
mal colors are obtained, as shown in Figure 3(d).

C. QUALITATIVE EVALUATION USING REAL SAND DUST

IMAGES

Figure 4 illustrates the comparisons of our method with
CLAHE [29]. The middle column is the CLAHE results,
and the right column is results using our method. It can be
observed that our method can remove the overall yellow color
from sand dust images and obtain a color natural image with
enhanced contrast. In comparison, the overall yellow color
remained in the CLAHE results, and obvious halos appeared
around the trees or people, which resulted in poor visuals.
In the sky region, there are also obvious artifacts and color
distortions.
In addition, we also compare our proposed method with

CLAHE in a fair way. That is, before applying CLAHE to

FIGURE 4. Comparisons of our method with CLAHE [29]. left column:
Sand dust images, middle column: CLAHE [29], and right column: Results
using our method.

FIGURE 5. Comparisons of our method with CLAHE [29] in a fair way. left
column: Sand dust images, middle column: CLAHE [29], and right column:
Results using our method.

dust image enhancement, all input sand dust images are color
corrected using the same color correction method that is
used in our method. Figure 5 shows this comparison results.
It can be observed that all results in this experiment show
that the overall yellow color from the input sand dust images
has been removed, and we obtain natural color images with
enhanced contrast. However, the results using CLAHE are
blurrier and dimmer than those from our proposed method.
In addition, in the sky regions or regions around the people
in the images that are obtained using CLAHE, there are
also obvious artifacts. This result confirms our observations
from Figure 4.

Figure 6 compares our method with Wang’s work [8].
It can be observed that both Wang’s method and our method
can well recover the colors of the input sand dust images.
However, in the recovered images using Wang’s method,
obvious halo artifacts appear, such as in the areas surrounding
the heads of people and lamps and the areas around the leaves
of trees, as shown in the middle column. In comparison, there
are no halo artifacts in our results, and the images’ brightness
and details are also significantly augmented, as shown in the
left column.
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FIGURE 6. Comparisons of our method with Wang’s work [8]. left column:
Sand dust images, middle column: Wang’s work [29], and right column:
Results using our method.

FIGURE 7. Comparisons of our method with the MSRCR [30]. left column:
Sand dust images, middle column: MSRCR [30], and right column: Results
using our method.

Figure 7 compares our approach with the MSRCR (Multi-
Scale Retinex with Color Restoration) [30], where the left
column is input sand dust images, the middle column is the
MSRCR results, and the right column is the results using
our method. As seen in the middle column in Figure 6,
the contrast is significantly enhanced, but the color deviation,
distortion, and halo artifacts are also serious. In comparison,
our results are very visually pleasing.

D. QUALITATIVE EVALUATION USING SYNTHESIZED

SAND DUST IMAGES

To verify the method’s effectiveness for complete images,
the proposed method is also evaluated using synthesized
sand dust images by comparing it with other state-of-the-art
sand dust image enhancement methods that were mentioned
above. The sand dust images are synthesized by changing
the color tone of the hazed images using O-HAZE in Adobe
Photoshop.
Figure 8 compares our method with CLAHE [29]. Here,

Figure 8 (a) is the synthesized sand dust images, Figure 8(b)
is the results using CLAHE, Figure 8(c) is the results using

FIGURE 8. Comparisons of our proposed method using CLAHE [29] on
synthesized sand dust images. (a) Input synthesized sand dust images,
(b) results using CLAHE, (c) results using color correction+CLAHE,
(d) results using our method, and(e) ground truths.

FIGURE 9. Comparisons of our method with Wang’s work [8].
(a) Synthesized sand dust images, (b) results using Wang’s work [8],
(c) results using our method, and (d) the ground truths.

color correction+CLAHE, Figure 8(d) is the results using
our method, and Figure 8(e) is the ground truths. It can
be observed that our method can remove the overall yel-
low color from sand dust images and obtain a natural-color
image with enhanced contrast, which is more consistent with
the ground truths. In comparison, the overall yellow color
remained in the results using CLAHE. Though the color
correction+CLAHE method has removed the overall yellow
color from the synthesized sand dust images, the results are
still too blurry to observe. In addition, there are also obvious
artifacts and color distortions, and the results are visually far
from the ground truths.

Figure 9 compares our method with Wang’s work [8],
where Figure 9 (a) is the synthesized sand dust images,
Figure 9(b) is the results using Wang’s work [8], Figure 9(c)
is the results using our method, and Figure 9(d) is the ground
truths. It can be observed that both Wang’s method and our
method can well recover the colors of synthesized sand dust
images. However, in the images that were recovered using
Wang’smethod, obvious haze remains, and the images look to
be slightly blurry. In comparison, the images’ brightness and
details are significantly augmented using our method, which
is more similar to the ground truths than those using Wang’s
method.

Figure 10 compares our approach with the MSRCR [30],
where Figure 10 (a) is the synthesized sand dust images,
Figure 10(b) is the results using the MSRCR, Figure 10(c)
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FIGURE 10. Comparisons of our method with the MSRCR [30].
(a) Synthesized sand dust images, (b) results using the MSRCR,
(c) results using our method, and (d) ground truths.

TABLE 1. Comparison of our method with different state-of-the-art sand
dust image enhancement methods using synthesized sand dust images.

is results using our method, and Figure 10(d) is the ground
truths. As seen from Figure 10(b), the contrast is significantly
enhanced, but the color deviations, distortions, and halo arti-
facts are serious. In comparison, our results are much more
visually pleasing and closer to the ground truths than those
using the MSRCR.

E. QUANTITATIVE EVALUATION

To quantitatively evaluate the performance of our proposed
method on the synthetic data, the SSIM (Structural Sim-
ilarity) and the MSE (mean squared error) [33] measures
are employed in this experiment. The structural similarity
(SSIM) image quality assessment index evaluates the ability
of an algorithm to preserve the structural information. The
mean squared error (MSE) indicates the average difference
between the recovered image and the reference ground truth
image. In general, a higher SSIM means better structural
similarity between the recovered image and the ground truth
image, and a lower MSE represents that the recovered image
is more acceptable.
Table 1 shows the comparisons of our method with the

above mentioned state-of-the-art sand dust image enhance-
ment methods on the synthesized sand dust images in terms
of the average SSIM and average MSE. It can be seen that
our method obtained the largest SSIM and the smallest MSE.
This result is consistent with the qualitative evaluation using
the synthesized sand dust images.

TABLE 2. Comparison of our method with different state-of-the-art sand
dust image enhancement methods using real sand dust images.

To quantitatively evaluate the performance of the differ-
ent methods on real-world images, since the ground truth
images are not available, the following three measures are
used in this paper: the percentage of new visible edges e,
the contrast restoration quality r̄ , and the saturation σ [39].
The percentage of new visible edges e represents the edges
that are newly visible after restoration, the contrast restoration
quality r̄ measures the mean ratio of the gradients at the
visible edges, and the saturation σ computes the percentage
of pixels that become completely black or completely white
after restoration. A higher e and a σ closer to zero imply better
performance, and a higher r̄ implies stronger recovery of the
local contrast.

Table 2 shows the comparisons of our method with the
above mentioned state-of-the-art sand dust image enhance-
ment methods on real sand dust images using the percentage
of new visible edges e, the contrast restoration quality r̄ ,
and the saturation σ . The corresponding images are shown
in Figure 11. It can be seen that except for σ , which is the
same for all methods and nearly close to zero, our method
has obtained the highest e and r̄ on all images in Figure 11.
This implies the superior performance for our method, which
is consistent with the qualitative evaluation of the images
in Figure 11.

Overall, the qualitative and quantitative comparison results
in Figure 4-Figure 11 and Table 1-Table 2 demonstrate that
our method has advantages over the other state-of-the-art
sand dust image enhancement methods in terms of removing
dust haze, improving visibility, and compensating for the
illumination while avoiding most of the negative effects.
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FIGURE 11. Comparisons of our method with several state-of-the-art
sand dust image enhancement methods. (a) Synthesized sand dust
images, (b) results using CLAHE, (c) results using Wang’s method,
(d) results using the MSRCR, and (e) results using our method.

V. DISCUSSIONS

Our method is based on an improved DCP dehazing method.
To verify whether our improved DCP can be replaced with
other dehazingmethods, we compare our improvedDCPwith
several popular dehazing methods, including He’s original
DCP method [12], Tarel’s method [37], Meng’s method [38],
and Cai’s method [19]. Of these, Tarel and Hautiere [37] uses
the median filter to mat the dark channel map.
Meng et al. [38] applies the inherent boundary constraint to
restore the image. Cai’s method [19] uses a CNN to generate
nearly all haze-relevant features. For fairness, all dehazing
methods are compared under the same conditions. That is,
before dust haze removal, all sand dust images are color
corrected using the same color correction method, and after
dust haze removal, their illuminations are also adjusted using
the same CLAHE method in the same way.

Figure 12 shows the comparison results of different
dehazing methods using synthesized sand dust images,
of which Figure 12 (a) is the synthesized sand dust images,
Figure 12(b) is the results using He’s DCP [12], Figure 12(c)
is the results using Tarel’s method [37], Figure 12(d) is the
results using Meng’s method [38], Figure 12(e) is the results
usingCai’s CNNmethod [19], Figure 12(f) is the results using
our method, and Figure 12(g) is the ground truths.

FromFigure 12, it can be observed that there is still obvious
haze in the recovered images using both Tarel’s method [37]
(as shown in Figure 12(c)) and Cai’s CNN method [19]
(as shown in Figure 12(e)) where the images are slightly dim
and blurry. In contrast, He’s [12] method can significantly
improve the visual effect of the hazy images, but the color
shift phenomenon still exists in the regions with white objects
because the dark channel has bright values near such objects.
The results using Meng’s method look unnatural. Compared
with the results of the above mentioned methods, our method
has better performance in terms of its haze removal ability and
visual effect (see Figure 12(f)), and its results are the closest
to the ground truths.

Table 3 shows the quantitative comparisons of the above
mentioned methods using Figure 12. It can be seen that our
method obtained the largest SSIM, e and r̄ and the smallest
MSE and σ on all images in Figure 12. This implies the
superior performance for our method, which is consistent
with the qualitative evaluation from Figure 12.

TABLE 3. Quantitative comparison of our method with popular dehazing
methods using synthesized sand dust images.

According to the basic structure, the image color space
can be classified as the primary color space and the color-
brightness separation color space. For the former, the typical
one is the RGB color space, and the latter includes the YUV
color space and LAB color space. To verify whether the LAB
color space that is adopted in this paper is the best color space
for sand dust color correction, we compared the LAB color
space with other color spaces in this section. The experimen-
tal results are shown in Figure 13, of which Figure 13 (a) is
the input sand dust images, Figure 13(b) is the results using
the RGB color space, Figure 13(c) is results using the YUV
color space, and Figure 13(d) is the results using the LAB
color space. It can be seen that there are obvious artifacts in
the images of Figure 13(b) and color distortion in the images
of Figure 13(c). In comparison, the colors of the images
in Figure 13(d) look more natural. These results show that
the LAB color space is better than the other two color spaces
in sand dust image color recovery.

To verify whether our proposed NGC improved CLAHE
is truly better than the original CLAHE at adjusting the
illumination, we compare the NGC improved CLAHE with
the original CLAHE in Figure 14. In Figure 14, the left
column is the original input sand dust images, the middle
column is the illumination adjustment results using the orig-
inal CLAHE, and the right column is the results using our
NGC improved CLAHE. For fairness, except for the use of
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FIGURE 12. Comparisons of our method with popular dehazing methods using synthesized sand dust images. (a) Synthesized sand dust images,
(b) results using He’s DCP [12], (c) results using Tarel’s method [37], (d) results using Meng’s method [38], (e) results using Cai’s CNN method [19],
(f) results using our method, and (g) ground truths.

FIGURE 13. Comparisons of sand dust image color correction using
different color spaces. (a) Input sand dust images, (b) results using the
RGB color space, (c) results using the YUV color space, and (d) results
using the LAB color space.

FIGURE 14. Comparisons of our proposed NGC improved CLAHE with the
original CLAHE. left column: Sand dust images, middle column:
Illumination adjustment results using the original CLAHE, right column:
Illumination adjustment results using our NGC improved CLAHE.

the NGCCLAHE or the use of the original CLAHE, the other
sand dust image enhancement methods are all the same. It can
be observed that the contrast of the images in the middle

column is unbalanced, and part of the details, such as the
faces in the image on the top row and the feet in the image on
the bottom row, are too dark to observe. With respect to the
images in the right column, both the contrast and brightness
of all images are balanced, and the details are obviously
observed. These results demonstrate that our method is better
than the original CLAHE at adjusting the illumination.

VI. CONCLUSIONS

In this paper, a method based on halo-reduced DCP dehazing
for sand dust image enhancement is proposed. It includes
three components in sequence: gray world color correction
in the LAB color space, dust removal using an improved halo
reduced DCP dehazing method, and contrast stretching in the
LAB color space based on the improved CLAHE, in which
the guided filter is applied to improve the artifacts from
histogram equalization. Experiments on a large number of
real sand dust images demonstrate that the proposed method
can acquire good color fidelity and proper brightness.

Although our approach works well for most outdoor sand
dust images, it may fail in some extreme cases. Future work
will focus on some exceptional cases where a dust patch
has similar features with a dust-free one, causing all exist-
ing enhancement approaches to fail. To address such cases,
we will focus on using deep learning methods in our next
work.
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