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A MONTE CARLO METHOD FOR THE APPROXIMATE
SOLUTION OF CERTAIN TYPES OF CONSTRAINED
OPTIMIZATION PROBLEMS

Martin Pincus
Polytechnic Institute of Brooklyn, Brooklyn, New York
(Received October 2, 1969)

‘This paper considers the problem of minimizing a function F(z,, - - -, z,) over
a closed, bounded region 8 in n-dimensional space under the assumption
that there exists a unique minimizing point (z;, -- -, z,)eS. In a previous
paper I represented the coordinates of the minimizing point as the limit of
a ratio of integrals. The same type of ratio appears, in a different context,
in statistical mechanics where 2 Monte Carlo method has been developed,
by METROPOLIS ET AL., for its numerical evaluation. The purpose of this
paper is to point out the connection of Metropolis’s method with the above
type of minimization problem. The idea of the method is to associate with
the minimization problem a Markov chain whose sample averages con-
verge with probability one to (approximately) the minimizing point (z;, - - -,
zx). The Markov chain should be easily realizable on a computer. An esti-
mate of the error from sampling over a finite time period is given.

N REFERENCE 4 I gave a formula for the solution of certain types of con-
strained minimigation problems. More specifically, we have the following:
THEOREM. Let F(z) =F(zy, - --,z,) be a real-valued, continuous function over a
closed, bounded domain SC R" =n-dimensional Euclidean space. Further, asgume
there is a unique point z=(z,, - - -, z)€S al which min..s F(z) 18 atlained (there are
no restrictions on relative minima). Then the coordinates z; of the minimizing point

are given by

z.~=klim {fz;exp{~)\F(:n, vzl do- - dx,.}/

1)
{fexp{—-)\F(xl, ezl da- - dx,.}

In particular, the hypotheses of the theorem are satisfied when the closed
bounded region & is convex and the objective function F is strictly convex. The
purpose of this note is to outline a method for the approximate evaluation of the
coordinates of the minimizing point (2, 2, - - -, 2s), i.€., the approximate evaluation
of the ratio appearing on the right-hand side of (1).

The first approximation is in taking X finite. In the proof of the theorem!
it is shown that for given € and X the error

lz.-—{ f ziexp[—\F (z)] dz} / { [ exp[—AF(z)] dz}

SetAe ¥,
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where A and & depend only on ¢ (and of course on F and 8). A and § are related
to the sharpness of the global minimum. Estimates for A and 8 should be obtain-
able under regularity conditions on F such as a Lispschitz condition.

For fixed A\, we then have to evaluate the ratio

B(x):{fz.-exp[—)\l"’(z)] dz;- d:c,.}/ {fexp{—)‘ﬁ'(x)] dz,- - d:c,}

The same type of expression appears in statistical mechanics, where it represents
the average of a physical observable. For the purposes of statistical mechanics,
MetroroLis ET ALY have developed a Monte Carlo method for approximating
B(\) that has apparently been successfully applied for high-dimensional regions,
an outline of it being given in HaMMERsLEY AND HaNDscoMB.1¥  In the following
outline of the method we essentially follow reference 2 with some adaptations for
our purposes.

For large A, the major contribution to the integrals appearing in (1) comes from
a small neighborhood of the minimizing point z. Metropolis’s sampling procedure,
which is described below, is weighted so that the generated Markov chain spends,
in the long run, most of the time visiting states near the minimizing point. There-
fore, the procedure should be more efficient than a direct Monte-Carlo estimate of
both the numerator and denominator.

The idea of the method is to generate samples with density

exp{——-)\F(z)]/ fexp[—)\F(u)] du, (zeS)
f(l:,"‘,-’tg)= ¢

0, otherwise,

where w =(w, - -+, un) and du=du, - - - dun. This is done (at least approximately)
as follows.

Partition the region S into a finite number N of mutually disjoint subregions
8, and replace integrals over S by corresponding Riemann sums using the partition
{S;}. Fix a point y'=(y:’, - -+, ya")eS;. Then one constructs an irreducible,
ergodic Markov chain {X;} with state space {y!, ---,%¥} and with transition
probabilities pij, 1<1i,j<N, satisfying ;=3 ; %:psj, 5=1, ---, N, where »;=
exp[ —AF(y?)]/ S 4=¥ exp[ — NF(y™)]; that is, {x;} is the invariant distribution for
the Markov chain {X;}. It should be noted that in the last expression for x; we
have assumed, for simplicity, that all subregions S; have equal volumes. Then,
using the strong law of large numbers for Markov chains,!!! we have with proba-

bility one
N N
1 = {Z ywiexpl—AF(yH)], - -+, 2 y,iexp[~xF(yi)]}
o 2 X o=t ¥ i=d
= 2 expl—\F(y)]

el
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{f:;exp{-——kl’(z)] dz, ---, fz,,exp{——)\F(:c)] dz}

-

f exp{—AF(2)] dz

=z, - -+, z4), the minimizing point.

In the two ratios above, the denominator divides each component of the veetor in
the numerator. It should be noted that the sample averages (1/m) Y i=r X,
converge with probability one.

So far, it has been shown that, if we ecan construct a Markov chain with the
above properties, we can, by sampling the chain over a ‘long enough’ time period,
obtain an approximation to the minimizing point. In practice, of course, one can
sample only over a finite time period.

The order of magnitude of the error introduced by sampling over a finite time
period can be obtained for each component X;* of the vector X from the factil.?
that E[((1/m) I_F=® X4' —pu,)Y sc¢/m, where ¢ is an absolute constant and

wi= 2217 yarexpl—F(y?))/ 5= exp[-2F(y?)).
From Chebychev’s inequality it then follows that
Pl|(1/m) ZET Xii—us|Z el Sc/etm.

We now turn to the question of how Metropolis constructs a Markov chain with
the required invariant distribution. He starts with a symmetric transition proba-
i=n %

bility matrix P* = (p})1 24,7 <N, ie., pf =pf, pf, >0 and, of course Y ;) pf=1.
The transition matrix of the Markov chain {X;} we are seeking is P =(p;;)1 <1,

7 =N, where
pimilTi, if /7], i%j,
p.~,=[p.:,, i, m/mzl, i,
piit E,-;.i<-.. pii(l—x,/xs),  i=j.

1t is shown in reference 2 that a Markov chain with the above transition matrix
has the invariant distribution {x;}.

A chain with such a transition matrix can be realized as follows. Given that
the chain is in state y* at time k, i.e., {X; =y}, the state at time k+1 is determined
by choosing a new state according to the distribution {p?i, j=1,---,N}. If the
state chosen is y7, we then calculate the ratio »;/x;. If x;/w;21, we accept y’
as the new state at time k+1; if x;/x; <1, we take y’ as the state of the Markov
chain at time k41 with probability x;/x; and take y* to be the new state at time
k+1 with probability 1 —w;/x;. It is easily shown that this procedure leads to a
Markov chain with transition matrix P.

If one has to evaluate the denominator in the expression for =;, the whole
purpose of the Monte Carlo method would be lost. However, the procedure for
determining P depends only on the ratios x;/x; and, therefore, the need for evaluat-
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ing the denominator in the expressions for the «; is circumvented. Only the values
of F itself occur in evaluating the ratios r;/x;.
The author would like to thank the referee for valuable suggestions.
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A COMMENT ON THE MORSE-ELSTON MODEL
OF PROBABILISTIC OBSOLESCENCE

Donald H. Kraft
Purdue University, Lajayette, Indiana
(Received January 20, 1970)

Morse AND ELsTON have constructed a probabilistic model of obsolescence
and fitted it to the circulation of books in a library. This note presents a
modification of their model and fits it to their results to account for time
dependence of their original parameter «. This revised model can be
used to describe the phenomena of obsolescence as seen in such a case as
the usage over time of books concerned with scientific subjects.

ORSE anp Eiston!! have introduced a Markovian process to examine
obsolescence, especially of library materials, in terms of demand. The
applicability of the model in describing the usage of books is discussed more fully
in Morsg,!"! where empirical data are presented to show how the usage of books
changes over time. The primary factor influencing item usage in the Morse and
Elston model is the age of the item. The correlation of book usage to age is dis-
cussed in great detail by Jain.B4 Morse and Elston’s model is based on the
assumption that

Pr{R() =n|R(t—1) =m} = =m(atbm)/nl.  (1=0,1,2,---) (1)
where R(t) represents the demand for an item ¢ years old. This implies that
E[R()]=8(t) =[8(0) —a/1—blbt+a/1—b

=S(0)bt+a(1—b)/(1—b) =S(Obt+a_ ‘=t b, @
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