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pected waiting time 1t the FIFO discipline were used (see, tor example, reterence 1)
S0,

E(LY=EWp)=[2_\ZI NEPI20-3125 o)

By applying the theortem and simplifving, the corollary follow s
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A NOTE ON PATTERN SEPARATION

Richard C Grineld
U nitersity of Califmma Berkeley California

{Recerved My b 1069)

This note desceribes a hnear programming method of sepirating two not
necessarily disjomnt convex polyhedral setsin E»  If the sets are disjoint, 1
strictly separating hyperplane 1s generated that maximizes ind equalizes
the distance between the sets and the hyperplane If the sets intersect
1 hyperplane 1s generated that minimizes the maximum error

HESETS | Lh=1,2, ,miand {B,,=1,2, i} ate collections of pomnt~

m E*, their convey hulls being denoted C, and €, This note examines hnea
programming methods of <eparating C, and Cp with a hyperplane  If ~ome hy per-
plane separates C, and C, strictly, the set~ are ~eparable  If the <et- are not ~epara-
ble, any hy perplane will leave pomts of C, 01 Cp, on the wrong <ide  The distance
of mcorrect points trom the hy perplane 15 called the error distance  For example,
if {z|xrc =7} 15 the hy perplane, pomnts m C, should satifv ze >+, and 1,c <y, then
the error for point .1, 1ny— 1,c

Margasarian[ has designed a linear program with n+2 constramts ind A +m
nonnegati e variables for separating C, and €,  If the <et~ are dijjomnt, a strictly
separating hy perplane 1s supphed that fends the sets off equally and maximizes the
distance between set and hyperplane The techmque detects i nonvoid inter-ec-
tion, but no hy perplane 15 supplied  Suita®® has devised a computationally more
difficult method fer the nonseparable case that mmimizes the total error distance
If the sets are separable, any separating hy perplane has zero error and 1~ thus opti-
mal, and the program has n41 constramnts with A +m upper and lower bounded
variables (see reference 4) Mangasarian’s multi-surface method!? 1< designed for
the nonseparable case, it constructs a piecewise lmear function to separate the
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pomnt set~ In some situations, hike the example at the end of this note, this may
not help i deciding about new points

Before a pattern-separation problem 1~ solved, the separability of C, and Cy 1~
unknown The method presented here 1~ directed to this atuation  If the <ets are
separable, the results of reference 1 are duplicated, when the <et~ imter<ect, 1 hy per-
plane 1~ generated that mumimizes the largest ertor The linear program (3) has
n-+2 constraints, & +m nonnegative variables, and one free variable A hiomediecal
example and computational results using this algorithm and Smith’s are available
in reference 5

BACKGROUND, DEFINITIONS

THE NoTATION, motivation, and terminology used here are de~cribed i reference 1,
pp 444-447, we will review these results by conuidering problem (19) on page 447 of
this reference

maximize a—f

subject to Ac—eaz=0 —Bc+1320, =z«

1

v

-
This problem alwayvs has an optnlml ~olution, (¢, &, B .

If the sets are separable, &-—ﬂ_]s posttive and (¢, [@+8] 2) 1~ a ~eparator, 1 e,
dé—e(@+B)/2>0 and Be—l(@+B) 2<0 It can be <hown m thic case that
(c, [@+B1/2) ~olves

max{min[d,c—v,B,c++1=1,2, |, my=1,2, il
subject tof=c= —f If the <et~ intersect, @ —f 1~ zero, and (0, 0, 0) ~olv e (1)
Defimtions (1) D 1 a (A4+m) X (n+1) matriy

o[ ]

(1) D, 1~ the 1th row of D
(m)d= (Z'ﬁ:’l" D)) /(h+m) 1~ the row average

(1v) w15 the (n41)st column vector

(v) For anyv w, the error on the sth pattern 1x —mm [D,w, 0]

(v1) h1s a (k+m)-dimensional column vector of ones

It 1~ easy to <ee that w s a separator if and only if Dw >0  Also, for any w, the
maximum error over all patterns i —min [0, D,ulr=1, 2, , h+m]

THE PROBLEM, RESULTS

Wr prOPOSL to ~olve the following problem max mm [Dawla=1,2, , h+m]
subject to dw=1 The constraint 1~ a normahzation that bounds the <olution et
This problem can easily be transformed into a limear program

maximize p

(2)
subject to Dw—hp20 and dw=1,

where p 15 a scalar
Ovr main result 15 stated below, it 15 an extension of Theorem 1 of reference 1
TaEOREM (1) Problem (2) has an optimal solution 1ff d = 0
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() If (i, p) solves (2) and p >0, then i defincs a separation that maxinuzes the
mimmum of the D, subject to dw =1
(1) If (w, p) solves (2) and p <0, then no separation exisis and w defines a hyper-
planc that minamazes the mazvmum error, subject to dw =1
Proof Fir<t, note that <ome u <olves dw=1ff d=0 It d=0, then (u, p)
satisfyingduw =1 and p=mm [Dufs =1, 2, , k+m] 1~ feasible for (2)
Problem (3) 1~ the dual of (2)

minimize g 3)
subject to D'u—d’'g=0, hu=1, uz0
(u, B) = (h/lh +m], 1) 1~ alwavs teasiblc fo1 (3)  When ds0, both primal and dual
are feasible and an optimal <olution exists, establiching (1)
Optimahty of (@, p) implies

[)=mm[D,12v’1=l, 2, Amlizmm{Daufi=1 2 A+mj 4)

for amyv u ~atistying du =

To demonstrate (), suppose 5 <0 and u ~atisfies Du >0 For ~ome positive
scalar A, Daw>0 and dhu =1, contradieting (4)  Thus, 1t =0, no <eparitor
exists  Note that

0zs=mmnlD,aji=1, 2 , l+m]=mm[0,1),i|z=1 2 k4] (41

This and (4) indicate that @ mimimizes the maximum c1ro

COMMENTS, AN\ EXAMPLE

Ty HULLs €, and Cy can be conwidered a~ figure~ i E* with each pomt, 1, m B,
having unit mass  Note that

(k+m)d= (3 =F A~ 202k B, m—Db

Thus, d=01t and only t m=kand 3027 1, =371 B, this 1~ caun dent to the two
figures having equal mass and identical centers of gravity

In most problems, h4+m>n  Thus, solvmg (3) 1~ more efhaent

A< an example, suppose, unknown to the decision maker, that the pomts 1, and
B, anse with equal probability from two arcular umtorm distributions m the plane
The 1, distnibution 1= centered at (1, 1) and the B, at the ongin  Both distitbu-
tions have radius 1 The question 1~ whether a new n-vector arises from the |
distribution o1 the B The linear decision function defined by w = (1, 1, 1) mim-
mizes the probabihty of a dlassification erxor It 1~ apparent that the sowtion of
(2) will approuumate the <ame deciston surface for large ~ample wize  Problem (1)
would onlv indicate that the two et~ overlap  This example, of course, presents
(2) at 1ts best
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