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Seth Bonder 181

tion for z  Substituting (4) mto (5) and emploving the known result that Elz)=
1/P; give the desired result

E(T)=ra4n,—1atatr) /Pt (rm+10) /pI(A = 10) /Py 1 — Py (6)

The reciprocal of (6) 1~ the Lanchester attrition rate as defined by Barfoot for the
case of a single P,
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AN APPROACH TO REDUCING THE COMPUTING TIME FOR
DYNAMIC PROGRAMMING

Peter ] Wong
Stanford Research Institute, Menlo Park, ('alifornia

(Recerved August 1968)

This note presents a procedure for reducing the computing time for dynamie
programming when the optimal control function can be assumed to be piece-
wise smooth

N THE standard dynamic programning procedure, one must <earch the entire

admissible control et Ulx, k] to find the optimal control u®(x, k) at state » and
stage k' Ideally, one would hike a method that would restriet the <earch within the
control set U[x, k] to some smaller subset based on the local nature of the optimal
control function u®( , k) DrryFusll has suggested that the search for u®(x, k)
be restricted about previously computed values u(x+4, k) or u®(x, k+1) It
can be seen that this procedure will not adequately handle rapid changes in the
optimal control function u®( , k), and 1t allows errors m caleulating u®(x, k) to
propagate both mn the state variable x and the stage varable &

The procedure presented i this paper 1s similar to the procedure just discussed,
except the computations proceed m two stages The first stage uses a coarse lat-
tice structure i an attempt to determine the magnitude of local variations in the
optimal control function u®( , k) The second stage calculates the optimal control
at pomnts between the coarse lattice pomnts by using information from the first stage
to hmt the region of search within the control set U[x, k]  Although errors in cal-
culating u®(x, k) propagate in the stage variable 4, the procedure does not allow the
errors to propagate n the state variable x
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THE PROCEDURL

THe prOCI DURL Wwill be described to1 the case xeE* and u(x, A)eE?, the exten<ion to
the general case xelE™ and u(x, A)eEL? bemng ~traighttorward It will be assumed that
the state space has been adequately quantized mnto a umform rectangular lattice
structure  Define the optimal control u®(x, &) a~ fully calculated 1t the entire ad-
missible control set U [x, A] 1~ ~earched to compute u®(x, &), and partwally calculated
if Ulx, A] 1~ partially <earched

Let S be the ~et of points in the lattice structure  Define S* to be the ~ubset
of pomts in S that are in the umtorm rectangular lattice structure with 2Az, a~ the

PARTIALLY
2 CALCULATED

{€ 5-S*) \

4 O o O o
FULLY

3Q o o] o] O CALCULATED
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Fig 1 Lattice structures for S and S*

quantization increment along the 1th coordmnate (see Fig 1)  Caleculate u(x*, k)
for each x*eS* by searching over the entire admissible control et Ufx*, k] Conse-
quently, for each x*eS*, u%(x* k) 1~ tully calculated It remains to calculate
u®(x, k) for each xeS-S* However, rather than search over the entire admissible
control et Ulx, k] for each xeS-S*, we will search Ulx, k] partially, with the re-
gion of search determined by values of u®(x*, &) at neighboring lattice poimnts,
x*eS*

Referring to Fig 1 for any lattice point xeS-S*, there 15 at least one pair of
points a*, B*eS* such that (1) x 1s at the mudpont of the line joning a* and §*,
and (n) «* and B* lie on the rectangle of side 2Az, centered about » A pair of
pomnts a*, B* satisfying these properties will be called a bounding pawr for x  From
Fig 1, we see that the pomt (0, 1) has the bounding pair (0, 0), (0, 2), and the
pomt (1, 1) has the bounding pairs (0, 0), (2, 2) and (0, 2), (2,0) Now to calcu-
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late u®(a, A) 1ot 1eS-S* we i use the previoush cdculited v s of optimal
control 1t 1 bounding pan e*, 3* to 1estriet the 1egion ot <eareh withm the admis-
<ible control ~set T{v, A} \ possible 1mule proved <uccesstul m practice s to ~each
tor (v, A) m the mtersection of T {x, A] and the 1egion
Uy [wie* A)4+u(3* hil— ue* hj—u(3* h)sSulx 1)
(1
S {ude* Ay+ub(3* B4 ue* F)—u3* b

(See Tig 2) Tt rapid changes exist m w® , 7y m the neighborthood of 1, then the
th~olutc difference u®(a*, ) —u%3* &) <hould he Tuge, thus rcquinmg 1« Luge

CONTROL v, [k_J,O (Q*,k) + !o (b_*,k)] +
) / W (a* k) - W (3" K)]
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Fig 2 Region of search for U%x, 4)
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portion of the admussible contiol set U [x, A] to besearched  Converselv, it therate ot
change of u®( , &) 1> small near x, then a ~maller portion of the control wet 1~ ~earched
If the best control 15 found to be on the boundary of the region described by (1),
then the region of ~eaich can be further expanded and the <earch for u’(x, &) con-
tinued until either the best control 1s 1n the mterior of the 1egion of ~earch or on the
boundary of U[x, A] Consequently, the region of search within the admis-ible
control et 15 continuously adjusted to take mnto account the local nature of u®( k)
It 1s to be noted that errors in calculating u®(x, k), veS-S* due to a partial search
of Ulx, k] do not propagate thiough the lattice structure for a given -tage variable
L, since the search for each u®(x, k), xeS-S* 1s based on fully calculated values of
optimal control and not on partially calculated values of optimal control

In concept, rapid changes in u®( , k) should mply a large v alue for fu’(e*, #) —
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u®(B*, k)| However, cases eust where rapid changes m u®( , 4) coupled with too
gross a lattice structure will give mappropriate regions of ~earch dictated by (1)
Figute 3 illustrates such an example, where (1) umquely (and meorrectly) deter-
mines the value of control without search  \ more complex rule to overcome the
problem~ m Fig 3, would be to extrapolate ineatly trom two fully caleulated v alues
of contiol to the ‘left’ and from two fully calculated values to the ‘right’ of the
partially caleulated pomnt x and then to search i the 1egion bounded by these esti-
mates  (The author would like to thank a reviewer for the example and the as-
~ociated rule )
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Fig 3 An example where the procedure fails

If the optimal control function u®( , &) 1s smooth over large regions of the state
space, then the admissible control set 1s fully searched only for x*eS* and for per-
haps xeS-S*, which are near regions of rapid change For a state space of dimen-
sion 7, 1t can be shown that

(number of points S*)/(number of points S)=13 »
Consequently, depending on the smoothness of u®( , k), the procedure can realize
a significant reduction in computing time

CONCLUSION

IF oNE knew beforehand that the optimal control function u®( , k) were smooth,
then the computational time could be reduced by using a coarse lattice structure
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accomnpanied by the approprate polynonual fit between lattice pomnts  However,
1 many cases one does not know heforehand whether the optimal control func-
tion will be sufficiently <mooth to yustify this approach  In this case, one has no
alternative but to use 4 fine lattice strueture m calculating the optimal control func-
ton  For problems m this latter category, the procedure m this paper 1~ similal
to an adaptive learming process  In particular, 1 coarse lattice structure i~ first
u~ed to learn about the nature of u®( , 1), and then thi~ knowledge 1~ apphed to the
finer lattice structure

Lapetience on some simple two-cimensional examples m whieh the optimal
control function was known to be precewise smooth gav e reductions on the order ot
50 percent with Iittlc o1 no loss m accuracy  The extra programming effort to
unplement the procedure over the standard divnanmic programnmung igorithm 1-
~mall, 1ind essentially consists of addimg i extra iterative loop n the program
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AN ALTERNATIVE PROOF OF A CONSERVATION LAW
FOR THE QUEUE G/G/I

Linus Schrage
The U miversity of Chicago, Chicago, Hlinors
(Received January 9 1969)

KLEINROCK first showed that, for a multiclass M. G 1 queue, the expected
waiting times for all classes satisfy 1 simple linear equality constraint that
15 independent of queue discipline for a large class of disciplines  We gen-
eralize here the conditions under which this result holds ind give a simple:
proof

E STATE and prove a theorem, fust given by Kui 1nRock,!? whose onignal
tatement was for the queue with Poisson mput and geneial independent
service Hete we make no similar assumptions about the arrival and ~ervice proc-
esses other than that the first two moments exist for the service process and the
first moment ewsts for the arrival process Our proof i~ perhaps shghtly simpler
than the proof given n reference 2
Consider the queue G/G/1, that 15, an arbitrary arrival stream and service
process No assumptions about independence arc made we require only that
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