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AN EXPERIMENTAL INVESTIGATION AND COMPARATIVE
EVALUATION OF FLOW-SHOP SCHEDULING TECHNIQUES

Said Ashour
Kansas State University, Manhattan, Kansas
(Received January 2, 1969)

This note is concerned with the solution of the flow-shop scheduling problem
where all jobs have the same machine ordering. Because of the combina-
torial nature of this problem, most practical situations remain unsolved.
Various techniques such as switch and check, branch and bound with and
without backtracking, modified decomposition, and rounded linear pro-
gramming have been proposed by several investigators. However, no com-
parative evaluation of these procedures has been previously made. This
note investigates the solutions obtained by these procedures considering
both the quality of the solutions and the computational efficiency. Ex-
tensive experimentation has been conducted and significant results are re-
ported. The effects of changes in the size of problems on the above criteria
are also included.

HE FLOW-SHOP scheduling problem consists of a number of jobs to be per-

formed through various machines. Each job has a number of operations to
be processed on the machines in a specified machine ordering that is the same for
all jobs. The processing time for each of these operations is known. The objec-
tive is to schedule the jobs on the machines so that the sequence is optimal with
respect to the minimum schedule time. The usual assumptions made are (1) all
jobs are known and ready for processing; (2) all jobs are processed once and only
once on each machine; and (3) in-process inventory is allowed. A complete set of
assumptions is provided in references 1, 6, and 7.

In view of the combinatorial nature of the flow-shop problem, an exclusive
enumeration of all possible sequences for most practical problems is impossible,
even though computational abilities are increasing concomitantly with the de-
velopment of faster and more powerful computers. However, following Theorems
5-1 and 5-2 in CoNwAY ET AL,!¥ it is sufficient in flow-shop problems having up to
three machines to consider only the permutation sequences, that is, the sequences
in which all jobs are processed in identical order on all the machines.

The general flow-shop problem has attracted the attention of many researchers
over the last decade. The purpose has been to develop efficient algorithms for
arriving at optimal solutions. In this paper, the so called optimal-producing
methods explicitly assume that the same sequence of jobs will be followed on all
machines. This assumption is restrictive for problems having more than three
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machines, since it is not sufficient to consider the J! sequences only, where J is the
total number of jobs. It should be pointed out, however, that the optimal permu-
tation solution will be simply referred to as the optimal solution.

Although a number of optimal- and suboptimal-producing techniques has been
proposed, comparative evaluation of these procedures has not previously been
made. The purpose of this paper is to investigate the solutions obtained by switch
and check,”1.19 branch and bound with and without backtracking,i22.5912 modi-
fied decomposition,!t4 and rounded linear programming.®¥® All algorithms except
rounded linear programming were programmed in FORTRAN IV for IBM 360/50
computer. Techniques are compared considering both the quality of solutions and
the computational efficiency.

REVIEW OF SOLUTION APPROACHES

THE BAsIC concepts of the approaches under consideration in this paper are reviewed
very briefly. The switch and check proposed by SmitH aNp Dupek!¥ relies on
changing one partial sequence to another through switching the jobs around. Job-
and sequence-dominance checks are considered to eliminate many of the alterna-
tive partial sequences at each sequence-position.

The branch-and-bound technique has been developed for the solution of flow-
shop problems by IaNaLL aAND ScHrAGE!Y and Lomnicki!® independently. The
basic concepts of this technique are the partitioning of the set of possible solutions
into necessarily smaller subsets and the application of a lower bound on the schedule
time to identify a subset containing an optimal solution. A backtracking process
may be embodied in this technique to guarantee optimality; however, a solution
that may or may not be optimal can be obtained without backtracking. The
branch-and-bound algorithm used in this research employs the lower bound of
Lomnicki.'® This is based on a comparative evaluation of five lower bounds
conducted by AsHOUR AND QURAIsHIL !

The decomposition approach developed by Ashourl! is one of partitioning the
original set of jobs into a series of a smaller, more manageable subsets, each of which
consists of half the total number of jobs. Each of these subsets is solved by one
of the existing techniques to determine its best sequence. The schedule times of
the subsets are then combined to form a schedule time for all jobs of the original
set. This approach has been modified by improving the partitioning and combin-
ing phases in addition to the use of the branch-and-bound technique without back-
tracking for obtaining the solution of the subsets.1!

Finally, the rounded linear programming solutions have been obtained by
Giaro AND WaGNER® employing the simplex method (ignoring the integer con-
straints). The fractional values obtained are rounded to integers.

COMPUTATIONAL RESULTS

Tars sEcTION is devoted to the computational experiments conducted and their
findings. The experiments consist of 550 problems that were selected with six to
twelve jobs and three to five machines. The entries of the processing-time matrices
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were generated at random from a uniform distribution between 1 and 30, inclusive.
The quality of solutions and computer times for all experiments are summarized
and discussed below. The quality of a solution obtained by one of the suboptimal-
producing methods, referred to as efficiency, is defined as the quotient of the optimal
schedule time and that solution.

Experiment I consists of 100 problems, each of which has six jobs and three
machines. It was mainly designed to compare the efficiencies obtained by switch
and check, branch and bound (with and without backtracking), and modified
decomposition techniques with those previously obtained by a rounded linear pro-
gramming procedure from a similar experiment.® Although the data of both
experiments were produced by different random generators, the sample average

TABLE 1

ErrIciENCIES AND CORRESPONDING NUMBER OF PROBLEMS SOLVED
BY SUBOPTIMAL-PRODUCING TECHNIQUES

Branch-and- Modified Rounded
Efficiency bound without deco ition linear
back tracking mpositio programming
1.00 45 43 8
©.95 3z 49'@ 19
0.90 15 6 22
0.85 7 2 26
0.8 1 Iz
0.7% H 8
©.70 4
0.65 1
o.6o 1
100 100 100

o Tlustration: The number of problems solved by decomposition having 0.95 < effi-
ciency < 1.00 i$ 49.

and standard deviation of the optimal schedule times found in our experiment are
126.58 and 18.38, respectively compared to 125.95 and 18.46 obtained in the similar
experiment. Thus, it would be permissible to eompare the results of both experi-
ments. The efficiencies with their corresponding number of problems for the sub-
optimal-producing methods are shown in Table I. Clearly, the efficiency of both
optimal-producing methods is 1.0. Table I shows a clear inferiority of the rounded-
linear-programming procedure. From the computational point of view, it has
been stated that the solutions do not seem sufficiently close to the optimal schedule
times to warrant the amount of computational times involved.! Rounded linear
programming solutions are, therefore, not obtained for problems of larger sizes.
The number of optimal sequences generated by switch and check was compared
with those found by a complete enumeration. Of the 720 possible sequences in
each of the 100 problems, the number of optimal sequences ranged from 1 to 120,
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with an average of 15.3. Switch and check evaluated 16.3 sequences on the aver-
age, finding from 1 to 10 optimal sequences with an average of 2.6: a rather small
fraction of the total, especially in cases where many optima exist.

For a complete assessment of the various techniques, comparative results ob-
tained from Experiments I through XI are displayed in Table II. All four tech-
niques were run on all 550 problems. Detailed pairwise comparisons of techniques
are discussed below.

Optimal-Producing Techniques

As mentioned earlier, switch and check and branch and bound produce a permu-
tation optimal schedule. This solution is necessarily global optimal only for flow-
shop problems with up to three machines. Table II shows the average computer
time and number of sequences generated by switch and check and the average
computer time and number of nodes explored by branch and bound.

As can be seen from Table II, the computation time increases rapidly in both
techniques because of the combinatorial nature of the problem. Based on the data
of all experiments one would be inclined to assume that the passage from J to J +1
jobs increases the amount of computation time in switch and check and branch and
bound by a factor of about 6 and 2.5, respectively. With the same number of
jobs but increasing the number of machines from M to M +1, the amount of com-
putational time spent in the former increases with a higher rate than that in the
latter. The reason is that in filling each sequence position by switch and check,
M —1 conditions must be computed for each of the job- and sequence-dominance
checks. Similarly, in branch and bound M bounds must be computed for each node
to find the corresponding lower bound.

Upon examining the results obtained from individual problems with each ex-
periment, it was apparent that the number of sequences generated by switch and
check and the number of nodes explored by branch and bound vary greatly from
one problem to another. Consequently, the computation times vary greatly within
each experiment—see the ranges for both techniques in Table II. The reason is
that the criterion used in this research is the schedule time, which is a function of
the processing times. Therefore, the partial sequences to be checked for dominance
and the nodes to be explored depend on the processing times of the jobs on the
machines.

It is of interest to note that the computer time is increased regardless of the
number of sequences generated by switch and check. The obvious reason would be
the increase in the number of partial sequences to be checked for dominance at
each sequence position. Hence, the technique is not efficient, especially as the
number of jobs increases. It should be pointed out that in Experiment XI—
(12 X 3) problems—only 18 out of 25 problems were solved. We set a time limit
of 3600 seconds in the computer program for solving each of the remaining problems
by switch and check. The computer stopped earlier than the time limit in five cases
without obtaining any solutions. The reason for this is that the dimensions of the
FORTRAN variables corresponding to the partial sequences resulting from the
job- and sequence-dominance checks exceeded the computer core. No solution was
obtained for each of the remaining four problems within the time limit.
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It is quite surprising that, for the same experiment, branch and bound produced
the optimal solutions in far fewer numbers of nodes, and hence less computer time
than those obtained for smaller-size problems. One logical justification for this
observation could be that, in large problems, many optimal solutions may exist,
and, in general, a solution is obtained with less searching of the scheduling tree
than might be expected.!® In general, however, in terms of computer time, the
data obtained from all experiments shows the clear superiority of branch and bound.

Suboptimal-Producing Techniques

In order to make branch and bound more attractive from the computational
feasibility point of view, only the least number of nodes, which is approximately
[J(J +1)1/2, was explored. Thus the solution obtained, which may or may not be
optimal, is referred to as a branch-and-bound solution without backtracking. The
modified decomposition method, which also does not guarantee optimality, was
run on the same sets of problems. A complete set of arrangements was evaluated
to obtain the modified-decomposition solutions for problems having up to 8 jobs.
However, for problems with 10 and 12 jobs the modified decomposition solutions
are obtained by generating and evaluating only a subset from the set of all arrange-
ments that are 10!/(5!)2 and 12!(6')? or 252 and 924, respectively. The numbers of
arrangements evaluated in both experiments were 220 and 108. In problems
having 7 jobs, a job is added with zero processing times on all machines. There-
fore, the resulting set of 8 jobs can be partitioned into two subsets each having 4
jobs.

As can be seen in Table II, the solutions obtained by these two suboptimal-
producing techniques yield high efficiency. The average efficiency ranges between
0.92 and 1.00. In terms of quality of solutions, there is no significant difference
between the two procedures. However, modified decomposition is inferior to
branch and bound without backtracking in terms of computational time. In
general, the computer times spent to obtain the solutions by modified decomposition
were less than those obtained by the optimal-producing techniques. In comparing
branch and bound without backtracking with the optimal-producing techniques,
the former is computationally feasible for larger problems but at the expense of the
quality of solution.

Observe that the computer times required to obtain the modified decomposi-
tion solutions have small variations from one problem to another, because of the
fixed number of arrangements evaluated for each of the problems with the same
number of jobs. Similarly, in branch and bound without backtracking only one
node is explored at each level of the scheduling tree. There is, therefore, no signifi-
cant variation in the number of explored nodes, and, thus in the computer time
spent,

SUMMARY AND CONCLUSIONS

THE BaSIC objective of this research was to compare various scheduling procedures
for the solution of the flow-shop problem. A brief review of the techniques subject
to comparison in this paper was given. Extensive experimentation was performed
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to carry out the investigation. The techniques were compared on the basis of two
criteria: quality of solution, and computer efficiency.

Switch and check and branch and bound with backtracking produce an optimal
solution but at the expense of excessive amounts of computational effort. Thus
the optimal-producing techniques are computationally feasible for only small-size
problems. Branch and bound without backtracking produces quite good solutions
for quite modest computational times. Modified decomposition produces equally
good solutions, but requires more computer time, though still considerably less
than that required by the optimal-producing techniques. Modified decomposition,
however, increases the capability of the optimal-producing techniques for solving
larger or more practical problems. Although linear programming has a potentiality
in the future, the resulting solutions do not seem sufficiently close to the optimal
values to warrant the computational effort involved. Thus, this procedure is not
comparable with others, at least for the time being.
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ON THE MERIT OF THE GENERALIZED ORIGIN AND
RESTARTS IN IMPLICIT ENUMERATION

Harvey M. Salkin
Case Western Reserve University, Cleveland, Okio
(Received September 12, 1968)

This note discusses the concept of starting a (zero-one) tree search at an
integer solution obtained from the associated linear program and restart-
ing it at improved feasible solutions. Computational experience indicates
that the length of the enumeration is inversely proportional to the closeness
of the origin to the minimal integer vector.

IN THIS note we are concerned with the zero-one integer programming problem:

Minimize <y,
constrained by Aysh,0SysSe, 1)
and y integer. @

Here A is an m Xn matrix, and ¢ is an n-column vector of ones.

Search algorithms (see e.g., references 1, 3, 5, or 8) may be described as enumer-
ative methods that endeavor to explore nonredundantly the 2" values of y. Each
contains a bookkeeping scheme to keep track of the enumeration, and criteria
that seek to eliminate large portions of the total search (to enumerate implicitly)
by verifying that it would be useless to consider certain vectors as candidates for
improved solutions.

Often, to gain nonnegativity in the cost row, the search is initiated from the
point y°, the origin, where y,°=1 if ¢;<0, otherwise y;°=0. (The bookkeeping
schemes usually require that the enumeration be started from the point 0, which
is accomplished by introducing the complementing variables §;=1—y; for the j
with y#=1.) Rather than commencing the search at the point determined by the
negative costs (referred to as the ‘natural’ origin), one may first solve the integer



