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This paper considers the extension of the linear approximation problem
minimize || subject to AX+e=b to the case where the elements of b are
independent random variables with known distributions. This extension is
accomplished by the use of chance constraints. An analysis of this sto-
chastic problem shows that the problem can be solved by some of the power-
ful computational methods of approximation theory.

N MANY applications the problem arises of finding the best approximate solu-
tions to a (possibly inconsistent) system of linear equations

Az=b, @

where A is given m Xn matrix and b is given vector. These solutions are defined
as the optimal solutions of the minimization problem:

minimize [l subject to Az+e=b, @)

where ¢ is the error (or residual) of the approzimate solution z, and the norm | ||
is some measure of the approximation error. Minimum rather than infimum is
used here and in the following problems because, in each case, minimizing solutions
can be shown to exist. For problem (2) this is well known, e.g., by reference 3, p.
20. For problem (3) this can be shown via the equivalent problem (18).

In this paper we consider the extension of the linear approximation problem
(2) to the case where the elements b;, i=1, - - -, m, of the vector b are independent
random variables with known distributions Fi( ), =1, ---,m, and where the
approximate solution z has to be chosen before b is observed. The stochastic
version of (2) considered here is the following chance-constrained problem:

minimize [e] subject to PlAdz2b—el2a;, Pl{Adz<bteZam, «20, (3)
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where P {E} denotes the (vector) probability of the event E and the vectors oy =
(a1;) and ap=(as;), =1, ---,m, are given lower bounds on the corresponding
probability constraints, which are written in detail as

P{Y Rt aizi2bi—e}Zan, Pl Zf:: aiizi<bitelzan, t=1,.---,m.

For the monotonic norm || || (see definition in the next section) and A of full row
rank, problem (3) is equivalent to the consistent system of linear equations (20),
and the minimal approximation error is given by (19) [under the same assumptions
for the linear approximation problem (2), the system (1) is consistent, and thus the
approximation error is zero]. For general 4, the deterministic equivalent of (3)
is a linearly constrained minimization problem [see (18) or (21) below] of the type
associated with the linear approximation problem (2) with monotonic norm || ||
These results show that the stochastic linear approximation problem (3) is a
natural extension of the problem (2), yet is in the domain of applicability of the
powerful computational methods of approximation theory (see, e. g., reference 3).

PRELIMINARIES AND NOTATIONS

For ANy vectors z=(z;), y=(y:) in R" we denote by: |z| the vector (|zi]), 1=
1, ---,n; 2 Sy the fact z;5y,, t=1, ---, n; z<y the fact 2=y, z5y; z<y the
fact z;: <ys, t=1, ---, n.

The norm || || is called monofonic if, for every z, yeR",

|z]Sly] implies |zj|<|jyll, (5)
strictly monotonic if, in addition to (5),
[z|<lyl implies |lz{|<liyll,

absolute if, for every zeR™,
=l =1zl (=the norm of the vector |z|). (6)

It was shown in reference 1 that (5) and (6) are equivalent, i.e., a norm is
absolute if and only if it is monotonic. The best known such norms are the L,-
norms

lel=lell= (=T lesl?)r?, 15,

in which case (2) is the L,-linear approximaiion problem. In particular, for the
Ly-approzimation, p=1; for the least-sguares approzimation, p=2; and for the
Tchebycheff approzymation, p= =, i.e., [¢[, =max{le]: =1, --+,m}.

In what follows the norm || || is assumed monotonic. The equivalence of (5)
and (6) thep implies that (2) is equivalent to the minimization problem

minimize || (|J4z—b])]. )

With the distribution functions F;, ¢=1, ---, m, we associate certain vectors as
follows: For any vector y =(y;) in B™, F(y) is the vector [F;(y:)], 1=1, -+-,m.
Forany 1=1,---,mand 05651, let

7 (8)=inf(n:Fi(s)26} and F:'(0)=sup{n:Fi(n)S6}.
The vectors a; = (), @2 =(as;), 1 =1, - - -, m, given in problem (3) are probability
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bounds, so necessarily, 0<a;is1, j=1,2, i=1,---,m, or 0Sa, azSe, where 0
is the zero vector and e is the vector of ones.
Finally, we introduce the vectors F'ay)=[F,'(as))], i=1,---,m, and

Pie—a) =[P (1~am),i=1, .-, m.

THE DETERMINISTIC EQUIVALENT

IN THIS sECTION We study the deterministic equivalent of the stochastic approxi-
mation problem (3) with the constraints

PlAzzb—elZa, ®3)
PlAz<b+el2a, 9)
20, (10)

Using the notations of the previous section, we rewrite (8) as:

P{Az2b—e}=PlbSAx+el=F(Az+¢)2a, 3"
which is equivalent to
Azt ez F 1 (ay). 8"
Similarly, (9) is rewritten as
PlAz<b+e}=Plb>Az— e} =e—F(Az—€)2 o, 9)
or
Az—exP1(e—as). @)
The deterministic equivalent of (3) is therefore
minimize ||| subject to (11)
Az+e2F (o), 8")
Az—esP-1(e—a), (9")
e=0. (10)
Subtracting (9”) from (8”), we find that
22 (F (@)~ F1(e—a)}. a2)
Writing
=1 [F Y (a) P (e—a)}, 13)

we see from (12) that, for €20, the constraint (10) is redundant, since it is satisfied
whenever (8”) and (9”) are. From (13) and the definitions of F~i(a;) and F~1(e—
az), it is clear that €220 if a; >e —asy, that is,

aritasi>1, i=1, ..., m. (14)

Recalling from (4) that ay;, asq, t=1, - - -, m, are somewhat like confidence levels
(hence normally close to 1) it is clear that (14) will be satisfied in all meaningful
applications.

Combining (12) and (13) gives now

e=e+35, 820, (15)
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which, when substituted in (8”) and (9”), results in the two-sided constraint

—35Az—s3, (16)
where
#=14 (P (a)+P ' (e—as)} and 320. an

Thus we have proved:
TreoreM. Let oy >e—ay and let by, i=1, - - -, m, be independent random variables.
Then the stochastic linear approzimation problem (3) is equivalent to the minimization
problem.

minimize [ ¢438|] subject to —85Ax—8°<s and 320, (18)

where ¢® and 3° are given by (13) and (17), respectively.
As an easy consequence of this theorem we have:
CorovLLARY. Let the norm || || be monotonic. Then: (i) The value

el =24 IF~(ar)—F-(e— o) (19)
18 a lower bound for the optimal value of problem (3). (ii) If the system
Az= (=14 (FY(a1)+F1(e~a)}) (20)

18 consistent, then its solutions are opltimal solutions of (3) with oplimal approximation
error ¢® given by (13) and optimal value equal to (19).

Finally, we observe that the conditions €°20 and §20 imply that |{|*+8]| =
l(e*+]d])]l. Thus (18), and hence (3), is equivalent to the minimization problem

minimize || (¢4 |4z~8)]|. (21)

Comparing (21) with (7), we note that the former has (19) for a lower bound.
Hence if || || is monotonic and A is of rank m [i.e., (1) is solvable for all b} so that
(7) is error free, the optimal error in (21) will still be €, which is dependent only
on the confidence levels oy, 3. Every component of € is a monotonic nondecreas-
ing function of the corresponding components of ay, «;. Raising the confidence
levels thus increases the error.
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