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An interactive 2-step theory of lexical retrieval was applied to the picture-naming error patterns of 
aphasic and nonaphasic speakers. The theory uses spreading activation in a lexical network to 
accomplish the mapping between the conceptual representation of an object and the phonological 
form of the word naming the object. A model developed from the theory was parameterized to fit 

normal error patterns. It was then "lesioned" by globally altering its connection weight, decay rates, 
or both to provide fits to the error patterns of 21 fluent aphasic patients. These fits were then used 

to derive predictions about the influence of syntactic categories on patient errors, the effect of 
phonology on semantic errors, error patterns after recovery, and patient performance on a single- 

word repetition task. The predictions were confirmed. It is argued that simple quantitative alterations 
to a normal processing model can explain much of the variety among patient patterns in naming. 

Difficulty in word retrieval is the most pervasive symptom 

of language breakdown in aphasia. As with other symptoms of 

brain damage, word retrieval is subject to graceful degradation 

(Marr, 1982; Rumelhart & McClelland, 1986): Unsuccessful 

attempts at retrieval generally resemble the target, either in 

sound or in meaning. The similarities between these aphasic 

"paraphasias"  and normal slips of  the tongue have been appar- 

ent to most students of  aphasia, among them Sigmund Freud, 

who asserted that " the  paraphasia in aphasic patients does not 

differ from the incorrect use and the distortion of  words which 

the healthy person can observe in himself  in states of  fatigue or 

divided attention" (Freud, 1891/1953, p. 13). 

We call this claim the continuity thesis. In this article we 

examine the continuity thesis in the context of  word retrieval 

in production, using a spreading activation model to predict the 
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distribution of  error types in normal speakers and fluent aphasic 

speakers in a picture-naming task. A major objective was to 

extend the range of observations that bear on the architecture 

of  the speech production system. Demonstrating that the model 

can handle error frequencies and distributions that represent 

significant departures from normality would serve not only to 

validate the continuity thesis but also the assumptions of  the 

model. 

Error types, defined by their intrinsic (e.g., semantic, phono- 

logical) or contextual (e.g., distance between target and error 

source) relation to the target, have provided important clues to 

the architecture of  the normal production system (e.g., Fromkin, 

1971; Garrett, 1975, 1980). Accordingly, here we focus on the 

distribution of  error types in aphasic naming. We examine the 

relation between the distribution of types of  naming errors in 

individual patients and the error distributions generated by per- 

turbations (implemented as departures from normal parameter 

settings) in the spreading activation model. Our study therefore 

differs from previous assessments of the continuity thesis (e.g., 

Buckingham, 1980; Kohn & Smith, 1990), which have been 

concerned with the detailed structural similarities between nor- 

mal and aphasic speech errors. In particular, we do not seek to 

account for the precise character of  phonological errors, al- 

though the approach we set out is compatible with a number of 

current proposals (e.g., Dell, 1988; Levelt & Wheeldon, 1994; 

Sevald & Dell, 1994; Shattuck-Hufnagel, 1979, 1987; Stem- 

berger, 1990). 

In this article, we present background information on the 

aphasia syndromes and the classification of  paraphasias. We then 

discuss the two-step theory of lexical retrieval, which provides a 

framework for explaining paraphasias, and the implemented 

model that combines the two-step notion with an interactive 

activation retrieval mechanism. In subsequent sections, we use 

this model to fit the naming data from a group of  nonaphasic 
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control participants and the individual data from 21 fluent apha- 

sic patients. Finally, we use the model's characterization of each 

patient to predict other, previously unexamined aspects of their 

behavior. 

Paraphasias  in Aphas ic  Speech and Naming  

Aphasia Subtypes 

A major distinction in the classification of aphasia is between 

the conditions that affect motor speech production, and thereby 

fluency, and those that do not. This fluent-nonfluent distinction 

has its basis in the neuroanatomicai organization of language 

in the left hemisphere: Nonfluent aphasia arises from damage to 

the anterior speech zone, including Broca's area; fluent aphasia 

arises from more posterior lesions, including Wernicke's area 

and the inferior parietal lobule. Although all of the types of 

paraphasias that are of interest to us here can be found in the 

naming efforts of both nonfluent and fluent aphasic individuals 

(Howard, Patterson, Franklin, Orchard-Lisle, & Morton, 1984), 

our study concerned only fluent aphasic individuals. We have 

found that the articulatory-phonetic impairment in nonfluent 

aphasia makes reliable coding of sublexical parapbasias highly 

problematic. 

Fluent aphasia subsumes a number of diagnostic syndromes 

that are distinguished from one another by, among other things, 

the predominance of one or more types of paraphasias in con- 

nected speech. Historically, paraphasias have been divided into 

two broad classes: (a) lexical errors (verbal paraphasias), in 

which one word is substituted for another, and (b) sublexical 

errors (e.g., phonemic paraphasias, neologisms), in which the 

phonological structure of a recognizable word is deformed by 

substitution, addition, deletion, or transposition of segments or 

syllables (Blumstein, 1973; Lecours & Lhermitte, 1969). Lexi- 

cal errors may relate to the target in meaning (semantic errors; 

e.g., van --, bus), in sound (formal error; e.g., train --* tree), or 

in both meaning and sound (mixed error; snail --* snake), or 

they may bear no relation to the target (unrelated error; e.g., 

banana ~ drum). Sublexical errors are categorized as phonemic 

paraphasias when their relation to a target is obvious (ghost 

/go0/)  and neologisms when the relation is more remote 

(cane ~ / t A ) .  

The speech of the individual with Wernicke's aphasia is pep- 

pered with lexical and sublexical paraphasias of all types, giving 

it a jargonlike quality. ~ The other varieties of fluent aphasia 

manifest more selectivity. Anomic aphasic patients produce oc- 

casional semantic errors in the context of overt word searches 

and circumlocutions. Conduction aphasic patients produce pri- 

marily phonemic paraphasias, with self-interruption and re- 

peated attempts to repair the deviant utterance. Our sample 

included patients from all these fluent aphasia subtypes. 

It is interesting that on picture-naming tasks these differences 

among the aphasia subtypes are greatly minimized, with lexical 

and sublexical errors occurring in all of them (Howard et al., 

1984; Kohn & Goodglass, 1985; Mitchum, Ritgert, Sandson, & 

Bern&, 1990). Nodoubt this reflects the different cognitive and 

linguistic demands of naming and spontaneous speech, but an 

additional factor seems to be that connected speech lends itself 

to avoidance strategies in a way that naming does not. That is, 

the aphasic speaker can and often does choose to circumvent 

problematic vocabulary, such as by altering the character of the 

message or by using shorter and more familiar words. This 

is not possible in naming, and thus naming tasks may reveal 

difficulties with word retrieval or phonological encoding beyond 

what is evident in speech. This is one reason why we chose to 

focus on naming. Another is that the input to the naming task 

provides no sublexical clues to the target's phonology, unlike 

reading and repetition. Furthermore, it is considerably easier to 

identify targets for paraphasias generated in naming, compared 

with spontaneous speech. 

Although the naming task homogenizes the syndrome-specific 

error profiles that emerge in spontaneous speech, dissociations 

at the level of the individual patient do occur. Thus, there are 

some patients in whom the predominant or exclusive type of 

commission error in naming is the semantic error (e.g., Berndt, 

Basili, & Caramazza, 1987; Caramazza & Hillis, 1990; Hillis & 

Caramazza, 1995; LeDorze & Nespoulous, 1989), whereas in 

other patients it is the sublexical error (e.g., Caplan, Vanier, & 

Baker, 1986; Ellis, Miller, & Sin, 1983; Kay & Ellis, 1987). 

Such dissociations are well accounted for by models in which 

retrieval of the semantic word form and the phonological word 

form are distinct processes, supported by spatially distinct re- 

gions of the brain and hence subject to selective damage (Cappa, 

Cavallotti, & Vignolo, 1981 ). Our model maintains the distinc- 

tiveness of semantic and phonological retrieval but offers a new 

account of how the dissociations in aphasics naming come 

about. 

Varieties of Paraphasias 

Sublexical paraphasias. As noted earlier, the speech of con- 

duction aphasic individuals is marred by frequent phonemic 

paraphasias and successive attempts to repair them. These re- 

pairs tend to bring the patient closer to the target (Joanette, 

Keller, & Lecours, 1980; Valdois, Joanette, & Nespoulous, 

1989), but rarely are they completely successful (Kohn, 1984). 

During this "conduite d'approche," the patient generally pro- 

duces most, if not all, the phonemes of the target word in varying 

combinations (Butterworth, 1992). 

These facts have fostered the view that phonemic paraphasias 

represent faulty encoding for articulation of the phonological 

representation retrieved from the lexicon. The many parallels 

between these errors and segmental errors in normal speech 

supports this view (for reviews, see Buckingham, 1980; Garrett, 

1984; Schwartz, 1987). For example, like normal slips of the 

tongue, phonemic paraphasias are restricted to open class vocab- 

ulary and are nearly always, phonotactically well formed (Buck- 

ingham & Kertesz, 1976; Lecours, 1982). When the error in- 

volves misordering, the interacting elements tend to be related 

1 The same description applies to transcortical sensory aphasia, which 
is distinguished from Wemicke's aphasia by the relative sparing of repe- 
tition. Patterns of performance across language tasks (e.g., speaking, 
repeating, comprehending) are at least as important in syndrome classi- 
fication as the quality of connected speech (Goodglass & Kaplan, 1983; 
Kertesz, 1982). 
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phonetically and by their structural position in the word 

(Blumstein, 1973; Lecours & Lhermitte, 1969), and the phone- 

mic content that precedes or follows the interacting segments 

also tends to be similar (Lecours & Lhermitte, 1969). 

Not all the facts about phonemic paraphasias parallel the 

normal findings, however: A large proportion of phonemic pa- 

raphasias have no source in the immediate context (Blumstein, 

1973; Talo, 1980), and many others have their source within the 

same word as the error segment (Blumstein, 1973; Lecours & 

Lhermitte, 1969; Schwartz, Saffran, Bloch, & Dell, 1994; see 

especially Pate, Saffran, & Martin, 1987). For those that do 

involve between-words movement errors, the expected prefer- 

ence for word onset involvement (Shattuck-Hufnagel, 1987) 

is not reliably observed (Kohn & Smith, 1990; however, see 

Blumstein, 1973). 

As noted earlier, phonemic paraphasias are distinguished from 

other phonologically deviant responses by their greater phono- 

logical proximity to the target. The criteria used to identify 

phonemic paraphasias vary across studies. Consequently, some 

investigators (following Butterworth, 1979) have opted to cast 

a wider net for sublexical errors, eschewing the traditional dis- 

tinction between phonemic paraphasias and neologisms and in- 

stead grouping errors into two categories: the target-related ne- 

ologism, in which there is evidence of phonological overlap with 

a conceivable target, and the non-target-related (or abstruse) 

neologism, in which the target is unidentifiable. This has led to 

a number of important discoveries. 

1. Neologisms in spontaneous speech are preceded by hesita- 

tion pauses greater than those before well-formed targets and 

well-formed word substitutions (Butterworth, 1979, 1985; Ellis 

et al., 1983 ). Abstruse neologisms are preceded by significantly 

longer pauses than target-related neologisms (Butterworth, 

1979). 

2. Neologisms in naming tend to preserve the word shape of 

the target, that is, its stress pattern and number of syllables (Ellis 

et al., 1983; Miller & Ellis, 1987), as well as the target's initial 

consonant (Gagnon et al., in press). This is just the type of 

information that remains available in tip-of-the-tongue (TOT) 

states (for a review, see Brown, 1991). 

3. Neologisms occur more often to low- than high-frequency 

targets (Caramazza, Berndt, & Basili, 1983; Ellis et al., 1983; 

Kay & Ellis, 1987), another characteristic they share with TOT 

states (Burke, MacKay, Worthley, & Wade, 1991 ). 

Whereas studies focusing exclusively on phonemic parapha- 

sias have implicated postlexical phonological encoding, the data 

derived from the more inclusive grouping suggest a problem in 

lexical-phonological retrieval. Both accounts may be true: The 

retrieval deficit may explain the more remote deviations and the 

encoding deficit the simpler errors that more closely resemble 

speech errors (Buckingham, 1987; Kohn, 1993; Kohn & Smith, 

1994a). In particular, it may be the case that with sufficiently 

severe retrieval blocks, a special "neologism generator" comes 

into play that supplies phonological context de novo (Butter- 

worth, 1979, 1985; see also Buckingham, 1987). 

Nevertheless, our model does not contain such a device, and 

it accounts for all sublexical paraphasias in the same way. Such 

errors occur during a phonological access step that involves the 

selection of a phonological frame, phonological segments, and 

the insertion of segments into frame slots (e.g., Berg, 1988; 

Dell, 1988; Levelt, 1989; Meyer & Bock, 1992; Shattuck-Hufna- 

gel, 1979; Stemberger, 1990). These processes can be more or 

less disrupted, resulting in neologisms that differ greatly from 

the target at one extreme and errors that differ in only a single 

sound at the other extreme (for related accounts, see Ellis, 1985; 

Miller & Ellis, 1987; Schwartz et al., 1994). 

Lexical paraphasias. The most studied type of lexical pa- 

raphasia is the substitution of a word that bears a semantic 

relation to the target. These semantic errors have long been of 

interest to aphasiologists for what they reveal about the organi- 

zation of semantic knowledge (Buckingham & Rekart, 1979; 

Rinnert & Whitaker, 1973) and how this enters into speech 

planning (Garrett, 1992). In addition to supporting a central 

semantic component that is shared by all language tasks- -ex-  

pressive and receptive (Butterworth, Howard, & McLoughlin, 

1984), spoken and written (Caramazza & Hillis, 1990)-- these 

studies also have provided some support for word production 

models in which the semantic component transmits activation 

in parallel to the phonological forms of all words that approxi- 

mate the semantic specification (Caramazza & Hillis, 1990; 

Howard & Orchard-Lisle, 1984). In two-step models of lexical 

retrieval, in which there is a mediating lexical representation 

between semantics and phonology, this can be achieved by feed- 

forward, or "cascading," activation (Humphreys, Riddoch, & 

Quinlan, 1988; McClelland, 1979). Ours is a two-step model 

that incorporates both feedforward and feedback activation, in 

short, interaction. 

As we explain, the model requires interactive feedback to 

account for lexical errors that bear a purely phonological rela- 

tion to the target. Aphasiologists debate whether these actually 

occur in aphasic speech. Certainly, Wernicke's and conduction 

aphasic individuals produce form-related word errors in their 

connected speech, but the low frequency of these in comparison 

to form-related nonword errors raises the possibility that what 

appear to be lexical errors that overlap in form are in reality 

sublexical errors that happen by chance to create real words 

(what Butterworth, 1979, called "jargon homophones"; see 

also Lecours, Deloche, & Lhermitte, 1973). Contrary to this 

are reports of patients who, on naming tasks, produce more 

formal errors than is predicted by their rate of production of 

neologisms and estimates of chance creation of words (Best, 

1996; Blanken, 1990; Martin & Saffran, 1992). Moreover, Gag- 

non et al. (in press), in a separate analysis of naming data from 

this study, found that patients' formal errors showed effects of 

word frequency and grammatical class, lexical factors that 

should exert no effect on jargon homophones. One of the chal- 

lenges we have posed for ourselves in this study was to predict, 

from the distribution of their naming errors, which patients 

would produce true formal errors in addition to jargon 

homophones. 

Among the types of lexical errors that concern us here, mixed 

(semantic + formal) errors are perhaps the most important 

theoretically because they can be interpreted as evidence for 

the interaction of meaning and form information during lexical 

access. We postpone further discussion of mixed errors to first 

develop the context in which the debate over interactivity has 

taken shape (viz. the two-step lexical access hypothesis). 
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Stages in Naming:  The Two-Step Lexical Access 

Hypothesis 

Picture naming, roughly speaking, involves the translation of 

a visual stimulus into a conceptual representation, the retrieval 

of the name of the picture, and the articulation of that name 

(e.g., Glaser & Glaser, 1989; La Heij, 1988; Potter & Faulconer, 

1975; Theios & Amrhein, 1989). Our concern is with name 

retrieval, or lexical access. The input to name retrieval is a 

conceptual specification of the pictured object, which we take 

to be a set of features, and the output is the phonological form 

of the object name, a set of phonemes specified for order, and 

syllabic and metrical organization. 

Detailed accounts of lexical access in production recognize 

that the mapping from a conceptual representation to a phono- 

logical form is complex. It is complex in at least two senses: 

First, it involves the coordination of different kinds of informa- 

tion: conceptual, pragmatic, syntactic, and phonological infor- 

mation (see chaps. 6 and 9 in Levelt, 1989). Second, the map- 

ping between concepts and phonological form is a mapping 

between two unrelated spaces. Aside from morphologically re- 

lated words and isolated cases of phonetic symbolism, there is 

no tendency for words that are similar in form to be similar in 

meaning. 

Most theories Of lexical access deal with the complexity of 

the meaning to sound mappifig by assuming that access involves 

two steps (Butterworth, 1989; Dell, 1986; Fay & Cutler, 1977; 

Fromkin, 1971; Garrett, 1975; Kempen & Huijbers, 1983; Lev- 

elt, 1989; Levelt et al., 1991a; Roelofs, 1992; see Starreveld & 

La Heij, 1996, for an opposing view). The first step, lemma 

access, consists of a mapping from a conceptual representation 

to a lemma, a nonphonological representation of a word. The 

lemma is associated with semantic and grammatical informa- 

tion, such as major syntactic category, and other features that 

are part of the grammar of the language (e.g., number for 

nouns). The second step, phonological access, consists of the 

mapping from the lemma to the phonological form of the word. 

Why two steps? Why not go straight from a conceptual to 

a phonological representation? There are both functional and 

empirical reasons. On the functional side, the arbitrary relation 

between form and meaning motivates an intermediate step if the 

mapping is carried out by spreading activation. Specifically, if 

the meaning and phonological form of a word are each activation 

patterns across a set of nodes, a one-step mapping, realized by 

direct connections between meaning nodes and form nodes, 

would not be possible. 2 Table 1 illustrates this impossibility by 

Table 1 

Hypothetical Specifications for Four Words Showing Formal 

Equivalence to the Exclusive-OR Relation 

Semantic input Phonological output 

Word Female Parent Begins with/m/ 

Mother 1 1 1 
Father 0 1 0 
Woman 1 0 0 
Man 0 0 1 

providing hypothetical specifications of the meanings of mother, 

father, woman, and man and considering the phonological fea- 

ture of whether each word begins with /m/. Notice that the 

two/m/-initial words are dissimilar in meaning. Man is neither 

female nor parent, and mother is both. The mapping is formally 

equivalent to the exclusive-OR function. For a network to com- 

pute this function, it needs an intermediate layer of nonlinear 

"hidden" nodes (Minsky & Papert, 1969; Rumelhart, Hin- 

ton, & Williams, 1986). Lemmas serve the function of the 

required intermediate layer. 

Lemmas are more than just hidden units, however. They are 

further motivated by the fact that the syntactic structure of a 

sentence is not the same as its conceptual or phonological struc- 

ture. Sentence production requires the manipulation of words 

as syntactic entities according to purely syntactic considerations 

(Bock & Eberhard, 1993; Bock & Loebell, 1990; Garrett, 1975; 

Levelt, 1989). Lemmas are the units that guide these 

manipulations. 

Empirical support for two steps in lexical access comes from 

several sources: speech errors in aphasic and nonaphasic speak- 

ers (e.g., Garrett, 1984, 1975, 1980), analysis of the time course 

of lexicalization (e.g., Schriefers, Meyer, & Levelt, 1990), ex- 

perimental studies of the production of multiword utterances 

(Ferreira, 1993; Kempen & Huijbers, 1983; Meyer, 1994; 

Schriefers, 1992), and the TOT phenomenon (e.g., Meyer & 

Bock, 1992). 

We have distinguished between speech errors that involve 

whole words (lexical errors) and errors that involve the sounds 

of words (sublexical errors). The former can be associated with 

lemma access and the latter with phonological access. Impor- 

tantly, whole-word substitution and exchange errors often in- 

volve words of the same syntactic category (Fay & Cutler, 1977; 

Garrett, 1975, 1980; MacKay, 1982). Nouns replace nouns, 

verbs replace verbs, and so on. At the same time, these errors, 

particularly the exchanges, frequently involve words that are 

not similar in sound (Garrett, 1975). This syntactic category 

constraint in the absence of strong phonological relations is 

good evidence that a lemmalike representation is being manipu- 

lated. One also can see the two steps at work in complex errors. 

For example, Garrett cited the error "The skreeky gwease gets 

the wheel" for "The squeaky wheel gets the grease." It looks 

like the lemmas for "wheel" and "grease" exchanged--they 

are both nouns--and this was followed by a phonological error 

involving "squeaky" and "grease," which became adjacent 

after the lemma exchange. One also can interpret some naming 

errors made by aphasic patients in terms of two steps. Errors 

such as unicorn spoken as "house" can be seen as a lemma 

access error unicorn --* horse, followed by a phonological access 

error that transforms horse into "house" (Martin, Dell, Saf- 

fran, & Schwartz, 1994). 

Several experiments represent attempts to test the two-step 

2 We have been assuming that the conceptual representations of pic- 
tures are sets of features. An alternative (Roelofs, 1992) is that these 
representations each consist of a single nondecomposed unit. If this is 
the case, then the mapping from nondecomposed units to phonological 
form is not complex. Roelofs, nonetheless, adhered to the two-step 
conception. 
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notion by determining when semantic and phonological informa- 

tion are active during the course of picture naming. In these 

studies, participants have the primary task of naming a picture. 

While they are engaged in this task, participants see a word 

that may be either semantically or phonologically related to the 

picture name. In some experiments (Schriefers, Meyer, & Levelt, 

1990), the participants simply try to ignore the word and its 

interference with picture naming is assessed. In other experi- 

ments, they must respond to the word either by naming it (Pe- 

terson & Savoy, in press) or making a lexical decision to it 

(Levelt et al., 1991a), and the response time to the word is the 

main dependent measure. All of these studies manipulate the 

time of presentation of the word relative to picture onset. They 

show that semantically related words exert an influence early 

in the process and that phonologically related words have an 

effect later on. Assuming that the semantic effects are occurring 

during lemma access (for evidence, see Schriefers et al., 1990) 

and the phonological effects during phonological access, these 

data are consistent with the two-step hypothesis. 

The TOT phenomenon also supports a two-step view of lexi- 

cal access because a TOT state can be characterized as a failure 

of phonological access in conjunction with successful lemma 

access. The speaker knows that a word exists--the lemma has 

been retrieved--but cannot access the word's sounds. More 

strikingly, speakers often know the gender of TOT words in 

languages such as Italian that have grammatical gender (Bad- 

ecker, Miozzo, & Zanuttini, 1995; Vigliocco, Antonini, & Gar- 

rett, in press). These results support the association of grammat- 

ical information with lemmas. 

A Two-Step  Theory  I m p l e m e n t e d  by In teract ive  

Ac t i va t ion  

Our model combines the two-step notion with an interactive 

activation retrieval mechanism. Lexical knowledge is embedded 

in a network of three layers--a semantic, a word (lemma), 

and phoneme layer--as shown in Figure 1. The semantic layer 

contains units that represent the concept of the pictured object. 

Figure 1. Illustration of a lexical network for the interactive two-step 
model of naming. Connections are excitatory and bidirectional. The 
common semantic features of cat, dog, and rat are shaded in gray. 

Specifically, we assume that each object corresponds to 10 units. 

The 10 units for each object connect to the object's word node 

by excitatory bidirectional connections. Each word node also 

connects to its phoneme nodes, also through bidirectional excit- 

atory connections. There are no inhibitory connections. The 

strength of each connection is assumed to be a product of learn- 

ing and recent experience. 

Because connections run in both top-down and bottom-up 

directions, the model is a form of interactive activation model. 

Connections allow activation to spread from semantics to word 

to phoneme units and from phoneme to word to semantic units. 

In this respect, it is similar to a variety of interactive models of 

lexical access in production (Berg, 1988; Dell, 1985, 1986; 

Harley, 1984; MacKay, 1987; Stemberger, 1985, 1990, 1991 ), 

and it differs from modular two-step models of lexical access 

(e.g., Butterworth, 1989; Fay & Cutler, 1977; Garrett, 1980; 

Levelt et al., 1991a). This combination of interaction with two 

distinct steps is one of the most important aspects of the model, 

enabling it to account for the data that motivate the two-step 

approach as well as a variety of error phenomena that suggest 

interaction among processing levels. To show how the model 

can do this, we provide an example and then use the example 

to illustrate error phenomena. First lemma access and then pho- 

nological access are described. 

Lemma access. Assume that a picture of a cat is presented. 

Visual processes that are outside of the model identify the pic- 

ture and the l0 semantic nodes corresponding to the cat concept 

are each given a jolt of activation. The size of the jolt was 

arbitrarily set at 100, which, when divided among 10 nodes, 

gives a jolt of l0 to each semantic node for cat. This activation 

then spreads throughout the lexical network for n time steps 

according to a linear activation function: 

A ( j ,  t) = A ( j ,  t - 1) (1 - q) 

+ Y~ w ( i , j ) A ( i ,  t -  1) + noise, (1) 
i 

where A ( j ,  t) is the activation of node j  at time step t, q is a 

decay parameter, w( i ,  j )  is the connection weight from node i 

to node j .  For the implemented model, it is assumed that each 

of these weights is the same, designated by p. Each node's 

activation also is perturbed by normally distributed noise during 

each time step. This noise is the sum of two components. One 

component, intrinsic noise, has a mean of zero and standard 

deviation SD 1; the second, activation noise, has a mean of zero 

and standard deviation SD2 * A ( j ,  t). The more active a node 

is, the greater the noise. However, a node with zero activation 

still has some noise. Because noise can result in an activation 

level less than zero, one further assumption is required: A source 

node with a negative activation level sends no activation. 

Equation 1 applies to every node in the network, regardless 

of its layer, and it applies during every time step in both lemma 

access and phonological access. This means that cat's semantic 

nodes will be subject to decay, input from neighbors, and noise. 

It also means that phonological nodes will gain some activation 

during lemma access. As activation spreads from semantic to 

word units, it will continue down to phonological units. This is 

the feedforward (cascading) activation mentioned earlier. The 



806 DELL, SCHWAKIZ, MARTIN, SAFFRAN, AND GAGNON 

assumption that connections are bottom-up as well as top-down 

creates positive feedback, and so semantic units receive input 

from activated word units and word units get feedback from 

phonological units. 

The existence of feedback in the network means that during 

lemma access the word nodes of phonological neighbors of cat, 

such as mat, sat, or can, will become activated. This is in addi- 

tion to semantic neighbors such as dog, which obtain activation 

from shared semantic nodes. Thus, the most activated word 

nodes at this step are the target and its semantic and formally 

related neighbors. 

Lemma access is concluded by a selection process. The most 

highly activated word node of the proper syntactic category is 

selected. During the production of a sentence, selection entails 

the linkage of a word to a slot in a syntactic frame. Frame and 

slot approaches to grammatical encoding in production have 

ample empirical support (Bock & Loebell, 1990; Garrett, 1975; 

Levelt, 1989; see Bock & Levelt, 1994, for a review). In the 

case of object picture naming, we assume a degenerate frame 

consisting of a slot for a single noun. Therefore, in our imple- 

mentation of the naming task, the most highly activated noun is 

selected. 

Phonological access. The second step of lexical retrieval 

begins when the selected word node, cat, is given a large jolt 

of activation. This is also 100 units' worth, the same as the initial 

jolt to the semantic level. When a sentence is being produced, the 

jolt to a word occurs when the syntactic frame says that it should 

occur. In a single-word naming task, it occurs immediately on 

selection because there is only a single noun slot in the f r a m e .  3 

This large jolt to the selected word is important because it 

introduces a nonlinearity and hence allows the word nodes to 

act as a useful hidden layer. This, in turn, allows the meaning- 

to-form mapping to be achieved. The jolt makes the word node 

cat much more active than any of its competitors at the beginning 

of phonological access. This function of enhancing the "win- 

ner" is often carried out by lateral inhibition among competitors 

(e.g., Feldman & Ballard, 1982; Grossberg, 1982; Harley, 1990; 

McClelland & Rumelhart, 1981) or by an absolute threshold 

that, when crossed, boosts the activation of a node (e.g., 

MacKay, 1987). The jolt to the selected word in our model is 

similar to these mechanisms. However, we are specifically tying 

it to syntactic processes. The source of the jolt is the syntactic 

slot that the selected word is linked to (e.g., Berg, 1988; Dell & 

O'Seaghdha, 1991; Eikmeyer & Schade, 1991; MacKay, 1982, 

1987; Stemberger, 1985). 

After the jolt to cat, activation spreads for n more time steps. 

As was true for lemma access, activation spreads both upward 

and downward, and nodes other than those connected to cat can 

become activated. The goal of the spreading process during 

phonological access, however, is to retrieve the phonemes of 

cat. After the n time steps, the most highly activated phoneme 

nodes are selected and linked to slots in a phonological frame, 

a process analogous to the linking of the selected word to a 

syntactic slot in lemma access. A phonological frame represents 

the structure of a word-- i ts  number of syllables and their stress 

pattern and the sequence of consonants and vowels within each 

syllable. Most current theories of production hypothesize that 

phonological access consists of the retrieval of phoneme-size 

units and their insertion into frame slots, although there are 

differences among theorists with respect to the nature of the 

frame (for reviews, see Levelt, 1992; Meyer & Bock, 1992; 

Shattuck-Hufnagel, 1992). The evidence for phonological 

frames comes from speech errors (e.g., Shattuck-Hufnagel, 

1979; Stemberger, 1990) and experimental studies showing that 

frame structures can be primed (Meijer, 1994; Romani, 1992; 

Sevald, Dell, & Cole, 1995). 

One simplification of the implemented model is that it only 

has a frame for single-syllable consonant-vowel-consonant 

(cvc) words. Each phoneme node is labeled according to 

whether it is an onset consonant, a vowel, or a coda consonant. 

Selection consists of picking the most highly activated onset, 

vowel, and coda and associating them with the corresponding 

slots in the frame. In the case of cat, the nodes for/k/-onset, 

/ae/-vowel, and/t/-coda would likely be selected. Thus, phono- 

logical selection is guided by categories, such as onset or vowel, 

in the same way that lemma selection is guided by syntactic 

categories. Categorical selection in phonological access is sug- 

gested by patterns of sound substitutions in phonological speech 

errors (e.g., MacKay, 1970, 1972; Shattuck-Hufnagel, 1979). 

The simplified phonological frame of the implemented model 

limits its ability to make detailed predictions about phonological 

errors in picture naming. For example, we cannot model the 

influence of word length or stress pattern or explain the particu- 

lar difficulties associated with consonant clusters. However, we 

should emphasize that models similar to ours have been devel- 

oped for phonological access in normal language production 

and that these do handle detailed phonological error patterns 

with some success (Berg & Schade, 1992; Dell, 1986, 1988; 

Eikmeyer & Schade, 1991; Hartley & Houghton, 1996; MacKay, 

1987; Stemberger, 1990, 1991 ). Moreover, the approach is gen- 

erally compatible with the dominant frame-based view of pho- 

nological access. 

Although the model does not deal with subsequent stages in 

production, we assume that after a word's phonemes have been 

selected and linked to frame slots, each phoneme is given a jolt 

of activation to enhance the translation of the phonemes into 

articulatory codes. We further assume that these subsequent 

stages proceed without error in nonaphasic speakers and the 

fluent aphasic patients that make up our sample. 

Errors in lexical access. The model allows for the basic 

kinds of errors that occur during lexical access. We distinguish 

five error categories: semantically related word errors, formally 

related word errors, mixed semantic and formal errors, unrelated 

word errors and nonwords or neologisms. A semantic error, such 

as dog for cat, occurs because their concepts share semantic 

nodes. During lemma access, the word node for dog is activated 

directly by the shared semantic nodes of cat. For dog to be 

selected, though, its activation must exceed that of every other 

noun, including cat. This can happen because of the noise in 

activation levels. 

A form-related error, such as mat for cat, can arise either as 

3 The jolt sets the activation of the selected word to 100 rather than 
adding 100 to the current level. One can think of this as, first, a postselec- 
tion deactivation setting the current activation to zero, as in Dell (1986), 
followed by the addition of 100 units from the jolt. 
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an error of  lemma access or one of  phonological access. During 

lemma access, nodes for words that share phonemes with the 

target become activated by feedback from the target phonemes 

to the word layer. Hence, mat and sat would gain some activa- 

tion. Of  these, any noun, such as mat, could be selected if the 

noise in the system has made it the most activated. Form-related 

errors that arise at lemma access would therefore be expected 

to be nouns in a picture-naming task and, more generally, should 

follow the syntactic class constraint. It is known that the vast 

majority of  normal speech errors that are thought to be form- 

related lexical errors, sometimes called malapropisms, obey this 

constraint. In fact, it is one of the challenges to production 

theory to explain why errors that are so clearly phonological in 

nature also obey the syntactic class constraint (Fay & Cutler, 

1977). The model 's  answer to this challenge is that these errors 

are truly errors of  lemma access and so are syntactically gov- 

erned. Lemma access, however, does involve the activation of  

phonologically related word competitors because of  the inter- 

active nature of  the model. One of  the predictions that we exam- 

ine in this article concerns the extent to which aphasic patients' 

form-related errors are truly errors of  lemma access. 

The second way that a form-related word error can arise is 

during phonological access. The correct word, cat, may have 

been selected during lemma encoding, but, because of  interfer- 

ence from other activated words or from noise, one or more 

phonemes of  cat may be replaced by other phonemes. If the 

resulting string of phonemes is a word such as mat, the error 

would be in the form-related category. The difference is that 

a nonnoun, form-related error such as sat can occur during 

phonological access. The phonological selection procedure is 

indifferent to the syntactic category to which the string of  se- 

lected phonemes belongs. In fact, the selection procedure is 

sensitive only to the phonotactic constraints dictated by the pho- 

nological frames and, of course, the activation levels of  the 

phoneme nodes. By assuming that phonological selection is 

guided only by phonological variables, the model exhibits the 

insulation of  general phonological knowledge from grammatical 

categories that has been emphasized in theories of  production 

since the seminal work of  Garrett (1975).  Therefore, although 

spreading activation makes the lexicon interactive, the selection 

processes associated with each step are modular. 

Mixed semantic-formal errors, such as rat for cat, are particu- 

larly important because they may reveal the joint effects of  

semantic and phonological similarity and hence speak to the 

model 's  assumption that semantic and phonological information 

are active at the same time. In the model, the rat word node 

obtains activation directly from shared semantics and from feed- 

back from shared phonemes. The combination of top-down and 

bottom-up information gives rat a much better chance of  oc- 

curring as an error than a purely semantic or purely formal 

neighbor. Specifically, in the model, mixed errors are expected 

to be more likely than semantic errors that happen to be phono- 

logically related or formal errors that happen to be semantically 

related. That is, semantic and formal influences should not be 

independent. Analyses of  normal speech error collections 

(Dell  & Reich, 1981; del Viso, Igoa, & Garcia-Albert, 1991; 

Harley, 1984) and experimental studies of  normal speakers' 

picture naming (Bredart & Valentine, 1992; Martin, Weisberg, & 

Saffran, 1989) have consistently shown that there is a true 

mixed-error effect (i.e., semantic and formal influences are not 

independent). Our model attributes this nonindependence to in- 

teraction among network layers during lemma access. Alterna- 

tive accounts, which do not hypothesize phonological activation 

during lemma access, attribute mixed-error effects to the action 

of late editorial processes in production (e.g., Levelt et al., 

1991a). 

Unrelated word errors are word substitutions that are neither 

semantically nor formally related to the target. This category 

includes errors such as log for cat, in which one can find a 

distant relationship (cat is related to dog, which is related to 

log), as well as errors in which distant relations are not so 

apparent. 4 Unrelated errors occur at lemma access and are attrib- 

utable to noise and any small amounts of activation obtained 

from distant relations to the target. In principle, unrelated word 

errors, like any word error, also can occur during phonological 

access because of the remote possibility that a correct word 

selected at lemma access is phonologically encoded as an unre- 

lated word. Alternatively, an unrelated error may reflect trouble 

at both lemma and phonological access. In the case of log for 

cat, a semantic error at lemma access, dog, could be phonologi- 

cally encoded as log, resulting in an unrelated word error. 

The final error category allowed in the model is for neolo- 

gisms, or nonwords. A nonword such as lat or cag indicates a 

problem at phonological access. Noise combines with interfer- 

ence from other activated words, resulting in the replacement 

of  one or more target phonemes. A nonword that resembles the 

target, or target-related neologism, would likely reflect correct 

lemma selection followed by incorrect phonological access. A 

nonword that does not resemble the target, an abstruse neolo- 

gism, could arise from either a severe disruption of  phonological 

access or difficulties at both lemma and phonological access. 

Although the model 's  five error categories can code most of  

the error responses reported in the literature, the categories do 

not reflect some influences that are sometimes coded. These 

influences are observed in errors in which the phonemes of  the 

target word are misordered and errors in which previously spo- 

ken words or their sounds perseverate into the target. Because 

of  the model 's  assumptions about the association of phonemes 

to slot positions, it does not allow for the misordering of sounds 

within a syllable, such as cat spoken as act or tack. T h i s  is 

probably correct for normal speech errors (e.g., Dell, 1986), 

but not for aphasic speakers, who, as noted earlier, do exhibit 

misordering within the syllable or word. In addition, because 

the model assumes that each naming attempt is independent of  

other attempts, perseverative effects do not occur. In principle, a 

spreading activation model can account for such effects through 

persistence of  activation or connection weight changes (Plaut & 

Shallice, 1993a), but we did not implement such a mechanism. 

Implementation. Our goal is to fit the model to nonaphasic 

picture-naming data and then lesion it to fit patient data. For 

such an implementation, both the network structures and the 

4 With the model's current set of parameters, words that are distantly 
related to the target gain little activation from that relation, but such 
activation can be detected in experiments; see Dell and O'Seaghdha 
( 1991 ) and O'Seaghdha and Marin ( 1997 ) for a discussion. 
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spreading activation parameters have to be specified. Our strat- 

egy for implementation has three phases. In the first phase, we 

specify the network structure, making sure that the model 's  

network preserves essential features of the domain to which it 

is applied: the English lexicon. The second phase consists of  

testing nonaphasic speakers of  English on the Philadelphia Nam- 

ing Test (PNT)  and then parameterizing the model so that it fits 

the resulting error data. The chosen parameters also will have 

to be consistent with facts about the time course of picture 

naming, specifically that the activation pattern initially includes 

semantic, but not phonological, neighbors of  the target and then 

later includes phonological, but not semantic, neighbors (Pe- 

terson & Savoy, in press; Schriefers et al., 1990), The final 

phase of  modeling involves applying the parameterized model 

to patient data. 

Network  structure. Network models of  lexical processes 

must work with a vocabulary that is small in comparison to 

lexical knowledge. Even in the best cases (e.g., Seidenberg & 

McClelland, 1989), the network includes only a fraction of what 

would be expected in a native user's mental lexicon. Because a 

model 's  behavior depends greatly on the subset of  knowledge 

that it contains, it is important to consider the relation between 

that subset and the set that it models. 

Our strategy is to use small ne tworks- - requi red  because we 

do extensive explorations of  the model 's  parameter s p a c e - -  

whose characteristics preserve what we call the error opportuni- 

ties of the English lexicon, particularly as it is used in picture- 

naming experiments. The error opportunities afforded by a sys- 

tem are the distribution of  error types that would occur if  output 

is " r a n d o m "  (i.e., if  output is not affected at all by lexical 

retrieval). We assume that if  output is random, it nonetheless 

is phonologically legal. This assumption, which is justified be- 

cause speech errors are, for the most part, phonologically legal 

(Buckingham & Kertesz, 1976; Wells, 1951 ), will enable us to 

make claims about error opportunities in English. 

To estimate the error opportunities, we first determined the 

opportunities for nonwords ( i.e., the likelihood that a legal string 

is a nonword).  Dell and Reich (1981) and Best (1996) took 

sets of  words from picture-naming studies and speech error 

collections and replaced a single phoneme in each word with 

another phoneme creating a legal string. The proportion of  non- 

words in these sets ranged from around .55 to .80, in which 

wordhood meant being listed in a college-level dictionary. This 

technique essentially determines the chance that phonologically 

legal neighbors of  real words are nonwords. However, because 

it involves looking at the neighbors of  real words, and words 

tend to clump in phonological space, it may underestimate the 

error opportunities for nonword outcomes. For this reason, we 

chose the most conservative value, .80, as the estimated error 

opportunity for nonwords. We also used the substitution tech- 

nique on the target words for the PNT and found an estimate 

of .74 nonwords using the dictionary criterion, which made us 

feel reasonably comfortable with the chosen .80 value. 

The next step is to determine opportunities for the various 

kinds of  word outcomes, that is, how the remaining .20 is divided 

among the semantic, formal, mixed, and unrelated categories. 

To do this, we borrowed the analysis of  Martin et al. (1994).  

They took a set of  error- target  pairs from a patient picture- 

naming study in which each error was a word and then randomly 

paired errors and targets and determined how often the resulting 

pairs were formally or semantically related. Because Martin et 

al. used definitions for semantic and formal relations that were 

highly similar to our definitions, their random pairing estimated 

the relative opportunities for our lexical error categories. 

Spreading these over the 20% of  opportunities reserved for 

words led to estimates of  .I0 for unrelated, .09 for formal, and 

.01 for semantic errors. The opportunity for a mixed error was 

near zero (.004). Therefore, most of  the time (.80) a random 

output for a given target word should be a nonword, and, if it 

is a word, it is more likely to be unrelated than in some other 

category. It may seem surprising that formally related word 

errors have nearly as many opportianities as unrelated words. 

However, our definition of  a formal relation, which is given in 

the Method  section of  Experiment 1, is not strict and so many 

• word errors count as formal errors. Semantic, and especially 

mixed, errors have few opportunities, as one would expect. 

We configured the network so that its error opportunities were 

similar to the estimated opportunities. We identified two six- 

word neighborhoods, as shown in Table 2. Each neighborhood 

was made into a network in which each word connects to 10 

semantic nodes. The phonology of  each network allows for 24 

legal strings (6 of  which are words).  Each neighborhood has 

a target word, which, for convenience, is called cat in both 

cases. The first of these has two formal neighbors (which each 

shared two phonemes with the target), one semantic neighbor, 

and two unrelated neighbors. The second neighborhood is the 

same as the first, except that one of  the formal neighbors is 

replaced by a mixed neighbor. In both neighborhoods the seman- 

tic neighbor, and in the second neighborhood, the mixed neigh- 

bor as well, shared three semantic nodes with the target. (The 

mixed, semantic, and target words shared the same three seman- 

tic nodes.) We further assume that the first neighborhood is 

sampled 90% of the time and the second 10% of the time. Under 

these conditions, the error opportunities afforded by the model 

are similar to our estimates for English. If model outputs are 

random, the string will be a nonword 75% of the time. Our 

estimate for the real opportunities for nonwords was 80%. The 

next most likely error type in the model with random outputs 

is an unrelated word (8.3%),  which is slightly more likely than 

a formally related word (7.9%).  The real opportunities for these 

latter two cases were estimated to be 10% and 9%, respectively. 

Table 2 

Network Structures Used in the Model  

Neighborhood 1 Neighborhood 2 

1 target (e.g., cat) 
1 semantic (e.g., dog) 
2 formals (e.g., hat, mat) 
2 unrelated (e.g., log, fog) 

1 target (e.g., cat) 
1 semantic (e.g., dog) 
1 formal (e.g., mat) 
1 mixed (e.g., rat) 
2 unrelated (e.g., log, fog) 

Note. For phonology, each neighborhood defines 24 legal strings (6 
onsets x 2 vowels x 2 codas). Of these 6 are words and 18 are legal 
nonwords (e.g., cag, fot). For semantics, each word connects to 10 
features. Semantically related words share three features with the target. 
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The  least  likely ou tcomes  in the mode l  are for  semant ica l ly  

re la ted  words  ( m o d e l  oppor tuni t ies  = 4%,  real oppor tuni t ies  

es t imated  at 1%)  and m i x e d  w o r d s  ( m o d e l  and real oppor tun i -  

t ies = 0 .4% ). The  oppor tuni t ies  for  semant ic  errors  in the m o d e l  

are som e w ha t  greater  than they should  be,  but,  on  the whole ,  

the m o d e l ' s  oppor tuni t ies  are much  like the es t imated  real 

oppor tuni t ies .  

It is crucial  that  the m o d e l ' s  e r ror  oppor tuni t ies  r e s emb l e  

real  oppor tuni t ies  because  the m o d e l ' s  e r ror  probabi l i t ies  are 

de t e rmined  by  its oppor tuni t ies ,  par t icular ly  when  error  rates 

are high.  As  will  b e c o m e  clear, the mode l  must  accurate ly  char-  

acter ize  wha t  wou ld  happen  under  total b r e a k d o w n  to handle  

the range o f  pat ient  er ror  patterns.  That  is why  we  have concen-  

t ra ted on  these  oppor tuni t ies .  By  dist i l l ing the complex i t i e s  o f  

a real  l ex icon  into oppor tuni t ies  for  five er ror  ca tegor ies ,  h o w -  

ever, we  are admi t ted ly  fail ing to r ep roduce  many  other  aspects  

o f  wha t  the Engl i sh  lex icon  affords.  Our  model ,  like any other, 

a t tempts  to be  fai thful  to cri t ical  character is t ics  o f  the m o d e l e d  

domain  at the expense  o f  other  aspects .  We c la im that, for  a 

mode l  o f  naming  errors,  the er ror  oppor tuni t ies  represen t  the 

cri t ical  character is t ics .  

The  next  phase  o f  implementa t ion  involves  set t ing mode l  

parameters  so that  its pe r fo rmance  is s imi lar  to that  o f  nonapha-  

sic speakers  in a p ic tu re -naming  task. In Expe r imen t  I we  gath-  

e red  these data. 

E x p e r i m e n t  1: C o n t r o l  D a t a  

The Philadelphia Naming Test 

The  data used  in the parameter-set t ing phase  o f  implementa -  

t ion were  der ived f rom the PNT, a new 175-i tem test  o f  conf ron-  

tat ion naming  deve loped  for  col lec t ing a large corpus  o f  naming  

r e sponses  f rom a s tandard ized  set o f  i tems.  Descr ip t ion  o f  the 

deve lopment  o f  the test,  tes t ing procedure ,  and scor ing pro tocol  

fo l lows  ( fo r  addi t ional  details ,  see Roach,  Schwar tz ,  Mart in,  

Grewal ,  & Brecher,  1996) .  

Participants. Two control groups participated in the study. The 

groups each consisted of 30 non-brain-injured, non-language-disordered, 

native English speakers. Participants were selected to provide a demo- 

graphic match to our aphasic patient population. They lived in the Phila- 

delphia Metropolitan Area, and they ranged in age from 40 to 75 years 

and in education from the sixth grade (with skills training) to the doc- 

toral level. Two thirds of the control sample were female; three quarters 

were White. The groups differed from one another only with respect to 

the particulars of the procedures they underwent. All were reimbursed 

$15 for their participation. 

Method. Naming responses from the first group of control partici- 

pants were used to determine which test items from a set of 277 to 

include in the PNT. These pictured items were selected from original 

and published collections on the basis of their familiarity and good 

image quality (minimal complexity and confusability). 

Pictures were digitized and presented to participants on a Macintosh 

LCIII (Apple Computer, Inc., Cupertino, CA) computer using MacLab- 

oratory for Psychology experiment running software (Chute, 1990). The 

software controlled stimulus presentation (although the trial initiation 

was experimenter controlled) and on each trial recorded a response 

latency, measured from stimulus onset (marked by a brief tone) to 

response onset. Because our concern in this study was solely with accu- 

racy and the nature of errors, the latency data are not discussed further. 

All Group 1 participants saw the items in the same order. They were 

instructed to provide a one word label (e.g., "well ,"  not "wishing 

wel l" )  as quickly as possible for each item; otherwise, speed was not 

emphasized. Sessions were tape-recorded for later scoring. 

Test items for which there was a high degree of naming agreement 

across participants were identified. From the original set of 277 items, 

175 proved acceptable. Each of these 175 items was named with the 

designated target label by at least 25 of the 30 participants, and none 

elicited the same erroneous response from more than 3 participants. One 

hundred thirty-six items elicited the target name in all 30 participants. 

The 175 selected words ranged in length from one to four syllables and 

in noun frequency of occurrence from 1 to 2,110 tokens per million of 

printed English text (Francis & Kucera, 1982). Length and frequency 

were not balanced across the items: Low-frequency targets ( 1 - 2 4  per 

million) and targets of one syllable predominated (target names are 

provided in Appendix A).  

The testing procedure for the second group of control participants 

was the same as that for the first with the following exceptions: Only 

the 175 selected items were tested. These items were split into two 

blocks that were administered in succession. The order of the blocks 

alternated across participants; ordering within a block was constant. Ten 

nontest practice items were presented before the test blocks. 

Scoring. The system used to score the control participants' re- 

sponses was the system we developed for use with aphasic patients. 

Participants' responses to each PNT item were phonetically transcribed 

by two speech-language pathologists using loose International Phonetics 

Association transcription rules. Transcription discrepancies were re- 

solved by a third judge. When there was more than one attempt at a 

response (a situation rare in nonaphasic speakers but common in aphasic 

speakers), we extracted the "first complete response" for scoring. This 

was the first minimally CV or VC attempt to name the object in which 

the vowel was not reduced and that was followed by a noticeable pause 

or had clear downward intonation or upward or questioning intonation. 

Utterances that preceded the first complete response that did not meet 

these criteria were considered fragments and, for purposes of this study, 

were ignored. Monosyllabic responses to a multisyllabic (three or more 

syllables) targets were also considered to be fragments. 

First complete responses were scored as correct only if they exactly 

matched the designated target. All other responses were coded as errors. 

The first five error categories corresponded to the basic error types that 

the model was designed to explain: Semantic applied to a synonym, 

category coordinate, category superordinate, category subordinate, or 

associate of the target. Formal applied to any word response (excluding 

proper nouns) that met our criteria for phonological similarity. This was 

the case when target and error started or ended with the same phoneme; 

had a phoneme in common at another corresponding syllable or word 

position, aligning words left to right; or had more than one phoneme in 

common in any position (excluding unstressed vowels). Plural mor- 

phemes do not enter into the assessment of phonological similarity. 

Mixed applied to a response that met both semantic and formal criteria, 

excluding multimorphemic responses with target overlap in a stem or 

affix (e.g., microscope --. telescope was coded as semantic rather than 

mixed). Unrelated met neither semantic nor formal criteria and was not 

visually related to the stimulus. A subset of the items in this category 

are perseverated responses to previous test items. Perseverated responses 

were coded according to their relation to the target; the majority were 

unrelated. All nonword responses except blends were coded as neolo- 

gisms, but we tracked whether the neologism was phonologically related 

to the target, to a semantic or mixed alternative to the target, or to an 

unrelated or indeterminate word. 

These five categories did not exhaust the responses generated by 

aphasic speakers or, for that matter, control speakers. The following 

categories captured the remaining responses: (a) descriptions--gener- 
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ally, multiword responses that characterize the object or explain its func- 

tion or purpose, but single adjectives or adverbs also may be coded as 

descriptions; (b) no response--the speaker indicates, either verbally 

or nonverbally, that he or she is unable to name the object; and (c) 

miscellaneous--includes responses that name part of the object as de- 

picted (e.g., veil for bride), other visual errors, blends of two near 

synonyms (e.g., Iklceb/ for lobster), and morpheme omissions (e.g., 

cheer for cheerleader). 

Results. The responses to the 175 items of  the PNT were 

examined for both control groups. For Group 1 participants, 

these were extracted from the larger initial set of  277 test items. 

A total of 82 responses (0 .7%)  could not be scored because of  

equipment or experimenter  error. Table 3 shows the remaining 

data. The level of  accuracy and the pattern of errors were highly 

similar across the two groups; thus, we used the data from all 

60 participants to set the parameters of  the model. 

It is evident f rom Table 3 that nonaphasic  speakers named 

these pictures highly accurately. Moreover, the vast majority of 

the errors that occurred exhibited semantic relations to the tar- 

get. Vitkovitch and colleagues obtained similar results using a 

speeded naming paradigm (Vitkovi tch & Humphreys,  1991; 

Vitkovitch, Humphreys,  & Lloyd-Jones, 1993).  However, there 

also may be a tendency for formal relations in the errors, as 

seen in the relatively large number  of semantic errors that are 

also formally related: the mixed category. In fact, there was a 

true mixed-error  effect in these data. Martin, Gagnon,  Schwartz,  

Dell, and Saffran (1996)  took this set of semantic and mixed 

errors (i.e., all errors with some clear semantic relat ion) and 

determined the proport ion of  cases in which the error matched 

the target with respect to initial, second, and third phonemes.  

(Morphological ly related t a rge t -e r ro r  pairs were excluded.) 

These proportions were, respectively, . 127, . 183, and .076. By 

chance, one would expect match proportions of  .055, .068, and 

.060, in which chance was determined by the techniques of Dell 

and Reich (1981) .  The difference was significant for the first 

Table 3 

Number and Percentage of Responses of Each Code Type for 

First Complete Naming Attempts by Group 1, Group 2, and 

Groups 1 and 2 Control Participants 

Responses 

Group 1 Group 2 Collapsed 

Code n % n % n % 

C 5,037 97.4 5,057 96.4 10,094 96.9 
S 48 0.9 72 1.4 120 1.2 
F 0 0.0 6 0.1 6 0.1 
N 2 0.0 3 0.1 5 0.0 
M 45 0.9 45 0.9 90 0.9 
U 16 0.3 12 0.2 28 0.3 

D 1 0.0 7 0.1 8 0.1 
NR 6 0.1 8 0.2 14 0.1 
Miscellaneous 16 0.3 36 0.7 52 a 0.5 

Note. C = correct; S = semantic; F = formal; N = neologism; M = 
mixed semantic and formal; U = unrelated; D = description; NR = no 
response. 
a Forty-eight of the miscellaneous errors are picture-part names. 

two positions, and, generally speaking, the match proportions 

were similar to those found in demonstrat ions of  the mixed- 

error effect in natural speech error collections (Dell  & Reich, 

1981; del Viso et al., 1991; Harley, 1984).  Hence, Martin, Gag- 

non, et al. concluded that formal relations play a role in the 

generation of  semantic errors made by nonaphasic  speakers in 

a picture-naming task. 

The analysis of  Martin,  Gagnon,  et al. ( 1996)  is impor tant  

for the model  for two reasons:  First, it provides  another  demon-  

stration of  the mixed-error  effect. This  effect can be taken 

as evidence for the s imultaneous activation of  semantic  and 

phonological  information,  as hypothesized in the model.  Sec- 

ond, it justifies our use of a mixed category. We cannot,  of  

course, c laim that  every error placed in this category is a 

" r e a l "  mixed error. However, at least  we do know that  there 

are formal  relations present  in the set of  semantic  errors above 

expected chance  levels. The mixed category separates out  those 

that  are the most  likely to reflect formal  as well  as semantic 

factors. 

Model Fit to Control Data 

Using the ne ighborhood  structure descr ibed earlier, we ex- 

plored the parameter  space of  the model  to fit the control  data. 

The chosen parameters  led to error probabi l i t ies  reasonably 

close to those in the data. Table 4 shows these parameters  and 

the simulated error  probabil i t ies ,  which  were based on 100,000 

trials. In both  the data and the model,  naming was highly 

accurate,  semantical ly related errors predominated,  and  formal  

relat ions were present  only in conjunct ion with a semantic  

relation. 

The chosen parameters define a model of  normal performance 

in which errors occur much more often in lemma access than 

in phonological  access and in which the errors in lemma access 

are overwhelmingly semantic. In this respect, the model is be- 

having like a modular  two-step model. The principal competitors 

to a target lemma are semantic. The feedback from the phoneme 

layer is not strong enough to lead to pure formal errors at 

lemma access. In fact, we see only the influence of this feedback 

indirectly, through the occurrence of  mixed errors. The model, 

like the nonaphasic  speakers, exhibits  a true mixed-error  effect. 

This can be shown by using the second neighborhood in Table 

2 and directly comparing the probabili ty of selecting the mixed 

lemma with that of the semantic lemma. With the chosen normal 

parameters, the mixed word node is 5.7 times more likely to be 

selected than the semantic one lacking the formal relation. The 

only reason that mixed errors in Table 3 are, overall, less likely 

in the model than semantic errors is that there are many fewer 

opportunit ies for them. The  second neighborhood,  which has a 

mixed word, is sampled from less often than the first neighbor- 

hood, which has no opportunity for a mixed error. 

The model ,  wi th  this  set of  parameters ,  also exhibi ts  a 

par t icular  t ime course  for the act ivat ion of  semant ic  and for- 

mal  neighbors .  Using  the first ne ighbo rhood  in Table 2 and 

e l imina t ing  any noise,  we de te rmined  the relat ive act ivat ion 

of  semant ic  and formal  compet i tors  at each t ime step. Spe- 

cifically, the p ropor t ion  of  the total  act ivat ion in the word 

nodes  other  than the target  was calcula ted for the formal  and 
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Table 4 

Naming Data From 60 Control Participants and Simulated Probabilities 

Response category 

Data source Correct Semantic Formal Nonword Mixed Unrelated 

Controls .969 .012 .001 .000 .009 .003 
Simulated probabilities = .966 .021 .000 .001 .012 .000 

=Chosen parameters: p = .1, q = .5, SD, 1 = 0.01, SD2 = 0.16; n = 8. 

811 

the semantic word nodes. 5 These proport ions are shown in 

Figure 2. The figure includes the eight t ime steps for lemma 

access ( f rom the semantic jo l t  to word se lec t ion) ,  eight for 

phonological  access ( f rom word jol t  to phoneme se lec t ion) ,  

and eight more fol lowing a jo l t  to the selected phonemes.  In 

the initial phases of  lemma access, only semantic competi tors  

are active, and these remain more active than formal  compet i -  

tors throughout l emma access, al though the formal  compet i -  

tors do become active. During phonological  access, the rela- 

tive activation in the formally related words gradually builds 

compared  with the semantic compet i tor ' s  activation. The ad- 

vantage for formal  over semantic increases after the jo l t  to 

the selected phonemes,  although the semantic activation does 

not go away completely.  

The time course shown in Figure 2 is similar to that shown 

in studies of  the response time to semantic or formally related 

probe words during picture naming (Levelt et al., 1991a; Pe- 

terson & Savoy, in press). Figure 3 shows the data of  Peterson 

and Savoy. Early on, that is, when the probe occurs close to 

picture onset, only semantic probes have an influence compared 

with unrelated ones. After that, there is a period in which both 

0.9 ---0- semantic 

=~0.8 0 formal 

>" 0.7-] 

:;oo 1 

1 
t 0.2] 

° " o l t o  , . . . .  , , * , , , ,  . . . .  , 
0 5 10 15 20 25 

Time Step 

Figure 2. The proportion of nontarget activation in the word nodes 
that lies in the semantic neighbor (dog) and the formal neighbors (mat 

and hat) as a function of time. Neighborhood 1 is used for the network, 
and the parameters are set at normal values. Each arrow indicates when 
an activation jolt is delivered. 

semantic and formal probes have an effect. Finally, there is a 

late phase in which only formal probes are primed. The model 's  

time course resembles this pattern, with one exception: There 

is some semantic activation in the model at the latest time steps. 

If  it is assumed that relatively small amounts are not detectable 

in the behavioral measures, then the model ' s  time course is a 

reasonable match to the pattern shown in the studies. 

The evolution of  activation from semantic to phonological 

occurs only in the model under certain parameter values. In 

particular, the activation that is generated in the network must 

be small in proportion to the external jolts that are supplied to 

the semantics, to the selected word, and to the selected pho- 

nemes. The generation and maintenance of  activation attribut- 

able to spreading is tied to connection weight, p, decay rate, q, 

the amount of  time between each jolt, n, and the connectivity 

of  the network. We have chosen values for these so that activa- 

tion levels are small when each jolt  is given. 

The lesson of  the time-course experiments, and particularly 

the discussion by Levelt et al. (1991a, 1991b) of  these studies, 

is that processing evolves from semantics to sound. Our model 

does this through its serially ordered jolts. At the beginning of  

each access step, a jolt  is delivered to the appropriate nodes on 

the appropriate level, and this jolt  dominates the residual activa- 

tion in the network. Therefore, although spreading activation in 

the network is interactive and tends to bring in information from 

other layers, this interaction is countered by ordered jolts that 

impose seriality on the process and a degree of  modularity to 

each step. Dell and O'Seaghdha (1991) referred to these kinds 

of  theories as globally modular and locally interactive. In this 

way, the model exhibits characteristics of  both modular stage 

theories and interactive activation approaches. 

Next, we apply the model to naming deficits in aphasia. If 

the continuity thesis is correct, the model should characterize 

these deficits without a great deal of  added complexity. The 

application to aphasia involves testing a group of  patients on 

the PNT, developing an account of  which aspects of  the model 

are altered in aphasia, and fitting the model to the error data of  

individual patients. 

5 The proportion for formals is based on the total activation in the 
two formal nodes divided by the sum of the activation of all nontarget 
word nodes. For semantics, the numerator is the activation in the single 
semantic node. These proportions can be taken as indexes of the relative 
amount of form-related and semantic-related activation in the network. 
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Figure 3. Facilitation (unrelated - related) in naming times to a probe 

word as a function of the nature of its relation (semantic or phonologi- 

cal) to a target picture and picture-word stimulus onset asynchrony 

(SOA). The data are from Peterson and Savoy (in press). 

A p p l i c a t i o n  to N a m i n g  Def ic i t s  

Experiment  2: Patient  Data 

Participants. Aphasic participants were recruited from clinical and 

research programs throughout the Philadelphia area. Criteria for inclu- 

sion were deliberately broad: any variety of fluent aphasia (e.g., anomia, 

Wernicke's, conduction, transcortical sensory) in which the precipitating 

event was a left hemisphere cardiovascular accident (CVA). All patients 

were postdischarge from acute hospitalization, but, apart from this, the 

time after onset was not a factor. Neither site nor distribution of lesion 

were factors either, although the restriction to fluent forms of aphasia 

would have ruled out most patients with anterior damage. The only 

exclusion criteria were etiology different from left CVA, presence of a 

motor speech impairment (verbal apraxia or dysarthria), or phonemic 

jargon with no comprehensible speech. In casting such a broad net, we 

were aiming to capture the range of variation that has been reported in 

the literature with respect to both severity and error pattern. As we show, 

we came close to achieving this goal, although our sample did not turn 

out to include any patients who produced only semantic errors or only 

phonological errors. 

The sample comprised 23 patients who ranged in age from 28 to 83 

years (Mdn = 59.6) and in education from Grade l l  to doctoral level. 

All were right-handed. Eleven of the 23 were female, and 13 were White. 

Individual biographical and language profiles are shown in Table 5. Partici- 

pants were reimbursed for their participation at a rate of $15 per session. 

Methods and scoring. A trial duration limit and feedback were in- 

corporated into the testing procedure for aphasic patients. The experi- 

menter terminated the trial after 30 s if the participant had not provided 

a final response and provided the target name (regardless of whether 

the target had been produced) after each trial. The purpose of this was 

to minimize frustration and the likelihood that the search for an unavail- 

able word would interfere with subsequent trials. For some patients, the 

task was excessively time-consuming or tiring. When this was the case, 

the two blocks were tested on separate days. Other than these accommo- 

dations to the needs of aphasic patients, the procedure was the same as 

it had been for the Group 2 control participants. 

The scoring protocol was also the same as described earlier. Responses 

were coded by two or three members of the research group independently 

of one another. Aphasic participants made many more errors than the 

control participants, providing an opportunity to test the reliability of 

the scoring protocol. Coding agreement across scorers was computed 

for the first 6 aphasic participants tested on the PNT. For the identification 

of the first complete response, the percentage of trials per participant 

on which the coders agreed ranged from 87 to 98. For assignment of 

codes, the percentage of agreement ranged from 86 to 100. Thus, it 

appears that our scoring protocol was reliably applied. 

Results. Table 6 shows the proportions for the six response 

categories allowed by the model (correct  plus five error types) 

as well as a seventh category representing all other errors. For 

most of  the patients, the preponderance of responses fell in the 

modeled categories. This is important because the model ' s  six 

categories were constrained to add to 100%, and if the sum of  

these categories in the patients was much lower than this, the 

fits would necessarily be off. Two patients presented problems 

in this regard: G.B. produced an unusually high number of  

descriptions ( .22),  and V.P. produced many descriptions and 

nonresponses (.12 and .14, respectively). We therefore made 

no attempt to fit these patients to the model. 

There was considerable variation in the performance of  the 

aphasic participants, from a near normal 95% to 8% correct. 

For some patients neologisms predominated, whereas for others 

semantic or formal errors were the most common. Neologisms 

came in several varieties. In this study 80% were phonologically 

related to the target, another 7% were phonologically related to 

a semantic neighbor of the target, and 13% were unrelated to 

the target (i.e., abstruse neologisms).  

A number of  general pattems can be observed in the data, 

and these are illustrated in Figure 4, which shows the relation 

between each error category and overall severity, which we 

indexed by the proportion of correct responses. The fitted curves 

are polynomials of degree 2. Semantic erroTs occurred in all 

patients, but, interestingly, they did not increase with severity. 

Mixed errors showed a similar pattern but at a lower overall 

rate. By contrast, the remaining error categories, formals, unre- 

lated, and nonwords, clearly increased with severity. It appears 

that the categories with the greatest number of  error opportuni- 

ties became relatively more prevalent as the system became 

more disordered. Consider, for example, the difference between 

I.G. and G.L. in Table 6. I.G. was much more accurate than 

G.L. ( 6 9 - 2 8 % ) ,  but the difference was due entirely to many 

more errors committed by G.L. in the nonword, formal, and 

unrelated categories. 

However, the variation among the patients was not all due to 

severity. Patients with the same overall degree of correctness 

can have different pattems. For example, both L.H. and I.G. 

correctly named 69% of  the targets. L.H. made nearly four times 

as many nonword errors as the total of semantic and mixed 

errors. I.G.'s pattern was the opposite, with six times as many 

semantic and mixed errors as nonwords. 

The error patterns present a rich set of  constraints for model- 

ing. The error categories differed among themselves in how they 

varied with severity, and each category 's  proportions could vary 

among patients at the same severity level. Although there were 

several different patterns that occurred, there were also ones 
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Table 5 

Biographical Information and Language Profiles of the Aphasic Patients 

BDAE: a Diagnostic subgroup and mean percentiles 
from subtest summary profile 

Months 
Education post Aphasia Auditory Phrase BNT b 

Patient Age (years) onset type comprehension repetition (% correct) 

J.A. 55 12 2 Transcortical sensory 58 80 42 
J.B. 36 12+ 20 Conduction 85 NA 52 
G.B. 83 12 4.1 Wernicke's 48 60 15 
L.B. 77 16 10 Anomic 87 60 78 
H.B. 65 12 3.2 Conduction 81 0 NA 
V.C. 53 11 4 Anomic 83 90 20 
N.C. c 28 11 23 Conduction 35 NA 43 
J.F. 44 16+ 1.2 Anomic 69 80 27 
A.F. 77 12 1.5 Wemicke's 35 70 53 
J.Fr. 70 12 11 Wemicke's 73 50 91 
E.G. 75 12 2.1 Anomic 86 80 75 
I.G. 75 12+ 72 Anomic 70 NA 53 
J.G. 76 16+ 1 Conduction 83 75 35 
L.H. 47 12 1.9 Conduction 89 60 55 
J.L. 36 12 1.5 Conduction 86 55 43 
G.L. 45 12 8.6 Wemicke's 70 55 23 
B.Me. 61 16 100 Anomic 78 NA 75 
B.Mi. 72 12 5 Anomic 90 80 68 
V.P. 64 12 + 60 Anomic 65 NA 25 
W.R. 61 12 2.5 Wernicke's 29 75 5 
G.S. 68 12+ 1 Wernicke's 36 20 43 
T.T. 47 14 2 Anomic 83 90 85 
W.B. 56 12 1.8 Wernicke's 46 50 81 

Note. NA = not available. 
a Boston Diagnostic Aphasia Examination (Goodglass & Kaplan, 1983). 
b Boston Naming Test (Kaplan, Goodglass, & Weintraub, 1983). 
c In prior studies, we characterized N.C. as a Wernicke's aphasic patient with severe impairments in auditory 
input processing and short-term memory (Martin, Dell, Saffran, & Schwartz, 1994; Martin & Saffran, 
1992). At the onset of the current study, his auditory comprehension was still impaired, but the quality of 
his speech and the disproportionate difficulty repeating isolated words qualified him for a diagnosis of 
conduction aphasia. 

that did not occur. For example, we did not find a patient with 

a low accuracy whose dominant  error type was semantic. J.E, 

with .56 correct,  came closest to this, In general, we did not  

observe examples of  complete  dissociations: Large numbers of  

neologisms in the absence of  semantic (or  formal)  errors or 

vice versa. We at tempt to explain the full range of  f i n d i n g s - -  

what  occurred and what  did not o c c u r - - i n  terms of  the model. 

It may turn out, however, that the nonoccurrence of  extreme 

dissociations was an accident of  sampling rather than a charac- 

teristic of  the populat ion of  interest. We address this possibili ty 

in the General  Discussion section. 

Theory of Naming Deficits 

We apply the model to the patient data by starting with the 

model for the control  data and altering its parameters in an 

at tempt to fit each pat ient ' s  performance pattern. Our  goal is to 

make concrete the central idea behind the continuity thesis: 

Errors arising from language pathology are not  qualitatively 

different f rom those made by nonaphasic  speakers. Our theory 

of naming deficits has two components:  Brain  damage reduces 

the ability to t ransmit  activation between levels in the network, 

it reduces the integrity of  the representations at each level, or 

both. The first of  these, activation transmission,  is t ied to connec- 

tion weight, p. A strong connect ion ensures that representations 

(i.e., activation patterns on each level) are consistent  with one 

another. For example,  if  the word node for cat is strongly active, 

then the s o u n d s / k / - o n s e t , / a e / - v o w e l ,  a n d / t / - c o d a  also should 

be highly activated. Strong connect ions between cat and its 

sounds make this happen. One possible effect of  brain damage 

is that activation t ransmission between levels is impaired, with 

the result that the information provided by each jol t  does not 

effectively get where it should. When this happens,  noise has a 

greater influence and errors increase. To model this impairment,  

we decrease p. The second hypothesized component  of  naming 

deficits, the integrity of  a given representation, can be associated 

with a number  of  parameters: the decay rate (q), the amount  

of  intrinsic noise in the system (SD 1 ), or even the size of  the 

jolt. 6 Each of  these parameters reflects how well an activation 

6 Technically, jolt size is not a separate parameter from intrinsic noise. 

It is arbitrary and just sets the activation scale. Therefore, jolt size gives 

the standard deviation of intrinsic noise its meaning. One can double 

the noise simply by halving the jolt size. 
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Table 6 

Naming Data From 23 Fluent Aphasic Patients 

Naming response 

Patient Aphasia type Correct Semantic Formal Nonword Mixed Unrelated All others 

W.B. Wernicke's .94 .02 
T.T. Anomic .93 .01 
E.G. Anomic .93 .03 
J.Fr. Wernicke's .92 .01 
V.C. Anomic .87 .02 
B.Me. Anomic .84 .03 
B.Mi. Anomic .83 .05 
L.B. Anomic .82 .04 
J.A. Transcortical sensory .78 .04 
J.B. Conduction .76 .06 
J.L. Conduction .76 .03 
A.F. Wernicke's .75 .02 
N.C. Conduction .75 .03 
G.S. Wernicke's .70 .02 
L.H. Conduction .69 .03 
I.G. Anomic .69 .09 
H.B. Conduction .61 .06 
J.F. Anomic .56 .14 
J.G. Conduction .55 .06 
G.B. Wernicke's .39 .07 
G.L. Wernicke's .28 .04 
V.P. Anomic .28 .07 
W.R. Wernicke's .08 .06 

.01 .01 .01 .00 .01 

.01 .00 .02 .00 .04 

.00 .01 .02 .00 .01 

.01 .02 .02 .00 .02 

.01 .03 .01 .00 .05 

.01 .00 .05 .01 .07 

.01 .01 .02 .01 .07 

.02 .09 .01 .01 .01 

.00 .02 .03 .01 .13 

.01 .05 .02 .01 .09 

.01 .06 .03 .01 .10 

.03 .07 .06 .04 .03 

.07 .08 .01 .00 .07 

.06 .15 .01 .02 .03 

.07 .15 .01 .02 .03 

.05 .02 .03 .01 .10 

.13 .18 .02 .01 .01 

.01 .02 .11 .01 .15 

.08 .18 .04 .03 .05 

.09 .08 .0l .03 .32 

.21 .30 .03 .09 .05 

.11 . 0 4  .05 .17 .28 

.15 .28 .05 .33 .06 

pattern at a given level is maintained. For the sake of  simplicity, 

we treat decay rate as the relevant parameter; damage is assumed 

to increase the value of  q. Appendix B shows that variation in 

decay and intrinsic noise have highly similar effects on the 

model. Hence, we are not claiming that decay rate is the parame- 

ter that underlies variation in the function that we have called 

representational integrity. We are manipulating decay, as op- 

posed to other parameters, for convenience. 

The globality assumption. Another simplifying assumption 

of  the patient modeling is that variation in connection weight 

and decay is global. To model a particular patient, we do not 

set different values o f p  and q for semantic, lexical, and phono- 

logical parts of  the network. Rather, each patient is assigned a 

p that applies to all connections and a q that characterizes all 

the nodes. Pragmatically speaking, it is easier to work with a 

small parameter space. It is easier to search the space and to 

understand its properties. Importantly, the globality assumption 

enables us to focus attention on the differences between lesions 

in activation transmission and representational integrity without 

the added complication of  differential involvement of  network 

levels. 

The globality assumption also can be treated as a substantive 

claim, namely, that the population of interest (fluent aphasic 

patients) can be modeled without assumptions of  differential 

involvement of  processing levels. One might be tempted to re- 

ject  this substantive claim out of  hand on the basis of  the exis- 

tence of  error patterns favoring one type of  error over another 

(e.g., patients who make many phonological but few semantic 

errors). However, as will become evident, the properties of  the 

model are such that the severity of damage and the nature of  

damage- -whe ther  to weight or decay- - in te rac t  in such a way 

as to generate dissociations among the error types (for a related 

discussion, see Dunn & Kirsner, 1988). Globality as a substan- 

tive claim turns on whether the patterns observed in our sample 

are compatible with the model and whether the observed patterns 

represent a fair sampling of  those present in the population at 

large. 

Our use of the globality assumption does not imply that we 

believe that damage is uniform across the vocabulary, only that 

the damage involves all the levels in the lexical network. Thus, 

when values of p and q are determined for particular patients, 

they should be viewed as averages across the vocabulary being 

tested. In actual patients, some word classes are likely to be 

affected more than others (e.g., Goodglass, Klein, Carey, & 

Jones, 1966; Goodglass, Wingfield, Hyde, & Theurkauf, 1986; 

Hillis & Caramazza, 1995; Rapp, Benzing, & Caramazza, 

1995). 

The globality assumption also does not assert that the affected 

values 0 f p  and q apply to all tasks that use Words. Whether the 

lexical network used in producing a spoken word is the same 

as that used in listening, reading, and writing is a theoretical 

issue that is often the subject of  research in the cognitive neuro- 

psychology of language (e.g., Allport & Funnell, 1981; Cara- 

mazza, 1988; Morton & Patterson, 1980; Nickels & Howard, 

1995b). It is an issue, though, that we set aside, with one 

exception. The exception concerns the relation between naming 

and single-word repetition. In principle, i f  we can develop an 

effective characterization of a patient's naming deficit, perfor- 

mance on any task that is hypothesized to use some of the same 

knowledge as naming should be predictable from the model. 
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Figure 4. The relation between error proportions and correctness for semantic, formal, nonword, mixed, 

and unrelated errors for the 23 patients tested in Experiment 2. The fitted functions are polynomials of  

a degree of 2. 
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We show this for repetition, assuming that repetition and naming 

share the phonological  access step in production. For this step, 

naming and repetition should use the same values of  p and q. 

Error patterns in the model. A loss in activation transmis- 

sion ( lower  p )  or representational integrity (higher  q)  leads to 

errors. Activation levels get small and intrinsic noise has a 

greater influence. Figure 5 shows a contour map of  error proba- 

bility in the model as a function of  p and q. The normal point  

on the map is in the lower r ight  corner at p = .1 and q = .5. 

As p decreases or q increases, errors become more likely. There 

is a band, the aphasic region, in which errors are frequent, and 

a large area, in which performance is completely dominated by 

noise, the random region. In our modeling exercise we attempt 

to place patients in this parameter  space. 

To gain an understanding of  the model ' s  behavior, we simu- 

lated many combinat ions of  p and q and examined how error 

types are related to the parameters. We found that the most 

useful way to see these relations was with a map of  e r ro r -  

category space rather than a pa ramete r - space  map such as Fig- 

ure 5. In e r ro r -ca tegory  space, dimensions are probabili t ies of 

particular error categories. The set of  error patterns that can be 

created in the model by varying p and q can be placed in the 

space. Figure 6 shows a 3-D error category space representing 

the nonword,  unrelated word, and related word categories, with 

the latter category being made up of  the sum of  the semantic, 

mixed, and formal categories. The related errors were combined 

to make a viewable space that nonetheless includes all errors 

and because they are, to some extent, alike in how p versus q 

lesions affect them. The region that looks like a twisted piece 

of metal contains the patterns allowed by the model. At the left 

is the mode l ' s  normal point, a position where there are few 

errors, nearly all of which are related words. At  the other end 

of  the region is the random point, the error pattern that occurs 

when noise is overwhelming. This point corresponds to the ran- 

Figure 5. A contour map of overall error probability in the model as 
a function of connection weight, p, and decay rate, q. Other parameters 

retain their normal values. The connection weight is plotted with a log 

scale. 

- 1.0 

Rand°~ N 
/ Pure Weight ~1 - 0.1 

Lesion Edge A 

//~ ~ ~ - - ' ~ \  _ . , ~ 1 1  " Pt~[ :ecay / Nonwordsl 0"01 

~ sion Edge /,~elated Words 

Unrelated 
Words 

Figure 6. Error patterns that can occur in the model as a result of 

varying connection weight and decay rate. Patterns fall in the subregion 

of the potential error space that lies between a normal point in which 

errors are rare and related and a random point in which errors are 

completely determined by error opportunities. The dotted lines connect 

points of each edge that have an equal degree of correctness. Each 

dimension is plotted with a log scale. 

dom region in parameter  space. The random point  is determined 

entirely by error opportunities; nonword errors are the most 

likely, and unrelated errors are common.  The permissible error 

region is defined by two edges, with each running between the 

normal and random points. The nearer edge in the figure labels 

the set of error patterns that result f rom varying the decay rate, 

q, from its normal level of  .5 to an extreme level of  .97 while 

holding connect ion weight, p, constant  at its normal level o f .  1. 

This line therefore defines the error patterns that arise from 

pure decay rate lesions. The far edge in the figure is derived 

analogously from varying connect ion weight, holding q constant 

at the normal value of  .5. Here the random point is reached with 

p around .001. The surface between the boundaries  represents 

patterns that arise from lesions in both p and q. 

Figure 6 shows that the error patterns allowed by the model 

are restricted. Many logically possible patterns cannot  occur. In 

addition, the figure suggests that we can describe the model ' s  

error space along two dimensions. The first is overall severity. 

As we move from the normal to the random point, severity 

increases. The second dimension concerns the degree to which 

p or q is affected. Lesions that affect activation transmission do 

something a bit different than lesions that affect representational 

integrity. Of  these two dimensions,  severity is the most  im- 

portant. In fact, when performance is nearly normal or nearly 

random, whether the lesion is primarily p or q hardly matters. 

The error region spreads out only along the p versus q dimension 

in the middle of the severity range. 
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Nonetheless, there are clear differences in the model as a 

function of  whether p or q is affected. Notice in Figure 6 that 

the pure decay lesion edge is lower and more to the front than the 

pure weight lesion edge. This means that, relatively speaking, a 

pure decay lesion promotes more related word errors, whereas 

a pure weight lesion causes more nonwords. The differences 

between the pure lesion types can be seen more clearly in Fig- 

ures 7 and 8, which present detailed pictures of the pure connec- 

tion weight and pure decay lesion edges, respectively. Each 

figure shows the model 's  probability for each error type as 

correctness varies from the normal level to about 30% correct. 

There are some common features between Figures 7 and 8. 

In both, semantic and mixed errors do not consistently increase 

as correctness decreases, whereas nonwords, formals, and unre- 

lated errors do consistently increase. Notice that this pattern is 

exactly what was illustrated by Figure 4 in the patients. In the 

model the increase in nonwords, unrelated errors, and formal 

errors with severity is attributable to their relatively greater op- 

portunities, and we hypothesize that the same is occurring with 

the patients. The difference between the decay and weight le- 

sions is that the former is associated with relatively more formal, 

semantic, and mixed errors and the latter with more nonword 

and unrelated errors. For example, at about 30% correct, the 

weight lesion has 41% nonword, 12% formal, 10% unrelated, 

7% semantic, and 1% mixed errors; for decay it is 26% non- 

word, 20% formal, 7% unrelated, 13% semantic, and 3% mixed 

errors. These differences reflect the different functions of  activa- 

tion transmission and representational integrity. In the model, 

reducing weight diminishes the extent to which different levels 

of  representation are consistent with one another. This promotes 

what we might call " s tup id"  errors. Nonwords arise when the 

phoneme layer is not consistent with the word layer. Unrelated 
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Figure 7. The effect of varying connection weight lesions on error 
proportions in the model. The decay rate is held constant at .5. S = 
semantic; F = formal. 
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Figure 8. The effect of varying decay lesions on error proportions in 

the model. Connection weight is held constant at .1. S = semantic; F 
= formal. 

word errors occur when the semantic and word layers are incon- 

sistent. When decay rate is increased but connection weights 

are still strong, many errors occur, but they show evidence of 

successful activation transmission among the levels through a 

higher occurrence of  mixed, formal, and semantic errors. These 

are " smar t "  errors, in which the word level is consistent with 

the semantic level, phonological level is consistent with the word 

level, and the chosen word bears some resemblance to the target. 

The combination of  variation in severity and type of lesion 

allows the model to simulate dissociations between patients who 

produce mostly semantic errors and those who make mostly 

phonological errors. Decay lesions that are not severe lead to 

patterns in which nearly all the errors have a semantic compo- 

nent, such a s, the point where q = .80 in Figure 8. The opposite 

pattern occurs for severe lesions in connection weight, such as 

p = .003 in Figure 7, where 89% of the errors are nonsemantic. 

The dissociation arises in the model because only semantic and 

mixed errors predominate near the normal point, and, because 

these errors are "smart ,"  they tend to be promoted with mild 

decay lesions. Nonsemantic errors, particularly nonwords, dom- 

inate with severe lesions of  both types because their greater 

opportunities have an increasingly large impact as performance 

breaks down. Nonwords and unrelated words are further pro- 

moted if the lesion is in connection weight because the lesion 

reduces the correspondence between the activation patterns on 

different levels. 

We should reemphasize, though, that the permitted error pat- 

terns in the model are limited. Variation in severity and lesion 

type can produce some interactions among error types, but not 

all interactions can be produced and those that can cannot be 

produced at all severity levels. Whether the model 's  limitations 

are like those in patient data can be be seen only by attempting 

to fit patterns of  a number of  patients by lesioning (altering the 

parameter settings of) the model. 
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Table 7 

Philadelphia Naming Test 1 Results: Naming Data and Predictions of the Model 

Naming response 

Patient and 

parameter settings Correct Semantic Formal Nonword Mixed Unrelated RMSD 

W.B. .94 .02 .01 .01 .01 .00 

p = .02, q = .56 .93 .04 .01 .02 .01 .00 .010 

T.T .93 .01 .01 .00 .02 .00 

p = .02, q = .56 .93 .04 .01 .02 .01 .00 .015 

J.Fr. .92 .01 .01 .02 .02 .00 

p = .02, q = .56 .93 .04 .01 .02 .01 .00 .014 

V.C. .87 .02 .01 .03 .01 .00 

p = .02, q = .57 .88 .05 .02 .04 .01 .00 .014 

L.B. .82 .04 .02 .09 .01 .01 

p = .007, q = .5 .82 .04 .03 .08 .01 .02 .007 

J.B. .76 .06 .01 .05 .02 .02 

p = .0065, q = .5 .78 .06 .04 .08 .01 .03 .021 

J.L. .76 .03 .01 .06 .03 .01 

p = .025, q = .6 .83 .06 .03 .06 .01 .01 .033 

G.S. .70 .02 .06 .15 . 0 1  .02 

p = .0057, q = .5 .69 .07 .06 .14 .01 .03 .022 

L.H. .69 .03 .07 .15 .01 .02 

p = .0057, q = .5 .69 .07 .06 .14 .01 .03 .018 

J.G. .55 .06 .08 .18 .04 .03 

p = .045, q = .7 .57 .10 .11 .16 .02 .04 .025 

E.G. .93 .03 .00 .01 .02 .00 

p = .1, q = ,6 .95 .03 .00 .00 .02 .130 .009 

B.Me. .84 .03 .01 .00 .05 .01 

p = .1, q = .82 .85 .09 .01 .02 .03 .00 .028 

B.Mi. .83 .05 .01 .01 .02 .01 

p = .055, q = .7 .84 .08 .02 .03 .02 .01 .016 

J.A. .78 .04 .00 .02 .03 .01 

p = .058, q = .7 .89 .07 .01 .02 .02 .00 .047 

A.F. .75 .02 .03 .07 .06 .04 

p = .1, q = .85 .77 .11 .03 .05 .04 .00 .043 

N.C. .75 .03 .07 .08 .01 .00 

p = .1, q = .85 .77 . l l  .03 .05 .04 .00 .041 

1.G. .69 .09 .05 .02 .03 .01 

p = .1, q = .86 .73 .13 .04 .05 .04 .01 .027 

H.B. .61 .06 .13 .18 .02 .01 

p = .05, q = .713 .59 .11 .11 .14 .02 .03 .030 

J.F. .56 .14 .01 .02 .11 .01 

p = .l, q = .86 .73 .13 .04 .05 .04 .01 .077 

G.L. .28 .04 .21 .30 .03 .09 

p = .079, q = .85 .27 .11 .20 .29 .03 .10 .030 

W.R. .08 .06 .15 .28 .05 .33 

p = .1, q = .94 .18 .09 .20 .37 .03 .13 .102 

Note. The first row for each patient shows the proportions obtained and the second row the proportions 

predicted. RMSD = root mean squared deviation. 

Model Fit to the Patient Data 

The mode l ' s  fit to the error  ca tegory propor t ions  for  21 indi- 

vidual patients is shown  in Table 7. (Recall  that 2 patients were  

not  fit because  they had too many  nonnaming  responses . )  The 

table is organized by type o f  lesion (p redominan t ly  p vs. pre- 

dominant ly  q )  and, within that, by degree o f  accuracy. The 

fitting process  was  informal.  For each patient, we identified 

combina t ions  o f p  and q that give a level o f  correctness  s imilar  

to that patient. Each  combina t ion  was  simulated using 1,000 

trials with each o f  the two ne ighborhoods  in the model  and 

averaging them with weights  o f  .9 a n d .  1 for  the first and second 

ne ighborhoods ,  respectively. We then chose  the combina t ion  that 

led to t h e  best  match be tween patient and model,  specifically 

the one with the smallest  value o f  chi-square,  using the model  

error  p ropor t ions  to determine expected values. 7 I f  a patient 

could be reasonably  well  fit with a combina t ion  that we had 

7 When the expected proportion for a category was zero, which some- 

times happened with the unrelated category, we simply left it out of the 

chi-square calculation. If a comparison between two potential fits re- 

quired a comparison between chi-squares based on a different number 

of categories because one was left out due to zero expectation, the 

comparison used the root mean squared deviation instead of chi-square 

to arbitrate. 
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already used, we just used that combination rather than try to 

fine tune the fit. 

Because the model ' s  predictions are based on stochastic simu- 

lations, there is a small chance that a simulated proportion can 

deviate from the true model proportion by as much as .03 when 

simulations are based on 1,000 trials per neighborhood. Conse- 

quently, after a good fit was found for each patient, we checked 

the fit by testing 10,000 trials per neighborhood with the fitted 

parameters. If  the two sets of  model proportions differed by a 

root mean squared deviation (RMSD)  of .01 or greater, the 

patient was refit. Three patients required refitting. 

The fit between the model and patients was good. Across the 

21 patients, the RMSD between model and patient proportions 

ranged from .007 to .102 (Mdn = .026). To evaluate the fit in 

RMSD terms, we generated 10 pseudopatients, each with ran- 

dom proportions assigned to the six response categories (con- 

strained to add to one) and attempted to fit the model to them. 

The median RMSD for the pseudopatients was .220. The fits 

for the real patients were substantially better, even in the case 

of  the poorest fit, W.R. In every error category, the deviations 

were small. In fact, there was only a single point out of  126 in 

which the deviation was greater than.  15, the unrelated propor- 

tion for patient W.R. 8 The only error category, as a whole, in 

which there appeared to be a systematic deviation between the 

model and the data was the semantic category, in which the 

model overpredicted somewhat. This overprediction may be 

traced to the initial fit to normal data, in which there also was 

a small overprediction of  the semantic category. 

Consider the model 's  fit to the 3 patients whom we used 

earlier to illustrate the general patterns in the data. These pa- 

tients, G.L., I.G., and L.H., had fits by the RMSD measure 

around the median, .030, .027, and .018, respectively. First, 

compare G.L. with I.G. Their data show how error patterns 

varied with severity, with G.L.'s naming being more disrupted 

(.28 correct) than I.G.'s (.69 correct).  The differences in the 

model 's  proportions lay in the nonwords (G.L. = .29, I.G. = 

.05), the formals (G.L. = .20, I.G. = .04), and the unrelateds 

(G.L. = .10, I.G. = .01). The model 's  semantic (G.L. = .11, 

I.G. = .13) and mixed (G.L. = .03, I.G. = .04) proportions 

were similar for them and, in fact, were slightly more likely in 

the less severe patient. The actual data also exhibit these patterns. 

In the model, these interactions are caused by relatively more 

phonological errors (nonwords and formals) and, generally, by 

a greater influence of  categories with many opportunities with 

more extreme lesions. 

Both G.L. and I.G. were characterized by lesions in decay 

more than in connection weight. I.G.'s lesion, in fact, was a 

pure decay lesion. The effect of  type of  lesion can be seen by 

comparing the fit of  I.G. to L.H., who was fit by a loss in 

connection weight but whose naming performance was the same 

as I.G.'s (.69 correct).  The weight lesion promoted nonwords 

(L.H. = .14, I.G. = .05) and unrelateds (L.H. = .03, I.G. = 

.01 ) at the expense of  related word errors, particularly semantic 

(L.H. = .07, I.G. = .13) and mixed (L.H. = .01, I.G. = .04). 

These were exactly the differences between I.G.'s and L.H.'s 

actual error patterns. As we said earlier, the weight lesion exag- 

gerates the errors associated with a lack of  consistency among 

representational levels, whereas the decay lesion's errors tend 

to maintain some consistency. 

A good way to understand the model 's  fit is to scale error 

proportions relative to error opportunities. For example, earlier 

we estimated that the opportunities for a formal error for the 

patients was .09. That is, a random phonologically legal string 

of  about the length that is typically produced in naming tasks 

would result in a word that is formally related to the target (by 

our definition) approximately 9% of the time. Similarly, in the 

model, random outputs would create a formal error slightly less 

than 8% of  the time. One can ask of  each patient and the model 's  

fit of  each patient whether each error type occurs more or less 

often (and by how much more or less often) than these opportu- 

nities. Ideally, the patients and the fits would agree. 

We can quantify the error proportion relative to opportunities 

as the natural log transform of the ratio of  the actual patient 

error proportion to the estimated real opportunities. The same 

can be done for the fit to each patient by taking the same trans- 

form of  the model 's  predicted proportion over the model 's  op- 

portunities. For both the patients and the model, a positive num- 

ber indicates that that error type occurred more than expected 

by chance and a negative number that it occurred less often than 

chance opportunities. Table 8 shows these values for each pa- 

tient and for the model for the five error categories, and Figure 

9 shows the relation between the patient and model values. The 

correlation between predicted and obtained values was .94, with 

a slope of  1.2 and an intercept of  .03. (A perfect fit would have 

correlation of  1.0, a slope of  1.0, and a zero intercept.) There 

were only 3 (out of  92) points in which predicted and obtained 

values had a different sign. The good fit using the values scaled 

to opportunities is to be expected given the overall good fit 

between predicted and obtained error proportions and the fact 

that the model 's  opportunities are similar to the estimated real 

opportunities. 9 

The opportunities transform allowed us to look more closely 

at how error patterns change as a function of severity and hy- 

pothesized lesion type. We placed some of the patients into five 

groups: (a)  high correctness, mostly weight lesions (W.B., T.T., 

J.Fr., V.C., and L.B.); (b) high correctness, mostly decay lesions 

(E.G. and B.Me.); (c)  medium correctness, mostly weight (J.L., 

G.S., and L.H.); (d)  medium correctness, mostly decay (A.E,  

I.G., N.C., and J.F.); and (e)  low correctness, mostly decay 

(G.L. and W.R.). Not all of. the patients were included for two 

reasons: First, we wanted relatively " p u r e "  lesions. None of  

8 W.R. often perseverated his word responses. Our coding scheme 

simply categorized these depending on their relation to the target, which 
was typically unrelated. This was why he had so many unrelated re- 
sponses (see Table 6). Because the model does not deal with persevera- 
tive influences, it could not handle this effect. 

9 The largest discrepancy between the model and the real opportunities 
lay with the semantic category, in which the model's opportunity was .04 
and our estimate was .01. Consequently, the effect of the opportunities 

transform is to reduce the model's prediction for the semantic category 
relative to the patient data. Recall that semantic error proportions were 
on average less than predicted by the fits. Therefore, when fits are 

scaled by opportunities, this discrepancy is corrected and, in fact, is 
now slightly reversed: Patients make more semantic errors than predicted 
on a per opportunity basis. 
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the designated decay-lesion patients had fitted weights below 4 -  

.07, and none of the weight-lesion patients had decay rates 

above .6. Second, we wanted to equate the average correctness 3- 

levels for the lesion types. Average correctness for the high A 2- 

categories was .896 and .885 for the weight- and decay-lesion ~. 

groups, respectively. For the medium categories, the averages ~ 1 

were .717 and .688, respectively. The low-correctness group, 

which contained only decay lesions, averaged.  180 correct. ~ 0 

Figures 10 and 11 show the error patterns on a per opportuni- 

ties basis for the five patient groups and the model ' s  fits. In .~ -1 
o 

these figures, each point is an average of the opportunities trans- 

Table 8 

In(Errors/Opportunities) for  Patients and Model Fits 

Error category 

Patient S F N M U 

C 
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-4 -3 -2 -1 0 1 2 3 4 

P r e d i c t e d  I n ( e r r o r = l o p p )  

W.B. 0.53 -2A0 -4.23 0.41 - -  
0.00 -2.07 -3.62 0.92 - -  

T.T. -0.51 -2.71 -4.90 1.45 - -  
0.00 -2.07 -3.62 0.92 - -  

J.Fr. -0.51 -2.10 -3.55 1.45 - -  
0.00 -2.07 -3.62 0.92 - -  

V.C. 0.83 -2.10 -3.16 1.01 - -  
0.22 - 1.37 -2.93 0.92 - -  

L.B. 1.39 -1.67 -2.17 1.01 -2.81 
0.00 -0.97 -2.24 0.92 - 1.42 

J.B. 1.84 -2.10 -2.75 1.75 -2.81 
0.41 -0.68 -2.24 0.92 - 1.02 

J.L. 1.22 -2.10 -2.64 1.95 -2.81 
0.41 -0.97 -2.53 0.92 -2.12 

G.S. 0.83 -0.36 - 1.65 1.01 - 1.77 
0.56 -0.28 - 1.68 0.92 - 1.02 

L.H. 1.22 -0.27 - 1.68 1.01 - 1.77 
0.56 -0.28 - 1.68 0.92 - 1.02 

J.G. 1.84 -0.12 -1.48 2.30 -1.08 
0.92 0.33 - 1.54 1.61 -0.73 

E.G. 1.10 - -  -4.38 1.61 - -  
-0.29 - -  - -  1.61 - -  

B.Me. 1.06 -2.71 - -  2.44 -2.81 
0.81 -2.07 -3.62 2.01 - -  

B.Mi. 1.63 -2.71 -4.90 1.75 -2.21 
0.69 -1.37 -3.22 1.61 -2.12 

J.A. 1.39 - -  -3.85 1.98 -2.21 
0.56 -2.07 -3.62 1.61 - -  

A.F. 0.53 -1.13 -2.38 2.66 -0.92 
1.01 -0.97 -2.71 2.30 - -  

N.C. 1.22 -0.27 -2.37 0.41 - -  
1.01 -0.97 -2.71 2.30 - -  

I.G. 2.15 -0.55 -3.55 2.15 -2.21 
1.18 -0.68 -2.71 2.30 -2.12 

H.B. 1.74 0.34 -1.51 1.75 -2.81 
1.01 0.33 - 1.68 1.61 - 1.02 

J.F. 2.66 -2.10 -3.85 3.31 -2.21 
1.18 -0.69 -2.71 2.30 -2.12 

G.L. 1.25 0.87 - 1.00 1.98 -0.08 
1.01 0.93 -0.95 2.01 0.18 

W.R. 1.74 0.50 - 1.06 2.44 1.20 
0.81 0.93 -0.71 2.01 0.45 

Note. If a patient's or the model's error proportion is zero, the In 
transform does not exist and is indicated by dashes. The first line for 
each patient is the data, and the second is the model's fit. S = semantic; 
F = formal; N = nonword; M = mixed; U = unrelated. 

Figure 9. The relation between In(errors/opportunities [opp]) for 21 

patients and the model's tit to these patients for all error types. 

forms for the patients in the group. (When a predicted or ob- 

tained value was undefined because the input to the log trans- 

form was zero, the value was set to -4 .90 ,  which was the 

transform of the smallest nonzero ratio.) Clearly, the model was 

producing the general patterns found in these groups. Consider, 

in particular, how patterns change with severity by comparing 

high-, medium-, and low-correctness patterns for the decay le- 

sion (see Figure 10). As severity increased, the values tended 

to approach zero, that value in which errors equaled opportuni- 

ties. (A profile of  zero for all errors represented the random 

point, the point of  maximum severity.) The effect of lesion type 

also is apparent from these figures: Decay lesions tended to 

promote semantic and mixed errors (the " s m a r t "  errors) rather 

than nonword and unrelated errors (the " s tup id"  errors),  which 

were more in evidence with connection weight lesions (see 

Figure 11 ). 

The good fit between the patient data and the model suggests 

three conclusions. First, it extends support for the interactive 

two-step approach to naming. A model that successfully charac- 

terized normal performance could be applied to the range of 

performance that fluent aphasic individuals exhibit. Although 

only a restricted set of  error patterns is allowed by the model, 

the patients' patterns appeared to fall within that set. Second, 

the good fit supports the continuity thesis. A large component 

of  disordered naming can be linked to general severity. More 

severe aphasic patients have an error pattern that is closer to the 

error opportunities afforded by the lexicon, whereas less severe 

aphasic patients have a pattern that is similar to the normal 

pattern. Finally, the fit supports the hypothesis that variation in 

patient error patterns can be associated with global lesions in 

activation transmission, representational integrity, or both. 

P r e d i c t i o n s  F r o m  the  M o d e l  

If the model ' s  characterizations of each patient are valid, 

we ought to be able to use the fits to predict other previously 
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Figure 10. Patient (black dots) and model (open dots) error proportions expressed as In(errors/opportuni- 

ties [opp]) for patients with relatively pure decay lesions grouped by correctness. S = semantic; F = 

formal; N = nonword; M = mixed; U = unrelated. 

unexamined aspects of  their performance. We have done this 

with respect to four effects: the influence of  syntactic category 

on formal errors, the extent to which semantic errors are influ- 

enced by phonology, the naming error pattern in the patients 

after some recovery, and the patients' ability to repeat auditorily 

presented words. 

The most novel aspect of  the model 's  application to aphasia 

is the claim that the differences in error pattern, at a given level 

of  severity, are simply attributable to whether the lesion involves 

activation transmission or representational integrity. Three of  

the predictions that we tested addressed this claim directly. As 

a preliminary to testing these predictions, though, we first 

needed to go back to the model and study its behavior more 

closely, particularly the conditions under which the model al- 

lowed for interaction among its processing levels. 

Because the model 's  connections run in both top-down and 

bottom-up directions, phoneme nodes are activated during 

lemma access, and their activation affects that of  the word nodes. 

The flow of activation from phonemes to words at lemma access 

produces true malapropisms (i.e., form-related word substitu- 

tions) and the mixed-error effect (i.e., the tendency for formal 

similarity to augment semantic substitutions). The occurrence 
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We varied p and q throughout the normal and aphasic regions 

of the parameter space and ran 1,000 trials of  lemma access for 

each combination using the neighborhood described earlier. The 

measure of  strength of  interaction was a z-score test of  the 

difference between the number of  mixed and semantic selec- 

tions, assuming a normal approximation to the binomial. The 

larger the z score the greater the interactiveness. Figure 12 is a 

contour map of the size of this measure. It shows dramatically 

how the potential for interaction is limited to parameter combi- 

nations with near-normal connection weights. Specifically, there 

is no real tendency for interaction unless the weight, p, is .05 

or larger. In the aphasic region, this constraint delineates an 

area in which decay is much greater than normal. If there are 

near-normal weights, then there must be an abnormally high 

decay rate to create aphasic performance. 

If interaction is confined to models with a p of  at least .05, 

one can partition the patients into those whose connection 

weights are high enough to create interactive effects and those 

that are not. This partition, reflected in Table 7, creates 11 high- 

and 10 low-weight patients. To increase the number of  patients, 

V.P. and G.B., the ones who were not modeled because of  their 

high proportion of  nonresponses, were evaluated according to 

whether they should be considered high or low weight. Because 

both had many fewer nonwords than related word errors, which 

is the principal feature of high-weight (or decay-lesion) pa- 

tients, they appear to belong in the high-weight group. We veri- 

fied this intuition by fitting the model to V.P. and G.B. in two 

ways: First, we fit the raw proportions for the six categories in 

the same way as for the other patients. This will necessarily 

lead to imperfect fits because of  the large number of missing 

Figure 11. Patient (black dots) and model (open dots) error propor- 
tions expressed as In (errors/opportunities [opp] ) for patients with rela- 
tively pure connection weight lesions grouped by correctness. S = se- 
mantic; F = formal; N = nonword; M = mixed; U = unrelated. 

of  these interactive effects depends heavily on model parameters. 

To study these dependencies, we developed a measure of  the 

strength of interaction in the model. Recall that we showed 

earlier that there was a mixed-error effect in the model with 

the normal parameter settings by comparing the probability of  

selecting a mixed neighbor at lemma access with that of  a 

semantic neighbor. The neighborhood that had exactly one se- 

mantic and one mixed neighbor was used in this comparison. 

The extent to which the mixed word 's  lermna has a greater 

selection probability than the purely semantic one is an index 

of  the impact of  bottom-up activation from the phonemes on 

lemma activation. 

Figure 12. Contour map of the model's parameter space expressing 
the difference between the number of selections (out of 1,000) of a 
mixed lemma and a purely semantic lemma with Neighborhood 2. The 
difference is expressed as a z-score test of the difference between mixed 
and semantic proportions with a sample size of 1,000, assuming a bino- 
mial approximation to the normal. The darker the region, the greater the 
evidence that mixed lemmas are stronger competitors than purely seman- 
tic lemrnas. The connection weight is plotted with a log scale. 
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observations. The parameters assigned by this method placed 

both in the high-weight group (for V.P., p = .  1, q = .93, RMSD 

= .128; for G.B., p = .051, q = .72, RMSD = .080). Second, 

we rescaled these patients' proportions for the modeled catego- 

ries so that they summed to 100%. This effectively treated the 

failures to respond as missing data. Again, both were placed in 

the high-weight category (for V.P., p = .1, q = .92, RMSD = 

.110; for G.B., p = .051, q = .72, RMSD = .016). Because 

both ways of fitting the 2 patients led to the same conclusion, 

we therefore assigned them to the high-weight group, increasing 

its size to 13. In the next three sections of this article, we 

describe tests of the predictions related to the partition between 

high- and low-weight patients. 

Syntactic Category Effects on Formal Errors 

Formal errors that happen at lemma access should, according 

to the general theory behind the model, obey the syntactic class 

constraint. In a picture-naming task, the target category is noun 

and therefore lemma access errors should be nouns. If the mod- 

el 's parameters for a patient allow for interactive feedback, as 

in the high-weight group, there can be many formal errors at 

lemma access. Hence, the set of formals made by these patients 

will be nouns in excess of what would be expected by chance. 

If the characterization of a patient does not allow for interaction, 

which is true for the low-weight group, the patient's formal 

errors would arise largely during phonological access. Because 

phonological selection is indifferent to syntactic category, the 

formal errors made by low-weight patients should be nouns only 

at chance levels. 

Gagnon et al. (in press) studied the formal errors made by 

9 aphasic patients in this study and found that these errors do 

create nouns in excess of chance. Our prediction here, though, 

is more specific because the model identifies which patients 

should contribute to the effect and which should not. 

We examined all formal errors of the high- and low-weight 

groups and categorized them as "noun"  if the word's most 

frequent entry in Francis and Kucera (1982) was a noun and 

as "nonnoun" otherwise. Mixed errors were not counted as 

formals because they are likely to be nouns as a consequence 

of their semantic relation to the target. 

The result was a clear difference between the groups, as 

predicted. For the high-weight group, 80.4% of the 148 formal 

errors were nouns. The low-weight group generated only 58.5% 

nouns (n = 53). To establish the reliability of the difference, 

we first determined chance expectations. Martin et al. (1994), 

using a technique developed by Blanken (1990), created a pseu- 

docorpus of word errors of the same structure and word fre- 

quency as aphasic patients' formal errors in picture naming. Of 

the words created by this method, 60% were nouns by our 

definition. Gagnon et al. (in press) generated a complete set of 

CVC legal strings and found that of the words in that set, 64% 

were nouns. To be conservative, we adopted the larger figure as 

the chance estimate. For each patient we determined the ex- 

pected number of nouns (.64 × number of formals) and then 

subtracted the expected number from the actual number. The 

resulting noun scores of the high- and low-weight groups were 

then compared to each other and to chance. The high-weight 

group had a greater noun score than the low-weight group, 

t(21) = 3.32, p < .004, and its score also was significantly 

greater than chance, t(12) = 3.87, p < .003. The low-weight 

group's score was not distinguishable from chance (t < 1). 

The analysis of the difference between the high- and low- 

weight groups' formals with respect to syntactic category sup- 

ported both the model's characterization of the patients and the 

association of syntactic category with lemma access and not 

with phonological access (contrary to Caramazza & Hillis, 

1991 ). The association between lemmas and syntax is arguably 

the most important aspect of two-step theories of lexical access 

(Garrett, 1980; Jescheniak & Levelt, 1994; Levelt, 1989). The 

model, however, takes this association further and explains how 

a syntactically specified lemma can be influenced by phonologi- 

cal relations. 

Note that the division of patients into high- and low-weight 

groups was based on data that were independent of the noun-  

nonnoun distinction, and hence the analysis of this distinction 

offers independent validation of the model. The noun-nonnoun 

differences between the patient groups' formal errors was linked 

to differences in the proportions of other error types, exactly 

as predicted. More generally, the analysis showed that patients 

differed in their propensity to produce formal errors at lemma 

access: true malapropisms. The model's account of this differ- 

ence is that the patients differ in how much activation transmis- 

sion takes place between the phoneme and word level. 

Phonological Effects on Semantic Errors 

The mixed error is another variable in which differences be- 

tween high- and low-weight groups are predicted. Patients with 

strong weights should exhibit a true mixed-error effect for the 

same reason that these patients should make malapropisms; acti- 

vation can flow from target word nodes to phonemes and then 

to mixed neighbors. Mixed-error effects are typically evaluated 

by taking all word errors that are semantically related to the 

target and then assessing whether the errors also are phonologi- 

cally related to the targets by comparing how often targets and 

errors match on phonological dimensions with chance expecta- 

tions (Dell & Reich, 1981; del Viso et al., 1991). Using this 

method on the error data from most of the patients in this study, 

Martin, Gagnon, et al. (1996) showed that, overall, there was 

a mixed-error effect. Again, though, our expectation was more 

specific: The mixed-error effect should be confined to patients 

in the high-weight group. ~° 

Like Martin, Gagnon, et al. (1996), we selected all errors 

categorized as semantic or mixed (except for morphological 

relatives), and counted how often their first, second, and third 

phonemes matched their targets. By chance, these proportions 

~o Unlike the prediction for nouns and nonnouns, this mixed-error 
prediction is not entirely independent of the numbers used to derive the 
fits. Recall that there is a mixed-error category used in the proportions 
that guide the fitting. 
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should be .057, .060, and .056, respectively. ~ The high-weight 

group showed a substantial mixed-error effect, about the same 

size as that shown by nonaphasic speakers. In the 198 relevant 

errors, the match proportions we re .  121,.  126, and .  106 for the 

first through third phoneme positions, respectively. Each of  these 

was significantly different from chance. 

The low-weight group's  match proportions were lower and 

did not differ from chance. The proportions, based on 74 errors, 

were .081, . 122, and .041 for the three positions, respectively. 

The second position proportion was nearly as large as that for 

the high-weight group, but, because of  the smaller number of 

errors in the low-weight group, it was within the 95% confidence 

limit around the chance value of  .060. In general, there was not 

a great deal of power for detecting a small mixed-error effect 

in the low-weight group. Pooling across the three phoneme posi- 

tions, the expected number of matches was 13 for the low- 

weight group, and the obtained number of  matches was 18. 

Contrast this with the high-weight group's  34 expected and 

70 obtained matches. Therefore, although we could definitely 

conclude that the high-weight group had a mixed-error effect, 

we had to suspend judgment for the low-weight group. On the 

whole, though, the data are consistent with model predictions. 

The association of a mixed-error effect with the high-weight 

group bolsters the findings with syntactic category in the formal 

errors. The results speak to the validity of  the model 's  fits and, 

in general, support the view that errors of lemma access are 

influenced by phonological factors. 

Experiment 3: Naming After Recovery 

The fit of  the model identifies the deficit for each patient. If 

this fit is useful, it should characterize the patient's future as 

well as present behavior. We found this to be true in prior studies 

of Patient N.C., assuming that recovery entails resolution of 

abnormal parameter values toward the normal state. In N.C.'s 

case, reducing the abnormally high decay rate used to fit his 

error patterns in the acute stage captured changes associated 

with recovery in both naming and repetition of  single words 

(Martin et al., 1994) and in repetition of  word pairs (Martin, 

Saffran, & Dell, 1996). 

We are not the first to look to recovery for confirmation of  

a model of  lexical-phonological deficits. Those who explain 

neologistic speech as anomia (i.e., failed word retrieval) masked 

by random generation of  phonological content often cite as evi- 

dence the recovery pattern that starts from Wernicke's aphasia 

and evolves into anomic aphasia (Kertesz & Benson, 1970). The 

notion is that the return of  self-monitoring blocks the neologism 

generator from going into operation and unmasks the underlying 

word retrieval deficit (Butterworth, 1979). Alternative accounts 

of  neologisms make different predictions about recovery (Buck- 

ingham, 1987). For example, on the basis of  their theory that 

neologisms arise from faulty activation of  lexical-phonological 

forms, Kohn and Smith (1994b) predicted a progression from 

complex neologistic distortion of  targets toward simpler, less 

remote deviations. They also observed this in a longitudinal 

study of  naming in a patient with Wernicke's aphasia. 

From our perspective, the most intriguing finding from Kohn 

and Smith's (1994b) study concerns the changes in lexical er- 

rors in naming over time. At 6 weeks'  postonset, the profile was 

dominated by unrelated word errors (and neologisms).  Over 

time, unrelated errors were, relatively speaking, replaced by 

formally related errors; semantic errors remained constant. 

Kohn and Smith hypothesized a breakdown in the addressing 

mechanism in which lexical-phonological entries are contacted. 

The ability to read the phonological address evolves from total 

failure (yielding nonresponses), to severe misreading of  the 

address (unrelated errors), to partially correct reading of the 

address (formal errors). This deficit, and its recovery, is pre- 

sumed to be independent of  the lexical-phonological activation 

deficit that produced the neologisms. In addition, although they 

do not discuss this, there would have to be a third deficit that 

explains the occurrence of  semantic errors and their resistance 

to recovery over time. 

In our model, recovery can be characterized as the movement 

of  affected parameters toward normal values. In other words, 

the factors that explain differences across patients also explain 

differences within patients over time. Given this premise, the 

model is consistent with many of Kohn and Smith 's  (1994b) 

recovery findings, including the switch from unrelated to formal 

errors and the relative stability of semantic errors. Like Kohn 

and Smith, we do not invoke devices or systems external to the 

model to account for the presence or elimination of symptoms. 

However, where their account postulates multiple deficits, each 

subject to its own principles of  recovery, we hypothesize alter- 

ations in the connection weight, decay parameters, or both, each 

of  which is subject to a single principle of  recovery: movement 

toward the normal value. If our account is valid, naming error 

patterns after recovery should fit the model just as well as the 

original tests. Moreover, if recovery consists of a normalization 

of altered parameters, it follows that the character of  the fit, 

whether the patient's lesion is primarily in decay or weight, 

should not change. For example, if  a particular patient is charac- 

terized as having a high decay but a normal weight, the charac- 

terization after recovery should not be one of a low weight and 

normal decay. The decay parameter may or may not improve, 

but at least the patient should not change from the high- to the 

low-weight category. Thus, for each retested patient, we fit their 

error data and then determined whether they fell into the high- 

or low-weight group. If there is some stability to the model 's  

fits, patients should not change groups. 

Method. Because we planned to measure recovery by representing 
the PNT at an interval of several months, we first conducted a small 
study that assessed practice and learning effects from repeat exposure 
at short intervals. In this practice study, 6 patients from the original 
study were retested on equivalent forms of the PNT, one form after an 

interval of 2 days from the initial test date and the other after 5 days. 
The administration procedures and scoring were identical to those used 
in the original study (PNT-1). Five of these 6 aphasic patients and 5 
others from the original study were subsequently retested on the full 
PNT (PNT-2). The shortest "recovery interval" was 1.5 months and 
the longest was 9 months (Mdn = 3 months). All aphasic patients in 

H These proportions are slightly different from the ones cited pre- 

viously in the analysis of the mixed-error effect in the errors made by 
the normal speakers because the method of calculating chance (Dell & 
Reich, 1981 ) uses the actual target-error pairs of the particular partici- 
pant group. 
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Table 9 

Philadelphia Naming Test 2 Results: Recovered Naming and Predictions of the Model 

Naming response 
Patient and parameter 

settings Correct Semantic Formal Nonword Mixed Unrelated RMSD 

J.B." .87 .01 .01 .03 .03 .00 
p = .0085, q = .5 .89 .04 .01 .04 .01 .00 .018 

A.F? .94 .01 .01 .02 .02 .01 
p = .01, q = .5 .94 .03 .01 .02 .00 .00 .012 

G.S? .91 .00 .02 .05 .01 .00 
p = .009, q = .5 .91 .04 .01 .03 .01 .00 .019 

L.H. .76 .01 .09 .10 .02 .01 
p = .0065, q = .5 .78 .06 .04 .08 .01 .03 .032 

J.G. .90 .02 .01 .03 .03 .00 
p = .009, q = .5 .91 .04 .01 .03 .01 .00 .012 

H.B. .75 .05 .06 .09 .02 .01 
p = .054, q = .713 .75 .09 .05 .07 .02 .02 .019 

J.F. .74 .09 .01 .02 .09 .02 
p = .1, q = .85 .77 .11 .03 .05 .04 .00 .030 

G.L. .36 .02 .19 .32 .03 .03 
p = .051, q = .74 .35 .10 .17 .28 .02 .08 .043 

W.R." .19 .08 .21 .19 .01 .26 
p = .1, q = .94 .18 .09 .20 .37 .03 .13 .092 

J.L. ~ .96 .02 .01 .01 .01 .00 
p = .1, q = .5 .97 .02 .00 .00 .01 .00 .007 

Note. RMSD = root mean squared deviation. 
a Participated in the practice study. 

the recovery study had scores at or below .76 correct on PNT-1. The 

methods and scoring system were the same as in the original study. 

Results. In the practice study, the median change score (re- 

peat minus original)  was zero after 2 days ( range = - . 0 5  to 

.14) and .06 after 5 days ( range = - . 0 5  to .12).  On the expecta- 

t ion that practice effects would be maximal  at the shortest  inter- 

val, the absence of  an effect at 2 days provided some assurance 

that  any gains observed at longer intervals represented true 

recovery. 

The 10 aphasic patients run in PNT-2 showed a median im- 

provement  of  .16 (range = . 0 7 - . 3 5 ) .  Those who part icipated 

in the practice study showed similar median change scores to 

the unpracticed group (. 19 a n d .  14, respectively).  The relative 

ordering among the 10 patients was consistent  f rom PNT-I to 

PNT-2; the difference in ranks averaged 1.3. In summary, there 

were measurable  gains f rom PNT-1 to PNT-2, which, given the 

minimal  practice effects, we feel justified calling "recovery ."  

We next  sought  to test  the hypothesis  that  the recovered data 

could be  related to the model.  The error  patterns were fit as 

before,  and, again, the fit was good (see  Table 9) .  The R M S D s  

ranged f rom .007 to .092 (Mdn = .019) .  Once again, there 

was only a single point  (out  of  60)  that  deviated f rom the fit 

value by more  t h a n .  15. Here it is the nonword  value for  Patient  

W.R., the same patient  who had  the wors t  fit in the first test. 12 

To examine  the fit, we expressed the pat ient  and model  error  

proport ions  on a per  opportuni t ies  basis,  as we did before.  

Figure 13 shows the relat ion between predicted and obta ined 

values. The corre la t ion was .92, with  a slope of  1.1 and a n  

intercept  of  0.15. 

Each patient was assigned to the high- and low-weight catego- 

ries on the basis of their value of  p, and this assignment was 

compared  with the assignment derived from PNT-1J 3 The com- 

parison showed considerable agreement  between the tests. Of  

the 10 patients, 8 remained in the same group (4 high weights 

and 4 low weights) ,  1 (A .E)  changed from high to low weight, 

and 1 (J.L.) recovered to the normal  level and hence was not 

assigned a group. 

The single patient (A.F.) who changed groups recovered to a 

high level of  correctness ( .94) .  At  this level, the difference 

between a high- and low-weight  fit is small. For example,  an 

alternative high-weight  fit (p  = .1, q = .7) was only slightly 

worse than the chosen low-weight  fit, an RMSD of .014 for the 

high-weight  fit compared with .012 for the chosen fit. Generally 

speaking, when there is a high level of  correctness,  there is little 

difference between kinds of fits. High- and low-weight  fits are 

simply close to normal  and hence are close to each other. Thus, 

it is not problematic that A.E changed categories because the 

model, in principle, is not able to determine reliably the type 

of lesion for patients whose performance is near normal  levels. 

We should therefore also not take much credit for correctly 

predicting which categories J.G. and G.S. belonged to because 

t2 The fact that W.R. was not fit as well as the others in both tests 

was due to the underprediction of unrelated words and an overprediction 

of nonwords. As before, we attributed this to his tendency to perseverate 

words, which is not a feature of the model. 
t3 When a patient is assigned to one of these categories, it is only 

after comparing the chosen fit to alternatives in the other category. If 

the best fits tended to be near to the original parameter values, there 

was no attempt to fine tune the fit by fiddling with both parameters. 

Either the original fit or an alteration of a single parameter was chosen 

if that alteration was better than the original. 
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Figure 13. The relation between In(errors/opportunities [opp]) for 
the 10 patients in the recovery study and the model's fit to these patients 
for all error types. 

they also recovered to fairly high levels (.90 and .91, respec- 

tively). In a similar vein, we should perhaps discount the correct 

prediction for H.B., whose original (p = .05) and recovered (p 

= .054) values of connection weight were close to the adopted 

boundary between high- and low-weight categories. A recovered 

fit on just the other side of the boundary (p = .045, q = .68) 

yielded only a slightly worse fit: (X 2 = 4.94, RMSD = .019 

for the high-weight fit and X 2 = 7.65, RMSD = .020 for the 

low-weight fit.) The same point can be made for G.L., whose 

recovered value of p was near the boundary. Discounting H.B., 

G.L., and the patients who recovered to 90% or better left 4 

patients. All 4 were on one side or other of the high-low weight 

boundary at the first naming test, and their recovery placed them 

squarely on the same side of the boundary. 
+ 

In summary, the study of naming recovery supported the 

model in two respects. First, it provided additional data sets 

that were adequately fit. Second, it showed that the general 

category that the model assigns a patient to on the first test 

predicts the patient's assignment on a test after recovery. That 

shows some degree of stability of the model's characterization 

of each patient. Broadly speaking, results of the recovery study 

support the continuity thesis. Recovery is the movement of 

pathological parameters toward normal values. Although the 

mechanism for this movement is not given by the model, the 

fact that recovery, or within-patients variation, takes place along 

the same dimensions as those that characterize between-patients 

variation provides a powerful constraint on theories of recovery. 

Both recovery patterns and individual differences show the con- 

tinuity between normal and pathological states. 

Application to Single-Word Repetition 

Probably the most often-tested ability in aphasic patients is 

word repetition. The patient is told a word and simply repeats it. 

Repetition performance has figured importantly in aphasiology 

because it serves to differentiate certain aphasic syndromes. 

Preserved repetition distinguishes transcortical sensory aphasia 

from Wemicke's aphasia, and it is the occurrence of semantic 

errors in word repetition that defines the disorder known as 

deep dysphasia. 
Because the language production system is ostensibly in- 

volved in repetition, one ought to be able to use the naming 

model to predict repetition. At the same time, though, one must 

recognize that naming and repetition are different tasks. To apply 

the naming model to repetition requires a theory of the relation 

between the tasks. Here we consider two contrasting theories 

of this relation: the single-network and perfect recognition 

views. We offer these for two reasons: First, we want to illustrate 

how one could use the naming model to understand other aspects 

of pathological language. In particular, we show that combining 

the naming model with a theory of the relation between naming 

and repetition allows one to characterize whether a patient's 

repetition is good or poor compared with their naming in a 

theoretically precise way. Second, we argue that one of the 

theories, the perfect-recognition view, actually may be correct 

for many patients. To anticipate our results, it will turn out that 

most of our patients' repetition error patterns were successfully 

predicted by the combination of the naming model and a perfect- 

recognition assumption. 

Both the single-network and the perfect-recognition ap- 

proaches share the assumption that single-word repetition con- 

sists of two stages, a word recognition stage and the phonologi- 

cal access stage of production. (Note that such a theory could 

not apply to the repetition of nonwords without additional as- 

sumptions. See Caplan & Waters, 1992, for alternative accounts 

of nonword repetition.) Therefore, both views say that the pa- 

rameters derived from naming should play a role in predicting 

word repetition. 

The single-network account asserts that the word recognition 

stage of repetition uses the same lexical network as the produc- 

tion system (e.g., Allport, 1984; MacKay, 1987). Martin and 

Saffran (1992) proposed such a view to account for the naming 

and repetition deficits of N.C., who, at the time, was diagnosed 

with deep dysphasia because he produced semantic errors in 

repetition. They suggested that N.C. suffered from an abnor- 

mally large decay of activation in a single network. Subse- 

quently, Martin et al. (1994) showed that a model much like 

the one presented here could account for N.C.'s naming and 

repetition errors with a large decay lesion. In particular, the 

decay lesion explained N.C.'s semantic errors in repetition and 

formal errors in naming. 14 

A single-network view of word repetition, when combined 

with the naming model, can be implemented as follows: The 

input word produces a standard jolt of 100 distributed across 

the input phonemes. So, for a word like cat, each phoneme 

receives 33.3 units of activation. Activation then spreads for n 

time steps, and the most highly activated word node is selected. 

This completes word recognition. It is then followed by the 

phonological access stage in production. The selected word is 

jolted, and n time steps later the most activated phonemes are 

14 This Patient, N.C., was the same as the N.C. in our study. However, 
when tested for our study, his naming was much better and he no longer 
made semantic errors in repetition. We fit him with a pure decay lesion 
to be consistent with these earlier studies. 
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selected. With this view of  repetition, errors occur  during input 

( the wrong word could be  recognized)  and during output ( the 

wrong phonemes could be retr ieved) .  According to the single- 

network view, the same pathological parameters of  the network 

apply during input and output. Hence, repeti t ion can be pre- 

dicted directly f rom naming. 

The perfect-recognit ion view assumes that the patient recog- 

nizes the auditorily presented word correctly. The result  of  this 

recognit ion is that the correct  word node in the naming model 

is given the standard jo l t  of  activation. The network then attempts 

to produce this word by using the phonological  access step of  

the naming model using parameters that were determined f rom 

the naming test. Therefore,  the only errors that result  are those 

of  phonological  access during output. Notice that  the perfect- 

recognit ion view directly opposes the single-network one. The 

input and output  phoneme layers and their attendant connect ions 

would have to be different to have perfect input along with 

disordered output. This view, however, is neutral  on whether  

word and semantic layers are shared or separate. 

Although the single-network and perfect-recognition views are 

much different, they are alike in that word repetition performance 

can be predicted from naming without estimating any additional 

parameters. In other words, the predictions are absolute, a big 

plus for both views. This benefit is paid for, though, by their 

extreme nature. Clearly, many patients have word recognition 

deficits, contrary to the perfect-recognition view. At  the same 

time, many patients have relatively spared input systems coupled 

with disordered output, a challenge for a single-network view. 

Therefore, at the outset, we strongly suspect that neither extreme 

view will serve as a general theory of  aphasic repetition. Nonethe- 

less, it is of  considerable interest to compare the predictions of  

both views with actual data, and we do so in Experiment 4. 

Experiment  4: Repetition 

Participants. Thirteen of the 21 patients who were modeled in Ex- 

periment 2 were also tested on a repetition version of the PNT, hereinafter 

called the Philadelphia Repetition Test (PRT). The remaining 8 patients 

were unavailable for testing within 1 month of the initial PNT, the 

established cutoff. For those tested, the interval between administration 

of the PNT and PRT ranged from 3 to 28 days (Mdn = 11 ). 
Procedures. The PNT target names were randomized and recorded 

onto audiotape. Nine participants listened to the tape through headphones 

and repeated each word immediately after it was presented. Four partici- 

pants were instead given a live voice presentation in which lip cuing 

was avoided by having the participant look away from the examiner. 

Participants' responses were tape-recorded and later transcribed. Accu- 

racy of each transcription was agreed on by two examiners. The scoring 

procedures were identical to what was used for the PNT. 

Results. The repetition data f rom 2 patients could not be 

modeled. G.S. produced a h igh proport ion of  nonresponses 

( .16) ,  and G.L. was unable  to perform the live voice version 

of  the test without  lip cues. The results for the remaining 11 

patients are shown in Table 10. Repetition performance was 

considerably better than naming for these patients and showed 

less variation ( . 8 9 - . 9 8  correct) .  The typical error pattern also 

was different f rom the naming patterns. There were no pure 

semantic errors at all; the few errors with a semantic component  

occurred in the mixed category. Errors were confined mostly to 

the nonword  and formal categories, with nonwords  being 

slightly more likely. The presence of  nonwords  and a small 

Table 10 

Philadelphia Repetition Test Results: Single-Word Repetition and Predictions of  the Model 

Repetition response 
Patient and 

parameter settings Correct Semantic Formal Nonword Mixed Unrelated RMSD 

T.T. .98 .00 .02 .00 .00 .00 
p = .02, q = .56 .97 .00 .01 .02 .00 .00 .010 

V.C. .95 .00 .01 .04 .00 .00 
p = .02, q = .57 .95 .00 .01 .04 .00 .00 .000 

L.B. .91 .00 .03 .06 .00 .00 
p = .007, q = .5 .90 .00 .02 .08 .00 .00 .010 

J.L. .89 .00 .02 .03 .00 .00 
p = .025, q = .6 .92 .00 .02 .05 .00 .00 .015 

J.G. .91 .00 .02 .05 .01 .01 
p = .045, q = .7 .75 .00 .07 .17 .01 .00 .084 

E.G. .94 .00 .03 .01 .00 .00 
p = .1, q = .6 .99 .00 .00 .00 .00 .00 .024 

B.Mi. 1.00 .00 .00 .00 .00 .00 
p = .055, q = .7 .95 .00 .02 .03 .01 .00 .025 

J.A. .90 .00 .02 .08 .00 .00 
p = .058, q = .7 .97 .00 .01 .02 .00 .00 .038 

I.G. .95 .00 .02 .02 .00 .01 
p = .1, q = .86 .89 .00 .03 .05 .02 .00 .029 

J.F. .94 .00 .02 .03 .01 .00 
p = .1, q = .86 .89 .00 .03 .05 .02 .00 .023 

W.R. .90 .00 .03 .06 .01 .00 
p = .1, q = .94 .36 .00 .19 .42 .03 .00 .273 

Note. RMSD = root mean squared deviation. 
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number of formal errors, together with the absence of semantic 

errors, is exactly what one would expect if errors happened only 

at phonological access. 

We then compared the obtained error proportions with those 

predicted by the naming model, augmented by either the single- 

network view or the perfect-recognition view. These predictions 

used the parameters derived from PNT-1 because the repetition 

test was given within 1 month of this test. The predictions from 

the single-network view turned out to be uniformly wrong. For 

every patient, the view severely underpredicted performance 

and, more important, predicted the wrong relative proportion of 

error types. The median RMSD was .210 and ranged from .182 

to .332. Data from the patient with the median fit, J.A., illustrate 

the problems. Predicted repetition for J.A., based on his parame- 

ters derived from the naming test and assuming a single network, 

was .56 correct, .00 semantic, .40 formal, .01 nonwords, .03 

mixed, and .00 unrelated. The obtained data were .90 correct, 

.00 semantic, .02 formal, .08 nonwords, .00 mixed, and .00 

unrelated. Aside from the severe underprediction, most of the 

model's errors were incorrectly placed in the formal category 

instead of the nonword category. This was because most of 

these errors were in the word recognition step; the target word 

was mistakenly recognized as a similar one. We conclude that 

the single-network approach to repetition will not work, at least 

assuming our naming model. Other aphasiologists have reached 

this same conclusion on the basis of the poor correlation be- 

tween input and output tasks (e.g., Monsell, 1987; Nickels & 

Howard, 1995b). 

The predicted values from the model combined with the per- 

fect-recognition view are shown in Table 10. Considering that 

there was no freedom to adjust parameters here, the fit was, with 

one exception, excellent. The median RMSD was .024. The 

model accurately predicted the level of correctness and the general 

features of the error pattern: slightly more nonwords than formals 

and no semantic and (almost) no unrelated errors. Moreover, the 

rare mixed errors occurred mostly in patients for whom mixed 

errors were predicted. It appears that for nearly all the patients 

tested, the naming model can account for word repetition with 

the assumption that word recognition is not disrupted. In passing, 

we note that this account of repetition predicts no errors with 

normal parameters in accord with the established view that the 

normal repetition of words is nearly error free. 

There are two caveats, however, to this optimistic assessment. 

First, 1 patient, W.R., was way off. Repetition was predicted to 

be .36 and was actually .90. Either the naming model was not 

correct for W.R. (note that his fit for the PNT-1 and PNT-2 was 

not as good as the other patients), the combination of the naming 

model with the perfect-recognition view did not apply in his 

case, or both. Although he appeared to be an isolated exception, 

W.R. may in fact be representative of patients whose repetition 

is substantially better than their naming. Why was there a sub- 

stantial number of phonological errors in his picture naming but 

few in repetition? Other repetition models have recourse to a 

separate, nonlexical pathway to phonology that can supplement 

the impaired lexical route (e.g., Caplan & Waters, 1992), and 

patients such as W.R. provide some support for this route. 

The second issue concerns the perfect-recognition assump- 

tion. It would be good to have some evidence that it is in fact 

true for the patients. Of the 11 patients whose data are shown 

in Table 10, we have auditory lexical decision data for 4: J.L., 

E.G., J.E, and W.R. This provided some measure of their ability 

to map from auditory input to lexical entries. The patients were 

presented with 180 words taken from Kroll and Merves's (1986) 

listing of concrete and abstract words. Half were concrete ( >5.5 

on a scale of 1-7 for concreteness) and half were abstract 

(<4.0) .  There were 180 pronounceable nonwords created from 

the words by substituting one or two phonemes either in the 

initial, medial, or final positions. Two sets were created, each 

with 90 words and 90 nonwords, and items were assigned to 

each set so that words and their corresponding nonwords were 

not tested in the same set. The stimuli were presented auditori- 

ally and participants were required to judge whether each was 

a word. 

All 4 patients showed good lexical-decision performance. Hit 

rates were .95, .98, .96, and .98 for J.L., E.G., J.E, and W.R., 

respectively. False alarms averaged .20. These results show that 

the assumption of perfect recognition is a reasonable approxima- 

tion for these patients at least. 

The fact that 10 patients' repetition was well predicted under 

the perfect-recognition assumption (and the 11 th patient's repe- 

tition was actually better than predicted) does not mean that 

repetition will be generally as good as (or better than) predicted. 

Clearly, many aphasic patients have word recognition difficult- 

ies. When that is the case, the naming model/perfect-recognition 

view should overpredict repetition. To examine this issue, we 

turned to Patient N.C. Martin and Saffran (1992) found that he 

has difficulty in word input tasks. We verified this by giving 

N.C. the lexical-decision test described earlier; his hit rate was 

only .83. We then obtained a current profile of his naming 

performance by retesting him on the PNT. (This was 2 years 

after the original test, which is why he was not included in 

the recovery or repetition studies.) His performance was only 

marginally better (.81 correct) than on the earlier naming test 

(.75), and we found that the original parameters (p = . 1, q = 

.85) gave a good fit to the more recent data (RMSD = .038). 

With these parameters, N.C.'s repetition under the perfect-recog- 

nition view was predicted to be .91 correct, .00 semantic, .02 

formal, .05 nonword, .02 mixed, and .00 unrelated. Fourteen 

days later, he was tested on the PRT, and, as expected, his 

performance fell below the predicted values: .72 correct, .00 

semantic,. 12 formal,. 11 nonword, .00 mixed, and .03 unrelated. 

The high proportion of formals is consistent with some targets 

being misperceived as similar words. This case illustrates how 

the model can illuminate when it fails to fit. It can say precisely 

when performance on some task is inconsistent with naming. 

In N.C.'s case, he did not repeat as well as he named. Also, 

here the explanation is clear: He had a deficit that affected word 

recognition. 

Our extended discussion of the cases in which repetition was 

not accurately predicted should not obscure our main conclu- 

sions on this topic. First, it is possible to use the naming model 

to develop testable accounts of performance in related tasks. 

This requires a theory of the relation between the tasks. For 

repetition, we made the theories that were tested--the perfect- 

recognition and single-network views--simple so that parame- 

ter-free predictions were possible. Second, the data actually sup- 
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ported the perfect-recognition view to some extent. Our conclu- 

sion, which must be regarded as preliminary until more patients 

are tested, is that most patients' repetition patterns can be pre- 

dicted from the assumption that word recognition is good and 

the claim that errors occur in a phonological access step shared 

with the naming task. 

General  Discussion 

Results of our research have shown that aphasic naming defi- 

cits can be understood in terms of global parameter alterations 

to an interactive two-step model of lexical access in production. 

The implemented model was assigned network structure and 

parameters to account for the probability of various error catego- 

ries in nonaphasic speakers and the time course of processing 

during lexicalization. More important, the network structure 

was set up to mimic the error opportunities available in naming 

studies of English. Global lesions in activation transmission and 

representational integrity enabled the model to fit the range of 

patterns in the fluent aphasic patients who were tested. The 

model's characterization of each patient was further shown to 

predict the syntactic category of his or her formal errors, the 

extent to which semantic errors showed phonological influences, 

the pattern of errors in a second naming test administered some 

months later, and performance on a single-word repetition task. 

The most important dimension underlying performance in the 

model is the severity of the damage. Error patterns fall along a 

continuum between normal performance and a random pattern 

defined solely by error opportunities. The data that we have 

collected for fluent aphasic patients indicate that a similar con- 

tinuum applies to them. This is true for both variation among 

patients and for the within-patients changes as a result of recov- 

ery. The model therefore instantiates the continuity thesis and 

the data support it. 

Aside from general severity, the model postulates variation 

among patients with regard to the kind of damage. One lesion 

type creates an error pattern in which nonwords and unrelated 

words are relatively more common. With this pattern, we hy- 

pothesize that the transmission of activation among the levels 

in the network, implemented by the connection weight parame- 

ter, is weak. Consequently, errors that reflect a lack of concur- 

rence among the levels predominate. The alternative lesion cre- 

ated errors under conditions that preserved the network's ability 

for activation flow. This lesion was implemented by changes in 

the decay rate, but it could just as easily have been implemented 

by variation in intrinsic noise or jolt size. We termed the affected 

dimension in these cases "representational integrity." Here, 

there were relatively more errors that reflected an interactive 

flow of activation: mixed, semantic, and formal errors. 

The principal source of support for the distinction between 

representational integrity and information transmission came 

from the model's categorization of patients into high- and low- 

weight groups. The high-weight group had lost mostly represen- 

tational integrity and the low-weight group's loss was primarily 

in transmission. Group membership appeared to be stable over 

recovery and, more important, predicted the extent to which 

error patterns showed phonological influences on lemma access. 

In particular, the high-weight group's formal errors tended to 

be nouns, and its semantic errors tended to exhibit phonological 

influences. The low-weight group showed neither of these 

effects. 

Our general discussion of these results focuses, in turn, on 

four questions: What can be concluded about lexical access in 

production? How does our approach to the study of language 

pathology compare with other work? What are the limitations 

of our approach and findings? How does the model relate to the 

brain? 

Lexical Access in Production 

The fit of the model to normal and pathological naming and 

the successful tests of its predictions strengthen the case for an 

interactive two-step account of lexical access in production. The 

assumption that naming involves separate lemma and phonolog- 

ical access steps enables the model to explain the kinds of 

errors that occur and the time course of the retrieval process. 

To implement these two steps, the model assumes the existence 

of a layer of word nodes that is actively selected and controlled 

by syntactic processes. These processes also create a sizable 

nonlinearity in the network, enabling the word layer to act as a 

useful hidden layer. Such a layer is required because semanti- 

cally similar words are not typically phonologically similar. 

Although the model has two distinct steps in lexical access, 

it allows, during each step, the top-down and bottom-up flow 

of activation within the entire lexical network. Hence, phoneme 

nodes become active during lemma access and semantic units 

receive activation during phonological access. These assump- 

tions make the model an interactive rather than a modular two- 

step theory. However, because of the way that activation from the 

serially ordered jolts dominates residual activation, the model is 

only locally interactive. An input at the semantic level has only 

mild effects at the phonological level and vice versa. Hence, the 

model occupies a middle ground between modular two-step 

theories of lexical access (e.g., Levelt et al., 1991 a) and strongly 

interactive theories. In fact, we believe that the studies of the 

time course of lexical access (Levelt et al., 1991a; Peterson & 

Savoy, in press; Schriefers et al., 1990) provide evidence against 

strongly interactive theories of production. 

We see a need for interaction, though, in explaining aphasic 

and nonaphasic error patterns. In particular, interaction was in- 

voked to account for the mixed-error effect and the syntactic 

class congruency of formal errors. For both effects, the flow of 

activation from target words to phonemes and back to phonolog- 

ically related words is the hypothesized mechanism. 

Accounting for error patterns is not the only motivation for 

interaction, however. Levelt et al. (1991a) tested the hypothesis 

that the phonological forms of semantic alternates to a target 

picture name are activated. For example, for a picture of a frog, 

are the sounds of snake activated? This is essentially a test for 

whether the system is cascaded, a prerequisite for an interactive 

system. Using a lexical-decision task, they found no evidence 

for cascaded activation and concluded that modular two-step 

theories of naming are to be preferred over interactive ones. Dell 

and O'Seaghdha (1991), however, claimed that an interactive 

system expects considerable activation in the phonological 

forms of semantic alternates only if alternates are strongly acti- 
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vated. Peterson and Savoy (in press), then, tested for activation 

of the sounds of both strong (e.g., toad for a picture of a frog) 

and weak (e.g., snake) alternates and found evidence for cascade 

with the strong alternates and, like Levelt et al. (1991a), no 

evidence with weak ones. Thus, there is support for the kind of 

cascading exhibited by our model. 

Why should the lexicon be interactive? One possibility is that 

the production and word recognition systems use the same lexi- 

cal and phonological units (e.g., MacKay, 1987; see the discus- 

sion in Levelt et al., 1991b). Then, units would necessarily have 

bidirectional connections allowing for interaction. At this time, 

though, we are inclined to disfavor this view. One conclusion 

from our application of the naming model to repetition deficits 

is that good word recognition occurred in concert with disturbed 

output during phonological access. This suggests, within the 

context of the model, that there are different input and Output 

phoneme nodes, and so the existence of word recognition con- 

nections cannot be used to motivate the existence of phoneme- 

word feedback during production. A recent study by Nickels 

and Howard (1995b), exploring the relationship between input 

and output processing in aphasic individuals, supported the same 

conclusion. There is, however, a related motivation for interac- 

tion that lies entirely within the production system. The function 

of lexical access is to get from conceptual representations to 

phonological forms. It would be worthwhile if the decision 

about which word to choose at lemma access were to be in- 

formed about how retrievable that word's phonological form is. 

It is to the speaker's advantage to choose a lemma whose form 

will later be easy to find. In fact, there is some evidence that 

reducing the retrievability of a word's form influences decisions 

that are hypothesized to be mediated by lemma activation, 

namely, syntactic structure decisions (Bock, 1987). Interaction 

provides exactly the mechanism needed. Lemmas whose forms 

are accessible gain more activation (through feedback) than 

those whose are not. In short, interaction may prevent many TOT 

states, commitments to words whose forms are inaccessible. 

Approaches to Language Pathology 

The attempt to conceptualize pathological language as a quan- 

titative change in the operation of normal language mechanisms 

is a recurring theme in the literature on aphasia. Contemporary 

efforts along these lines include the proposal that altered tempo- 

ral dynamics are the source of impairments in sentence compre- 

hension (e.g., Gigley, 1982; Haarmann & Kolk, 1991; Prather, 

Shapiro, Zurif, & Swinney, 1991 ) and production (Kolk, 1995), 

the work of Bates and her colleagues, which interprets compre- 

hension deficits in terms of alterations in cue strength (e.g., 

Bates, Friederici, & Wulfeck, 1987), and recent proposals that 

attribute sentence processing impairments to limitations in 

working memory or processing capacity (Blackwell & Bates, 

1995; Haarmann, Just, & Carpenter, 1994). In the same spirit, 

parallel distributed processing (PDP) models have been applied 

to pathological language, notably in the domain of reading (Hin- 

ton & Shallice, 1991; Patterson, Seidenberg, & McClelland, 

1990; Plaut & Shallice, 1993b; Plaut, McClelland, Seiden- 

berg, & Patterson, 1996). These models produce behavior rang- 

ing from normal to severely dyslexic by varying or damaging 

characteristics of the networks, such as hidden units or connec- 

tion weights (see Farah, 1994). The thrust of these modeling 

efforts has been to simulate the patterns that define particular 

syndromes. 

The major feature that distinguishes our approach from other 

modeling efforts is our attempt to simulate the performance 

of a large number of individual patients. To our knowledge, 

quantitative modeling of individual patient data has seldom been 

attempted (for two exceptions, see Bates, McDonald, Mac- 

Whinney, & Appelbaum, 1991; Plaut et al., 1996). Moreover, 

we have used the model's characterization of individuals to test 

predictions, in some cases by grouping patients according to 

parameters provided by the model. Thus, although our approach 

focuses on simulating individual performance patterns, the fits 

can serve as the basis for classifying patients and analyzing 

group data. 

Our model (and data) assigns great importance to the severity 

dimension, which is in accord with much prior research on 

aphasic naming. Thus, regardless of their aphasia subtype, poor 

namers have been found to make proportionally more "remote" 

errors than those with milder impairment, resulting in the pro- 

duction of more unrelated words and nonwords and more non- 

naming responses (Mitchum et al., 1990; Moerman, Corluy, & 

Meersman, 1983; Schuell & Jenkins, 1961 ). To our knowledge, 

our work is the first to link these errors of the more severe 

patients to the opportunities afforded by the structure of the 

lexicon. 

In summary, our approach to language pathology has many 

antecedents in the literature on aphasia and the modeling of 

cognitive processes. At the same time, we would claim unique- 

ness for the combination of methods and pretheoretical assump- 

tions that define our work, which demonstrates the utility of 

this approach to neuropsychological data. 

Some Limitations 

The success of the model in simulating a wide range of indi- 

vidual response patterns provides support for our approach to 

lexical access in production and the thesis that aphasic errors 

reflect the same mechanisms that underlie normal performance 

in the naming task. Our work, however, is subject to certain 

limitations. These limitations fall into two broad categories: 

the selection of data and simplifying assumptions made in the 

model. 

Our analysis, like any other, focused on certain data at the 

expense of other data. These data selection decisions have rami- 

fications for our conclusions about the continuity thesis. Conti- 

nuity implies that the model should provide a complete account 

of aphasic naming performance, without recourse to mecha- 

nisms that have sometimes been invoked by aphasioiogists, such 

as neologism-producing devices or editors that are not part of 

normal production. Although we believe that we have come far 

in meeting this goal, it is necessary to enter some caveats. First, 

in focusing on naming, particularly On the first attempt to name 

a picture, we have deliberately avoided contexts in which the 

motivation for such mechanisms is founded. Editing is often 

implicated in connection with repeated attempts to name a tar- 

get, such as the conduite d'approche characteristic of conduc- 
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tion aphasic patients (e.g., Joanette et al., 1980), whereas de- 

vices that generate neologisms have been proposed to account 

for certain characteristics of the spontaneous speech of jargon 

aphasic patients (Butterworth, 1979). As we point out, the 

model would have to be modified to accommodate the character- 

istics of word production in spontaneous speech. 

Another aspect of data selection concerns the choice of pa- 

tients. In particular, we did not attempt to model the naming 

difficulties of patients with semantic loss secondary to diffuse 

or degenerative brain disease (so-called "semantic dementia"; 

see Hodges, Patterson, Oxbury, & Funnell, 1992). Whether these 

deficits reflect disturbances at the semantic-feature-level imple- 

mented in our model, as opposed to, for example, earlier pro- 

cesses that map from visual input to this level (for a discussion, 

see Chertow & Bub, 1990; Hodges, Patterson, & Tyler, 1994) 

remains to be seen. Thus, it seems premature to apply the model 

to these cases. 

We also excluded CVA patients with nonfluent aphasia and, 

among the fluent patients, we did not attempt to fit those whose 

data included a significant number of trials that were not naming 

attempts. The latter condition eliminated 2 of 23 fluent patients. 

These restrictions limit our conclusions and raise the question 

of whether the excluded patients would challenge the model in a 

fundamental way. As mentioned previously, we did not consider 

nonfluent patients because of uncertainty in error coding. De- 

termining whether an error is one of phonological encoding (and 

hence within the model's domain) or occurs at the articulatory 

level (and therefore outside the model) is extremely difficult. 

If this difficulty can be overcome, there is no reason why the 

model should not apply to these patients. With regard to the 

fluent patients who do not attempt to name many of the targets, 

the model does not apply because it does not implement an 

account of nonattempts. The production of no responses and 

descriptions raises the possibility that control processes are op- 

erating to block the selection of lemmas or phonological content 

that is remote from the target or the production of deviant forms 

such as nonwords. To the extent that this occurs, the model is 

incomplete in a significant respect. It may be that a simple 

decision rule, such as a threshold level of activation that is 

required for selection of a unit, could offer an account of failures 

to respond. However, because no responses and descriptions 

were seldom a sizable proportion of our patient data, we do 

not have an adequate database for investigating these events or 

incorporating a means of generating them into the model. We 

should point out, though, that the existence of control processes 

that abort output and edit out deviant forms in aphasic speech 

would not by itself challenge the continuity thesis. There is 

ample evidence of such processes in normal speech production 

(e.g., Baars, Motley, & MacKay, 1975; Garnsey & Dell, 1984; 

Levelt, 1983). 

In addition to the lack of a mechanism for failures to respond, 

there are several other significant simplifications in the model. 

Chief among these is that, in its present form, the model does 

not deal with the precise character of phonological errors. A 

complete model will have to account for the differences across 

patients in the way in which target and error overlap in phonemic 

content and metrical and syllabic structure. To do this, it will 

have to incorporate into its vocabulary multisyllabic words com- 

prised of syllables of different shapes. It also will have to ac- 

count for the effects of variables such as word length and fre- 

quency. To deal with perseveratory responses, it will be neces- 

sary to broaden the influence of activation dynamics beyond 

that of a single trial (e.g., Plaut & Shallice, 1993a). Also, if 

the model is extended to multiword utterances and particularly 

to spontaneous speech, it will have to accommodate sequential 

order constraints. The general theory of phonological access that 

motivates the implemented naming model deals with some of 

these issues (Dell, 1986, 1988). Recent proposals for incorpo- 

rating more complex words within the framework of a spreading 

activation production model include those of  Hartley and 

Houghton (1996), Roelofs (1997), and Gupta and MacWhin- 

ney (in press). 

Although lacking a complete implemented model, our explo- 

ration of the properties of the naming model provides the basis 

for some relevant speculations about phonological errors. First, 

the phonological overlap between target and error should dimin- 

ish as the influence of noise becomes greater (e.g., as p de- 

creases or q increases). We have observed this effect in the 

current model (viz. the generation of unrelated responses as the 

parameters diverge from normal levels). Second, as the effect 

of noise increases, one can expect a relaxation of the constraints 

that operate in the normal system. For example, the movement 

of phonemes in nonaphasic speech errors is constrained by serial 

position: Phonemes that are word initial interact with other ini- 

tial segments to a greater extent than with segments in other 

structural positions (e.g., Shattuck-Hufnagel, 1992). The opera- 

tion of this serial position constraint in nonaphasic speakers 

may reflect the fact that when the system is functioning effi- 

ciently, only the most powerful competing segments have a 

chance of being selected. With the lowered efficiency associated 

with patients, even weak competitors can exert an influence, 

and hence one would expect to see phonological errors at non- 

word-initial positions to a relatively greater extent. 

Another drawback of our model is that it makes no allowance 

for variation in response time. Because we assumed that both 

lemma and phonological access take a fixed number of time 

steps, there is no way that time can vary as a function of the 

quality of information that is retrieved. Moreover, it is generally 

the case that patients vary among themselves (and from nona- 

phasic speakers) in the time taken to generate their first complete 

response. The model simply ignores these differences. There are 

at least three ways in which time differences could be incorpo- 

rated into the model. One is that n could be treated as a variable. 

The second is that entire retrieval attempts (either phonological 

access, lemma access, or both) could be repeated if initially 

unsuccessful. Third, time could be associated with the difficulty 

in discriminating among activation levels during the process of 

selecting the most activated word and phoneme nodes. We are 

inclined to reject the first of these. Many of the desirable proper- 

ties of the model are attributable to the size of the jolts relative to 

residual activation after n time steps for lemma and phonological 

access. If considerable variation in n is allowed, these properties 

are lost. Therefore, our inclination is toward the other two possi- 

bilities: treating time as the result of variation in number of 

retrieval attempts (which requires assumptions about what trig- 

gers another attempt) or selection decision difficulty (which 
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requires us to be more specific about competitive mechanisms 

in the model). 

Of the simplifying assumptions in the model, those that proba- 

bly stand out most are the particular semantic and phonological 

neighborhoods in the model's networks. As we noted before, 

our goal in choosing these neighborhoods was to match on error 

opportunities rather than other features of real neighborhoods. 

Our choice of 10 semantic features per word (with semantic 

neighbors matching on three of them) is arbitrary. Similarly, 

each word's formal neighbors matched on exactly two pho- 

nemes. Unrelated words matched on no semantic features and 

no phonemes. In real neighborhoods, semantic and phonological 

similarity is graded; some words are highly similar, some less 

so, and some not at all. Hence, the similarity structure in our 

neighborhoods is the roughest sort of discrete approximation to 

a continuous similarity structure. 

The most controversial simplification in the model is the glob- 

ality assumption: Parameter alterations affect all layers of the 

network equally and, hence, differences in error rates across 

patients are explicable without differential involvement of se- 

mantic, lexical, or phonological units. The good fits of the model 

to the data, which include a fairly wide range of error distribu- 

tions, support this assumption of the model. 

Although we found that the globality assumption worked for 

our sample, there are good reasons to reserve judgment about 

its general applicability. The problematic cases concern reports 

of patients with extreme dissociations (i.e., semantic errors 

without neologisms and other phonological errors or the re- 

verse). For example, a series of articles by Caramazza and Hillis 

identified patients whose errors in oral naming were almost all 

of a semantic nature (e.g., Caramazza & Hillis, 1990; Hillis & 

Caramazza, 1995; Hillis, Rapp, Romani, & Caramazza, 1990). 

The model can handle such patients with a global lesion, pro- 

vided that the level of correctness is reasonably high. However, 

these patients have low levels of correctness and therefore are 

significant challenges to the globality assumption. In response 

to this challenge, we make two points: First, we would argue 

that differences among laboratories in stimuli, procedures, and 

scoring preclude direct comparisons. For example, when pa- 

tients self-correct, our practice is to take the first complete re- 

sponse, whereas some take the last or best response (e.g., 

Hillis & Caramazza, 1995; Nickels & Howard, 1995a; Mitchum 

et al., 1990). Moreover, we elected to count single phoneme 

errors as errors--either neologisms or formals depending on 

the lexical status of the outcome--in contrast to the alternative 

practice of requiring errors to deviate more from the target (e.g., 

Hillis et al., 1990; Nickels & Howard, 1995a). Therefore, before 

we conclude that a particular case is clearly contrary, there must 

be a greater concordance of methodology. It certainly may be 

true that these pure semantic patients would produce only se- 

mantic errors with our scoring and stimuli, but that remains to 

be seen. Second, we should point out that the pure semantic 

patients are often associated with high rates of failures to name: 

no responses and semantic descriptions. Recall that we did not 

fit patients with high rates of failures to respond because we 

had no account of these failures. For example, a pure semantic 

patient who produced .39 correct, .16 semantic and mixed er- 

rors, and no responses and semantic descriptions on the remain- 

der of the trials would have been excluded from our study. When 

we leave such a patient out of the sample, we might be ignoring 

a type that requires a nonglobal lesion. However, this pattern 

does not necessarily require a nonglobal lesion. If nonattempts 

are construed as events in which the patient has retrieved a 

nonword or a word that is semantically unrelated to the picture, 

but has elected to suppress output, a global lesion is entirely 

consistent. The hypothetical error pattern with only semantic 

and mixed errors listed earlier would result from global parame- 

ters of p = .1 and q = .91 if the nonattempts are suppressed 

strings lacking any semantic relation to the pictured concept. In 

any case, it is apparent that a better understanding of nonnaming 

attempts is needed to evaluate the extent to which the globality 

assumption is challenged by patients whose errors are almost 

exclusively semantic. 

The other challenging cases are patients whose errors are 

almost exclusively phonological (mostly neologisms), for ex- 

ample, the conduction aphasic patient reported by Caplan et al. 

(1986). This patient produced mostly phonemic errors and no 

semantic errors in a 60-item naming test. In general, the model 

with a global weight lesion is consistent with error patterns that 

are largely, but not exclusively, phonological provided that the 

level of correctness is not high. For example, at .34 correct, 

77% of the errors can be classified as phonological. The patient 

of Caplan et al., however, had a higher level of correctness, .72, 

and thus appeared to be a patient who challenges the model's 

globality assumption. Again, though, methodological considera- 

tions may be important. At .72 correct, the model with a global 

weight lesion predicts only 7% semantic errors. On a 60-item 

test, this corresponds to around four semantic errors. Hence, 

their absence is not greatly inconsistent. Moreover, the test con- 

tained more familiar words, on average, than the PNT. There- 

fore, item differences also may be contributing to the relative 

lack of semantic errors. 

At this point, we cannot fully endorse the globality assump- 

tion as a substantive claim about the functional basis of lexical 

retrieval disorders in aphasia. However, we do not find that the 

existing evidence compels rejection of the assumption either. 

Our view, based on the data reported here, is that the globality 

assumption works for a large enough segment of the population 

to merit further investigation. 

Spreading Activation, PDP, and Neural Models 

Models of language pathology based on connectionist or 

spreading activation principles naturally invite discussion about 

their relation to a neural level of analysis. Can components of 

the network and the model's processing assumptions be identi- 

fied with parts of the brain and with neural parameters? Before 

answering this question, it is useful to consider the function of 

models of the sort that we have proposed. 

Models in the cognitive neuropsychology of language can, 

at least in principle, range from purely functional information 

processing models to neural models. In our view, theory is ad- 

vanced by the construction of models at many places along this 

range and by considering their relationships. Typically, models 

at the neural end are more limited in the sophistication of the 

behavior that is explained, whereas the information-processing 
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models allow for little to be said about neural implementation. 

Although it uses spreading activation principles, our model is 

much closer to the information-processing end of  this range. It 

attempts to model behavioral patterns and makes no specific 

claims about how its structures and processing assumptions map 

onto neural structures and processes. For example, variation in 

the model 's  "decay  ra te"  should not be construed as a global 

alteration of  some time-dependent process inside neurons. In- 

stead, we varied decay rate as a way of promoting a loss of  

representational integrity. 

Rather than try to map our model directly to the neural level, 

it may be more useful to consider its relations to models that 

are a bit more neurally inspired, namely, PDP models. The PDP 

models of acquired language disorders-- typical ly  dys l ex i a - -  

use multilayered networks with nonlinear activation functions 

to map from an input level (e.g., an orthographic representation 

for a reading task) to an output level (e.g., a phonological 

representation). One of the great advantages of  these kinds of  

models is that connection weights are set by a learning algo- 

rithm, thus offering an explanation for the network structure 

from the task at hand. Learning in PDP models creates interme- 

diate representations that are distributed (see, e.g., Plaut, 1996; 

Plaut et al., 1996). In the case of  a model that maps from 

meaning to word form, these intermediate representations (the 

hidden units' activation patterns) would come to be sensitive to 

both meaning and form. For example, the distributed representa- 

tion of  cat would be similar t o - - s h a r e  units w i t h - - d o g  and 

mat. Therefore, when attempting to retrieve cat, the model 's  

activation pattern on its hidden units would be partially consis- 

tent with both semantic and formal neighbors. Our model does 

exactly the same thing, even though its intermediate representa- 

tions, the word nodes, are not distributed. Because of  its inter- 

active assumptions, the actual activation patterns at the word 

level when cat is the intended word are similar to those of 

both dog and mat. In this way, the nondistributed model shares 

properties with the PDP approach. The "hidden units" of  the 

two kinds of  models function similarly. Although we have not 

explored the relationship between our model and the PDP ap- 

proaches beyond these observations, we suggest that such ex- 

plorations would be valuable. Therefore, rather than consider 

models of our type to be strict competitors with the PDP ap- 

proach, one should consider how their advantages might com- 

plement one another. Drawing links between spreading activa- 

tion and PDP models might also offer clues about how the 

functions that we lesioned in the spreading activation model 

might be neurally represented. That is, one may be able to draw 

analogous links between PDP models and neural models. 

C o n c l u s i o n s  

We conclude by returning to the continuity thesis. The claim 

that speech errors and paraphasias are generated by similar 

mechanisms can be evaluated only with respect to a model of  

the normal system. We have provided such a model and have 

attempted to apply it to pathological language. We found that 

aphasic error patterns may reflect extreme values of  particular 

parameters of the normal system. This is the sense in which our 

work supports the continuity thesis. How well activation can be 

transmitted or maintained would be expected to vary within and 

among speakers. Our account is that aphasia simply extends this 

natural variation. 
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Appendix A 

Philadelphia Naming Test and Philadelphia Repetition Test Target Words 

1. candle 36. vest 71. glove 106. crutches 141. 

2. ghost 37. turkey 72. owl 107. bone 142. 

3. dinosaur 38. rake 73. pipe 108. cat 143. 

4. tree 39. balloon 74. scale 109. kitchen 144. 

5. pen 40. duck 75. tent 110. dragon 145. 

6. scissors 41. fireplace 76. flashlight 111. saddle 146. 

7. cane 42. pineapple 77. camel 112. pie 147. 

8. comb 43. fan 78. goat 113. snail 148. 

9. thermometer 44. window 79. fish 114. pirate 149. 

10. well 45. lamp 80. cannon 115. clock 150. 

11. grapes 46. drum 81. shoe 116. pumpkin 151. 

12. strawberries 47. skull 82. sandwich 117. sock 152. 

13. bread 48. bridge 83. spider 118. closet 153. 

14. football 49. eskimo 84. belt 119. hair 154. 

15. pig 50. dog 85. toilet 120. baby 155. 

16. apple 51. iron 86. wagon 121. bat 156. 

17. hand 52. cheerleaders 87. ruler 122. leaf 157. 

18. towel 53. snake 88. tractor 123. slippers 158. 

19. lion 54. ambulance 89. queen 124. mountain 159. 

20. glass 55. carrot 90. train 125. sun 160. 

21. fork 56. sailor 91. church 126. mustache 161. 

22. plant 57. book 92. anchor 127. ear 162. 

23. garage 58. bus 93. whistle 128. door 163. 

24. can 59. map 94. corn 129. house 164. 

25. table 60. squirrel 95. pyramid 130. nail 165. 

26. waterfall 61. microscope 96. typewriter 131. binoculars 166. 

27. king 62. bowl 97. rope 132. celery 167. 

28. boot 63. van 98. basket 133. vase 168. 

29. foot 64. helicopter 99. letter 134. pencil 169. 

30. chair 65. bottle 100. nose 135. elephant 170. 

31. banana 66. scarf 101. chimney 136. hose 171. 

32. ring 67. ball 102. horse 137. bench 172. 

33. dice 68. frog 103. key 138. zebra 173. 

34. calendar 69. cow 104. fireman 139. man 174. 

35. knife 70. beard 105. cross 140. seal 175. 

wig 

necklace 

desk 

bell 

star 

hammer 

pillow 

spoon 

zipper 

top 

flower 

kite 

suit 

cake 

hat 

crown 

piano 

stethoscope 

bride 

butterfly 

heart 

skis 

clown 

volcano 

pear 

octopus 

saw 

camera 

bed 

harp 

broom 

nurse 

eye 

cowboy 

monkey 

(Appendixes continue) 
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A p p e n d i x  B 

R e l a t i o n  B e t w e e n  D e c a y  a n d  N o i s e  L e s i o n s  

Table B 1 

Error Probabili t ies With Various Lesions 

Category proportions 

Kind of lesion Correct Semantic Formal Nonword Mixed Unrelated 

High level of correctness 

1. Decay p = .1, q = .8 .87 .08 .01 

2. Mostly decay p = .058, q = .7 . .89 .07 .01 

3. Mostly weight p = .02, q = .57 .88 .05 .02 

4. Weight p = .0085, q = .5 .89 .04 .01 

5. Noise SD 1 = 0.5 .88 .07 .01 

6. Mostly weight p = .02, SD 1 = 0.0257 .89 .05 .02 

.01 .03 .00 

.02 .02 .00 

.04 .01 .00 

.04 .01 .00 

.02 .02 .00 

.03 .01 .00 

Medium level of correctness 

1. Decay p = .1, q = .92 .32 .13 .20 

2. Mostly decay p = .056, q = .76 .34 .11 .18 

3. Mostly weight p = .0253, q = .75 .33 .09 .14 
4. Weight p = .0033, q = .5 .34 .07 .12 

5. Noise SD1 = 1.5 .34 .12 .17 

6. Mostly weight p = .02, SD 1 = 0.09 .32 .09 .14 

.25 .04 .07 

.27 .02 .09 

.35 .01 .08 

.38 .01 .08 

.26 .02 .09 

.36 .01 .07 

Low level of correctness 

1. Decay p = .1, q = .94 .18 .09 .20 

2. Mostly decay p = .059, q = .8 .18 .09 .17 

3. Mostly weight p = .02, q = .65 .18 .07 .13 

4. Weight p = .0025, q = .5 .19 .07 .11 

5. Noise SD1 = 2.3 .18 .08 .16 

6. Mostly weight p = .02, SD1 = 0.10 .19 .06 .15 

.37 .03 .13 

.43 .02 .11 

. 5 0  .01 .11 

.51 .01 .12 

.43 .02 .13 

.50 .01 .09 

Increasing the decay rate q in the model has similar effects as increas- 

ing the standard deviation of intrinsic noise (SD1). We show this by 

presenting model error patterns at three levels of correctness, approxi- 

mately .88, .33, and .18 (see Table B1). At each level, we show the 

pattern with a pure decay lesion (1), a lesion that is primarily decay 

(2),  a lesion that is primarily weight (3), and a pure weight lesion (4).  

We then give a pure lesion in the noise parameter for each level of 

correctness (5).  The noise lesion is equivalent to the pattern that is 

primarily decay, but not purely decay. We further show that the decay 

component to a lesion that is primarily in weight can be mimicked by 

replacing the decay component with a noise component (6). In summary, 

noise lesions are much the same as decay lesions. Note that each noise 

lesion, or noise lesion component, can be mimicked by a lesion in the 

jolt size. For example, a 50-fold increase in noise is equivalent to a 50- 

fold decrease in jolt size. 

The six numbers after each lesion are proportions for, in order, correct, 

semantic, formal, nonword, mixed, and unrelated, respectively. For each 

group of models, the critical observation is that Cases 2 and 5 and Cases 

3 and 6 are identical (within random error). 
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