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ABSTRACT Although the majority of existing License Plate (LP) recognition techniques have significant
improvements in accuracy, they are still limited to ideal situations inwhich training data is correctly annotated
with restricted scenarios. Moreover, images or videos are frequently used in monitoring systems that have
Low Resolution (LR) quality. In this work, the problem of LP detection in digital images is addressed in
the images of a naturalistic environment. Single-stage character segmentation and recognition are combined
with adversarial Super-Resolution (SR) approaches to improve the quality of the LP by processing the LR
images into High-Resolution (HR) images. This work proposes effective changes to the SRGAN network
regarding the number of layers, an activation function, and the appropriate loss regularization using Total
Variation (TV) loss. The main paper contribution can be summarized into presenting an end-to-end deep
learning framework based on generative adversarial networks (GAN), which is able to generate realistic
super-resolution images. Also, proposed adding a TV regularization to the loss function to help the model
enhance the resolution of images. The proposed SRGAN can handle tiny 72 × 72 images of LPs. The
paper explores how SRGAN performed over different datasets from many aspects, such as visual analysis,
PSNR, SSIM, and Optical Character Recognition (OCR). The experiments demonstrate that the suggested
SRGAN can generate high-resolution images that improve the accuracy of the license plate recognition stage
compared to other systems.

INDEX TERMS Computer vision, deep learning, generative adversarial networks, image reconstruction,
license plate recognition, single image super-resolution, total variation loss.

I. INTRODUCTION
Automatic License Plate Recognition (ALPR) is a computer
vision technology that efficiently identifies a vehicle’s reg-
istration plate from images without the necessity for human
involvement. Traffic management, law enforcement, toll col-
lection, and vehicle owner identification have become major
issues globally. Therefore, the ALPR framework should be
developed as one of the potential solutions. Recently, several
ALPR systems have been proposed.

In recent years, the majority of ALPR applications have
been based on real-time detection or recognition of licence
plates. As a result, there are certain drawbacks since they
depend on the vehicle’s availability within a short-range.
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Otherwise, non-real-time applications rely on improving the
quality of images, including license plates, to improve the
accuracy of object detection at large distances. Although
ALPR systems are based on specific methodologies, it is still
a particularly challenging task because some of the variables,
such as high vehicle speed, and non-uniform vehicle registra-
tion plates, will significantly affect the overall rate of recog-
nition and the expansion of the video camera deployment in
every intersection under the Intelligent Transportation Sys-
tem will cause the production of an enormous number of
video streams. The environmental conditions and the variety
of registration plates are the primary concerns of the license
plate recognition problem.

Consequently, the environmental side, such as varying illu-
mination, colour, dirt, shadows, or background patterns, sig-
nificantly influences number plate recognition. Hence, vary-
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ing illumination can degrade the quality of the vehicle image,
and background patterns add extra difficulty to the number
plate location process. Otherwise, registration plate position,
quantity, size, font, colour, character sharpness, language,
and tendency all pose significant challenges in constructing
a reliable ALPR framework. The recognition unit is often
installed at the gate of the residential area, toll gates, or other
highly secured facilities like defence institutes and nuclear
plant facilities [1].

There are three main phases of a traditional LP recog-
nition system. Firstly, LP detection is based on handmade
features in thewhole image by using bounding boxes to locate
license plates in an image. These features can be grouped
into four classes based on edges, colours, texture, and
characters [2], [3].

1) Edge-based Approaches are frequently used to detect
LP because they are usually rectangular with a partic-
ular aspect ratio and have a higher edge density than
the rest of the image. Zhang et al. [4] have formulated
an edge-based strategy by introducing a weak chain
classifier that uses a Haar-like feature with adaptive
boosting for LP extraction. The gradients of the input
vehicle images are used as proposed by Wang et al. [5]
to detect possible LP regions. They are divided into
various adjacent areas, and the one with the highest
value is picked. The edge cluster used Expectation-
Maximization (EM) [6] to extract areas with dense
edge sets identical to the candidate license plates.
Sappa et al. [7] introduced a collection of arithmetic
operations between a given frame and two equidistant
ones used to compute a coarse moving edge represen-
tation. Non-desired edges are filtered with the filtering
technique. The Line Density Filter (LDF) technique [8]
links regions of high edge density in the binary edge
image using the Sobal operator and Adaptive Thresh-
olding (AT). Although edge-based methods are quick
to compute, they cannot be used on complex images
because they are very sensitive to sharp edges.

2) Color-oriented Approaches are based on the fact that
the color of the LP is typically distinct from that of
the vehicle. Deb et al. [9] presented that the LP auto-
matically selects the HSI colour space for statistical
threshold values based on two major stages. At first,
HSI (Hue, Saturation and Intensity) colour space recog-
nises candidate regions. These candidate regions can
include LP regions based on different colours of the
LP; then, the license plate’s geometrical properties
are used for classification. The technique proposed
by Chen et . [10] suggests a feature-salient approach.
The Hough Transform (HT) detects vertical and hor-
izontal lines. The number plate is then segmented by
transforming it from red, green, and blue (RGB) to
HSI. They are extremely sensitive to different lighting
conditions in natural scene images. They are unable to
differentiate other objects in the image that are the same
colour and size as the LPs.

3) Texture-based Approaches focus on detecting LP
in plate regions based on the unconventional distri-
bution of pixel intensity. A Discrete Wavelet Trans-
form (DWT) [11] was used to extract details from an
image. Also, local features reduce the sensitivity of
moving object detection methods to changes in illu-
mination [12]. Texture-based techniques incorporate
more discriminative characteristics than edge-based or
colour-based strategies, requiring more computational
resources.

Secondly, segmenting the whole plate into single blocks of
character [13]. Thirdly, recognize the segmented charac-
ters with handcrafted features [14], [15] and pre-designed
classifiers like Support Vector Machine (SVM) [16], Naive
Bayes algorithm [17]. The above-mentioned ALPR methods
cannot be applied to existing surveillance systems because
of their limitations. It can be effective only for specific tasks
and not be generalized for different applications or differ-
ent low-resolution images as well as the vehicle. Therefore,
current ALPR [18]–[20] systems only apply to regular high
resolution and official LP patterns, which demonstrates that
in a tough environment, current solutions do not fully utilize
a large number of well-valued traffic surveillance cameras.

Our main contribution is to develop a technique to alleviate
the problems of ALPR in challenging environments.

1) An end-to-end deep learning LP system with SR and
recognition for unrestricted urban surveillance sensing.

2) A SR approach could be applied to enhance the
quality of vehicle plate images by handling a single
Low-Resolution image or a sequence of LR images into
a single HR image.

3) License plate detection and optical character recog-
nition (OCR) uses the state-of-the-art and real-time
object detection method, You Only Look Once
(YOLO).

4) Training techniques are different from previous works
by training low-resolution images for a license plate
with a 72× 72 size, and evaluation performance of the
proposed methods are applied over different datasets.

The structure of this paper is organized as follows.
Section II gives a brief discussion of related work. Section III
explores the generative adversarial network architectures
used in this work to enhance the resolution of license plate
images. Experimental verification and evaluation against
other techniques are followed in section IV, and discussion
and conclusions are drawn in Sections V and VI as follows.

II. RELATED WORK
To overcome the previous methods’ drawbacks, Deep Con-
volutional Neural Networks (DCNNs) [21], [22] or Arti-
ficial Neural Networks (ANN) [23] present many hidden
layers to learn high-level features in order to extend their
capacity so that they can generalize not only the target
re-identification function but also other computer vision
problems, including image classification, object detection,
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semantic segmentation, and video tracking. As an example
of using DCNNs in generalization for face detection and
recognition, the raw input data is represented in the pixel
matrix form, in which the pixels are abstracted. The edges are
covered in the first-pixel representation layer; the edge layer
is formed and encoded. Next, eyes and noses are encoded in
the next layer, and then the face is recognized in the final
layer. Features are extracted using a histogram of the directed
gradients method from the area of interest in the recognition
stage [24], [25].

A. ADVERSARIAL LEARNING
The Generative Adversarial Network (GAN) is a way to train
deep neural networks for generative models that attempt to
learn probability distributions from input data. GAN was
initially intended to generate more realistic fake images,
but past surveys have shown that this adversarial strat-
egy can also create complex training algorithms. Exam-
ples include generative-focused tasks, super-resolution, style
transfer, natural-language processing, and discriminative-
focused tasks, as well as human pose estimation.

Car plate Super-Resolution (SR) aims to retrieve and rec-
ognize plate images to be identified by humans and com-
puters with higher accuracy. Numerous previous techniques
attempt to enhance SR images on the license plate, which can
be categorized into three groups.

1) Interpolation-based Approaches:
The approach based on interpolation [26], [27] has its
benefits and drawbacks, based on the number of pixels
to process. Several researchers have been working on
developing improved interpolation-based algorithms.
Sarmadi et al. [28] suggest a new strategy, which
describes the Single Image Super-Resolution (SISR)
system in three phases. The first phase of the interpo-
lation is the up-sampling phase, and then in the second
phase, which is called the de-blurring phase, the blur
is extracted using a single probabilistic model. Finally,
the de-noising step, in which noise is extracted using
a spatially adaptive iterative process. The SR approach
proposed by Ling et al. [29] extracts subcategories by
subpixel decomposition based on spatial dependency.
The feature-level data is used in [30] to enhance
the image quality generated by the Self-Interpolation
Generative Adversarial Network (SIGAN) and the
Channel Interpolation Generative Adversarial Network
(CIGAN). Dai et al. [31] used the prior images to gen-
erate a better image in terms of PSNR.

2) Reconstruction-based Approaches:
The technique relies on reconstruction and does not
require a training set, but the HR images must be prop-
erly restricted so that super-resolved images improve
their quality. The explicit distribution or energy func-
tion defined in the class contains the prior knowledge
required to resolve the SISR unconditional problem.
Sun et al. [32] use gradient profiles to estimate a HR

image from a LR image by defining the shape and
sharpness of image gradients. The proposed technique
that Tai et al. [33] suggest is that the gradient map
conveys potential edge information and texture infor-
mation, or high-frequency data, which is crucial for
detailed texture synthesis. Sen et al. [34] proposed an
application for enforcing the restriction in the wavelet
domain such that the HR image is sparse. Image
patch-based methods have been proposed in [35].

3) Learning-based Approaches:
The following Deep Learning (DL) based studies have
been carried out to select the optimal mapping function.
A new method has been developed by Yang et al. [36]
for clustering patch spaces and learning a mapping
from low-resolution patches to their high-resolution
counterparts. Ledig et al. [37] introduce the SRGAN
based on the Super-Resolution Restoration (SRR)
method for super-resolution. Also, the authors pro-
posed a perception loss function consisting of a content
loss and a loss of opposition. The SRR method [38]
is based on neural network convolution (CNN). The
proposed CNN model combines extraction, sampling,
and reconstruction of the features. Then the Deep
CNN (DCNN) can be trained end-to-end. The pro-
gressive GAN in [39] is typically used to convert
LR to HR images using a dataset of retinal colour
fundus images. The SRR approach is used in [40]
with improved SRGAN (ESRGAN). In this analysis,
ESRGAN has developed the architecture, adversarial
loss, and perceptual loss of SRGAN. The SR image
for LP was produced from blurry, tiny images as pro-
posed by Lee et al. [41]. Lai et al. [42] suggested that
the perceptual loss is a solution to the smoothing SR
for the LP problem. Archiecture based on the Gener-
ator (G) network consists of 16 ResNet blocks with
skip-connections using the ReLU activation function.
The Discriminator (D) network is implemented with
one input convolution layer and 10 hidden convolution
layers using LeakyReLU. Shamsolmoali et al. [43]
summarized several generation methods of synthesis
images and described their categories. Furthermore, the
researchers analyzed the GAN related to architecture,
loss functions, and datasets. For instance, convolu-
tion GANs convert an actual image into a multi-scale
pyramid image by training the network to generate
multi-scale and multi-level feature maps and then
merging them to produce the final feature map. Cycle-
GAN proposed a domain adaptation adversarial net-
work regarding unsupervised segmentation.

III. PROPOSED TECHNIQUE
The performance of the ALPR system is based on the precise
identification algorithm of the car plate and the acquisition
quality. In practice, LR images or videos are often utilized
in surveillance systems. The text on the vehicle plate might
be unreadable because of distance, light, and distortion of
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perspective in low-resolution surveillance systems. A com-
bination of higher accuracy and low processing time should
be considered to accomplish this.

The following section describes our optimizations and con-
tributions to the GAN architecture from two main perspec-
tives related to the generator and discriminator networks that
enhance the resolution of low images of license plates.

A. SYSTEM MODEL
GAN is a framework represented by Ian Goodfellow [44],
as shown in Figure 1. It addresses the issue of unsupervised
learning by training two deep neural networks, known as
Generator (G) and Discriminator (D), that compete and
collaborate to estimate generative models using adversarial
methods. The game of zero-sum is the fundamental concept
of the GAN model. The GAN trains the network to achieve
Nash equilibrium [45] by learning adversaries in order to
achieve the goal of estimating data’s potential distribution and
producing new data samples.
Two input sets of variables are used, x and z. Set z, which
indicates the random variables used by the Generator (G) in
order to generate G(z). Set x, which refers to the real data
used by the Discriminator (D). By comparing the outcome
of the discriminator with G(z), which denotes the generated
result by the generator that corresponds to the distribution of
real-world samples pdata to the greatest possible extent. The
output will be 1, If the discriminator’s input is the actual data,
otherwise, the discriminator returns 0.

To keep V(G;D) stable, the following conditions must be
satisfied with the following minimax equation.

min
G

max
D

V (D,G) = Ex∼pdata(x)[logD(x)]

+Ez∼pz(z)[log(1− D(G(z)))] (1)

The general idea behind this formulation (1) is that it
enables the training of a generative model G with the inten-
tion of deceiving a differentiable D trained to differentiate
super-reconstructed images from the real-world data. In other
words, G and D compete with each other and iteratively
optimize until D is unable to differentiate whether the input
sample is derived from G or real samples. As of this point,
goal G has been achieved. Using this procedure, G can be
taught to generate samples that are strikingly close to actual
images and thus problematic to classify by D.

B. PROBLEM FORMULATION
Following Goodfellow [44], a discriminator network is also
described as DθD , which we alternately optimize with GθG .
Therefore, these subnetworks have two main goals. The first
goal is to reduce their own costs, and the second one will be
to increase the opposite cost (adversarial min-max problem).
Adversarial mathematics is defined as below 2. Using this
approach, G can be trained to produce samples that closely
correspond to real images, making it challenging for D to

FIGURE 1. The primary architecture of the generative adversarial network
(GAN).

classify them correctly.

min
GθG

max
DθD

V (D,G) = EIHR∼pG(IHR)[logDθD (I
HR)]

+EILR∼pG(ILR)[logDθD (GθG (I
LR)))]

(2)

where pG(IHR) is the distribution of HR image, IHR is the
HR image sample for pG(IHR), pG(ILR) is the distribution
of generator based on LR image, ILR is the LR image sam-
ple for pG(ILR), GθG (I

LR) is the Generator Network, and
DθD (GθG (I

LR)) is the Discriminator Network.

C. ADVERSARIAL NETWORK ARCHITECTURE
Few modifications have been made to the architecture of
SRGAN [37]. Figure 2 shows the overview of our proposed
ALPR model based on Super-Resolution GAN. We deter-
mined and extracted the Region of Interest (ROI) around
license plates of all input images in the dataset and then down-
sampled them using the bilinear interpolation approach. The
downsampled (LR) images were input to the generator net-
work to begin the training process. The output images from
the generator network will be super-resolution images. The
generated images are then fed into the discriminator, which
distinguishes between generated and authentic images. After
the network is trained, the output super-resolution images
are passed to the OCR framework, which uses Yolov5 to
recognize characters on license plates in the final stage.

1) GENERATOR NETWORK
Our main goal is to develop the G Network to produce real-
istic super-resolution vehicle plate images from LR images.
To accomplish this, we made very few changes to the G net-
work. The figure 2 shows the proposed Generator Network.

1) Instead of deep convolution networks, the generator
architecture contains residual networks because resid-
ual networks are easy to train and much deeper for
better results. The entire network uses a kind of link
known as skip connections [46].

2) The input layer has a convolution layer with a 9×9 ker-
nel size, and a 1× 1 stride with a padding of 4.

3) Then, with 16 ResNet blocks, there are two convolution
layers in each residual block, small 3 × 3 kernels in
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FIGURE 2. An overview of the proposed super-resolution license plate system and YOLO-based recognition system.

each, and a 1× 1 stride at the input layer with padding
of 1, this is followed by 64 featuremaps and then a layer
of batch-normalizations.

4) The upsampling blocks is performed using a 3×3 filter
kernel with 64 feature maps, a stride of 2.

5) In each mini-batch, we cropped 288 × 288 randomly
chosen from preprocessed HR images (384 × 384),
then downsampled using scaling factor 4 to obtain LR
images of size 72 × 72 to train the generator network
to generate SR sub-images of size 288× 288.

6) All the convolution layers use the Swish activation
function.

In the training process, the HR image is downsampled to
the LR image using the bilinear operator, making the new
resolution equal to 72× 72. The Generator architecture then
attempts to upsample the images from low resolution to a fake
super-resolution image using the same high-resolution image
size of 288 × 288. Consequently, a fake super-resolution
image is fed to the discriminator. The discriminator attempts
to differentiate between a fake super-resolution image and
a high-resolution image. Then the discriminator computes
the adversarial loss and content criterion loss, which is then
backpropagated into the generator architecture.

2) DISCRIMINATOR NETWORK
As previously mentioned, the Discriminator Network’s task
is to differentiate between the real image and the image
generated by the Generator Network.

1) The network contains one input convolution layer and
seven hidden layers with 3× 3 filter kernels.

2) For each convolution layer, the feature maps are
expanded from 64 to 512.

3) When the number of feature maps is raised by a factor
of 2, a 2× 2 stride is applied to degrade resolution.

4) The last convolution layer (h9) applies a 1 × 1 filter
kernel, a 1× 1 stride, and a 512 feature map.

5) Using the Swish activation function according to equa-
tion 3, the sample classification probability is obtained.

A probability range of 0 to 1 reveals how real the supplied
image is. In the case of a 0, the D identifies the input image
as a generated image, and the generator network updates
parameter θG according to 2. A higher probability means the
D has identified the input image as real, and the Discriminator
Network’s parameters have been changed accordingly. The
figure 2 shows the proposed Discriminator Network.

D. ACTIVATION FUNCTION
The selection of activation functions in DNNs has a sig-
nificant impact on the training dynamics and task perfor-
mance. According to research by the Google brain team [47],
the swish activation function 3 is an alternative to ReLU,
although the cost is much higher for the computation for both
feed-forwarding and back-propagation. Research demon-
strates that ReLU is over-performed by the new activation
function for the deep neural network for multiple reasons:

f (x) = x ∗ δ(x) =
x

1+ ex
(3)

1) Weights that are highly negative are simply ignored,
thus (x≈0).

2) For large values, the output is not saturated to its max-
imum value.

3) A smooth bend implies that its output will be smooth.
It has the advantage of optimising the model in terms
of convergence to the minimal loss.

4) In ReLU, all negative values are zero (f(x) = 0 for
x<0), where negative values might remain important
in the collection of the data underlying patterns. This
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FIGURE 3. Losses of generator during the training process - Model I.

advantage is due to the smoothness of the Swish func-
tion and the f equivalent values of (f(x)<0 for x≈0).

E. LOSS FUNCTION
The loss function is a crucial factor in the efficiency of the
generator network. The SRGAN model generates a realis-
tic and sharper image than the previous CNN-based tech-
nique [48], with the notion of generator training combining
adversarial losses [37] and MSE losses in Resnet [46]. The
adversarial loss function of the generator has the following
definition:

lG = lSRMSE + λlD (4)

where the content loss lSRMSE represents the MSE loss between
the output GθG (I

LR) of the generator network (G) and the
groundtruth IHR. While the adversarial loss lD is computed
from the output of the discriminator (D) network. λ is
10−3 multiplied with the adversarial loss to achieve better
behaviour of the gradient.

1) MSE LOSS FUNCTION
The pixel-wise MSE loss is the most common type of loss
used in super resolution (SR), which is defined as:

lSRMSE =
1

r2WH

rW∑
x=1

rH∑
y=1

(IHRx,y − GθG (I
LR)x,y)2 (5)

W and H refer to the width and height of the image, respec-
tively. x and y are the width and height of the groundtruth
image (IHR), and r is the scale ratio. MSE loss can not han-
dle high-frequency information in the reconstructed image,
leading to extremely smooth images.

2) ADVERSARIAL LOSS FUNCTION
The Adversarial loss is a loss function that leads the generator
to produce images that are more similar to high-resolution
images by employing a discriminator that has been trained to
discriminate between HR and SR images. Adversarial losses
are more effective at retrieving the high frequency (sharp
edge) content of the generated image. Besides the equations

FIGURE 4. Losses of discriminator during the training process - Model I.

mentioned so far, we additionally include the output of the
swish function (probability computed) of the discriminating
network and compute the discriminating loss as follows:

lD =
N∑
n=1

− logDθD (GθG (l
LR)) (6)

The equation symbols are as follows: N is the number of
epochs, GθG (l

LR) is a parameter of the image that was cre-
ated from a low-resolution input image, and DθD (GθG (l

LR))
describe the probability of the generated image from genera-
tor network.

3) TOTAL VARIATION LOSS FUNCTION
The total variation (TV) is used as a gradient update, making
it significantly less complicated during the backward propa-
gation.

By including 2D-TV regularisation term [49], [50] in the
proposed framework, we improve the quality of the gener-
ated images. Alternatingly, both the G and D networks are
optimized by optimizing this loss function. Consequently, the
loss function of the SRGAN model is described as:

min
GθG

max
DθD

V (D,G)GAN−TV

= Ex∼pdata(x) [logD(x)]

+Ez∼pz(z)[log(1− D(G(z)))]+ λTV (G(z)) (7)
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F. BATCH NORMALIZATION
Batch normalization (BN) is a covariance shift reduction
technique that is applied to the input of each layer (distribu-
tion of activation changes in intermediate layers) [51]. Not
only does BN removal enhance the image quality [40], but
it is also known for permitting a more extensive range of
selections for hyperparameters. Batch Normalization allows
the network to converge more easily and reduces the compu-
tational cost caused by increasing hyperparameters dramati-
cally when we use a different image size.

IV. EXPERIMENTS
The objective of the super-resolution of the LP is to
form an accurate recognition of the LP numbers and
characters. The conventional assessment criteria for issues
with super-resolution often pick a peak signal-to-noise
ratio (PSNR) and mean squared error (MSE). The proposed
method results introduce evaluation criteria that rely on typ-
ical methods with metrics such as the Structural Similarity
Index (SSIM), perceptual quality, and automatic license plate
recognition. These metrics are used to compare the synthe-
sized output from the proposed models of SRGAN with the
existing methods such as Deep Image Prior and SRCNN
architectures over the ALOP dataset. For ALPR, Yolo is used
to detect the LP and its characters. Consequently, the recog-
nition rate is calculated based on the correct six characters.

This paper discusses two proposedmodels of SRGANwith
different loss approaches that are presented and analyzed. The
Model I uses content and adversarial loss, and Model II uses
content and adversarial loss while adding the TV-Regularized
function. The same parameters and architecture are used to
train both models.

A. TRAINING DETAILS AND PARAMETERS
The following detailed implementations are using Pytorch as
a learning framework, and all of the super resolution methods
have been executed on the NVIDIA GTX 1080 Ti-6 GPU.
The images are preprocessed to 384× 384 resolution images
around LP as the ground truth images used as a region of
interest (ROI). Then, before being fed into the network, the
images are downsampled by a factor of 4 to create 72 ×
72 low-resolution pixel images. The scaling factor 4 shows
the most detail in the image and achieves the best image
quality [52], [53].

The MSE loss is determined based on the reconstructed
images with intensities ranging from [-1] to [1] and the
pre-trained model VGG19 is used for feature extraction. The
network is trained for 1000 epochs with a training rate of
0.1 per 500 epochs and a training rate of 10−4. The batch
size being used in the network is 4. Adam optimizer, using
beta parameter equal to β = 0.9. The batch normalization
layer is disabled during the evaluation. As a result, the recon-
structed images are heavily reliant on the input images. The
transformed images will normalize a tensor image for each

FIGURE 5. Total variation loss during the training process - Model II.

channel of the input with a mean of [0.485, 0.456, 0.406] and
standard deviation of [0.229, 0.224, 0.225].

In each iteration of the training process, initially a pair of
ILR and IHR are fed into the generator network to determine
the lSRMSE through forward propagation. The discriminator
network will subsequently take the output from generator
network ISR with label = 0 and IHR with label = 1 and
use the nominated one as an input to calculate lD. After
this, using backpropagation, the discriminator network is
optimized with lD. Finally, lGis computed using Equation 4,
which is used to optimise the generator network. To accom-
plish this, the generator network and discriminator network
are alternately trained. The generator network can not only
carry the super-resolved plate approximate the groundtruth
by lSRMSE but also utilize the discriminator network with lD
to prevent the generator network from generating malformed
characters in the plate.

This technique is evaluated by using YOLO to recognize
letters and numbers. The YOLOv5 that is used on the recog-
nition stage is open source [54] using the Pytorch framework
and the models are pre-trained on COCO. Images of license
plates are trained via a fine adjustment of their network
parameters.

B. DATASET AND DATA PREPROCESSING
The dataset adopted is used for both the training and evalua-
tion datasets. Experiments are done on two datasets. Firstly,
we divided the car plate dataset [55] into two parts: training
images (1060) and testing images (102). The testing part of
the car plate dataset is used to validate the quality of output
images in terms of PSNR and SSIM metrics. These results
are compared to the mentioned algorithms in section [IV-
C] and other published methods [42]. After that, we tested
the proposed models on the different datasets, ‘‘Application-
Oriented License Plate (AOLP) [6],’’ and evaluated the recog-
nition model (yolov5). The below points illustrate the details
of both datasets.

1) Car Plate Dataset: The training dataset includes
1162 HR images, divided into training and validation
sets. The Car Plate Dataset 856 samples for a single
object (LP), 172 samples for multiple LP in a single
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image, and the remaining samples have a wider range
of variation conditions, like partially blocked or spatial
cases.

2) Application-OrientedLicense Plate (AOLP)Dataset:
This dataset contains 2,049 images of LPs which are
gathered from unrestricted surveillance scenes. The
AOLP dataset consists of three subsets: 681 samples
for Access Control (AC), 757 samples for Traffic
Low Enforcement (LE) and 611 samples for Road
Patrol (RP) depending on a variety of application
parameters.

C. COMPARISON OF SUPER RESOLUTION MODELS
This paper compares the suggested model with alterna-
tive techniques based on the current work on Deep Image
Prior (DIP) and SRCNN.

1) DEEP IMAGE PRIOR (DIP)
This approach encourages the notion of using untrained
DNNs as prior models for images, a concept pioneered by the
so-called deep image of a prior model. The Deep Image Prior
is a non-trained encoder-decoder architecture with constant
input whose weights are designed to minimise random initial-
ization. Initially, DIP demonstrated that Convolutional Neural
Networks (CNNs) have the innate potential to address inad-
equately inverse problems without pretraining; they use deep
images before utilizing the inner structure of the CNN itself.
In addition, the seismic data contains texture patch structures
and the adjacent patches are quite similar, which causes
the CNN to extract deep seismic prior. Arridge et al. [56]
proposed that image improvement may be achieved using a
DNN architecture without the need for pretraining on a large
dataset. Cheng et al. [57] suggest the DIP approach implies
that the DNN architecture can directly encode the image
properties and that a training dataset may not be necessary
in order to solve certain issues.

This article develops a Deep Image Prior solution based
on [58] to compare with the suggested models. The figure 6
describe themain steps of image improvement using the Deep
Image Prior algorithm, from random noise to optimum image
representation.

2) SRCNN
Dong et al. [48] present a DL technique for SISR that learns
an end-to-end mapping between LR and HR images. The
mapping is represented by a DCNN that takes a LR picture
as input and produces a HR image. They suggested a basic
network architecture comprising of three convoluted layers
for feature extraction, nonlinear mapping, and image recon-
struction called the Super-Resolution Convolutional Neural
Network (SRCNN), as shown in figure 7, which outperforms
previous machine-learning-based SR methods.

D. VISUAL ANALYSIS OF THE OUTPUTS
In this section, a comparison is made between the follow-
ing SR methods on the proposed dataset to demonstrate

FIGURE 6. Deep image prior example.

FIGURE 7. SRCNN architecture.

the effectiveness of the proposed methods. Figures 8 show
the visualisation performance comparison between SRGAN
architectures with other methods. Images with the smallest
size on the left represent a low-resolution with a size of
72 × 72, whilst after the training process in each pipeline,
super-resolution images with a size of 288 × 288 are gen-
erated. However, in comparison to SRGAN models, the
SRCNN and deep image prior models have a blurred aspect
and less convincing perceptual performance. The suggested
models I and II of SRGAN produce better performance in
terms of visual quality, but, as shown in many figures, chro-
matic aberration appears in generated images from model
I of SRGAN. Chromatic aberration is a form of aberra-
tion that produces undesirable colour fringes along borders
within images. Therefore, the paper proposed model II of
SRGAN that corrects chromatic aberration by adjusting the
colour difference from a degraded image using total variation
loss.
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FIGURE 8. Sample of comparison with existing methods for visual
aspects.

E. EVALUATION OF THE PERFORMANCE METRICS
This article compares and contrasts twowell-known objective
image quality metrics, the peak-signal-to-noise ratio (PSNR)
as well as the structural similarity indexmeasure (SSIM). The
suggested SRGANmodels are compared to the existing tech-
niques to evaluate the performance according to the proposed
method. As shown in 9, the results of the SRGAN are better
than the other methods.

Table 1 summarises the quantitative performance compar-
isons with previous techniques. These results are analyzed
over 102 images from the test dataset from the same distribu-
tion of the training datasets. As indicated in the table, the two
proposed approaches for SRGAN models obtain outstanding
performance compared to PSNR and SSIM quantitative find-
ings. Furthermore, the suggested techniques produce better
results in terms of perceptual quality. The execution time
refers to the average time required to obtain a high-resolution
image from a low-resolution one. As observed, the proposed
models are executed in the least amount of time.

In addition, our proposed SRGAN techniques, Model I and
Model II, are compared with the reported earlier SRGAN
architecture proposed by [42]. The proposed SRGAN design

TABLE 1. Quantitative comparison with existing methods.

TABLE 2. Quantitative comparison with [42] method.

TABLE 3. Comparison of SRGAN method with other state-of-the-art
methods on the ALOP dataset.

in this article is subtly different from the design used in the
paper [42]. The difference in results is due to that difference in
design rather than a difference in method. As reflected in the
table 2, our suggested SRGAN achieves better performance
in terms of PSNR and SSIM.

F. RECOGNITION EVALUATION ON ALOP DATASET
Besides the super-resolution, the main objective of the
suggested strategy is to improve LP recognition perfor-
mance. We evaluated the suggested model using another
dataset (ALOP) for this metric. YOLO recognizes the small
license plate from the images, then the SR model improves
the resolution of the detected license plate, and finally, the
Optical character recognition (OCR) model recognizes the
license plate letters.

Therefore, the proposed method is compared with
the state-of-the-art recognition techniques. Yolov5 is
used as a comparative automatic license plate recog-
nition method. The comparative findings are shown in
table 3.

The table 3 displays the precise SRGAN images
with super-resolution on AC, LE, and RP subsets.
It obtains greater precision than previous methods,
which demonstrates that super-resolution can enhance
recognition.

The detection and recognition results are shown in the
figures below. Firstly, figure 10 shows performance for plate
and characters detection over the original images ‘‘72× 72’’
on all three subsets of the ALOP dataset, with averagely
18.8%. Deep Image Prior model get a slightly higher result
which achieve 43%. The poor performance value is due to
the majority of the output images of this model being blurred
and not clear, as shown in the previous results images of
DIP. In addition, DIP is based on a single kernel on every
iteration, while the models are dependent on multiple kernels
during the training process. In figure 11, the SRCNN output
is greater than the previous one, approximately 93% equal
with SRGAN-TV, as shown in figure 12. While the SRGAN
model in figure 13 achieves high accuracy of 95% compared
with the other methods.
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FIGURE 9. PSNR comparison of the proposed techniques.

FIGURE 10. The output of the OCR model for LR images.

FIGURE 11. The output of the OCR model for SRCNN model.

FIGURE 12. The output of the OCR model for SRGAN model.

FIGURE 13. The output of the OCR model for SRGAN-TV model.

V. DISCUSSION
The novel proposed a super-resolution model with two sep-
arate criteria based on the generative adversarial network
architecture. We have designed the method of adding the
swish function as an activation function and SRGAN models
with content and adversarial loss in the first model (Model
I) and adversarial loss with TV-Regularized function in the
second model (Model II) are introduced and evaluated.

The Mean Square Error (MSE) loss is applied as
the model’s content loss to ensure the consistency of
low-frequency information between the reconstructed image
and the LR image and reduce the square error between the
pixels produced and real high-resolution images. We also

added a term in the content loss equation that computed
MSE between the extracted fake and actual features, and the
weighting factor was set to 0.006. The purpose of reducing
the distance between pixels is to ensure the correctness of the
reconstructed image informationmore rapidly and efficiently.
As a result, the PSNR has increased. On the other hand, the
adversarial loss is a loss strategy that utilizes a discriminator
trained to distinguish between HR and SR images to force the
generator to produce an image more similar to an HR image.

Model II combines adversarial loss with Total Varia-
tion (TV) regularisation loss to improve edge details and
make the entire network converge more smoothly, with little
need for hyperparameter adjustment to create higher quality
samples, as proven by defeating chromatic aberration.

The training performance of the proposed SRGAN (Model
I) is shown in figure 3. The horizontal axis indicates epochs
number, while the vertical axis represents error as determined
by the loss function. As shown in figure 3, the trend of
generator content loss is downward and continues to decrease
until the changes are tiny in the last epochs. On the other
hand, the adversarial generator loss is slightly higher between
1.865 and 1.895. It indicates that if the generator model
can generate high-resolution images, then the expectation is
that epochs between 700 and 1000 will generate the high-
resolution images. Overall the generator total loss curve
is downward, which denotes that the model’s performance
improves over time.

Figure 4 indicates that the discriminator did learn to distin-
guish between real and fake images. After 700 epochs, the
system reaches the balance, and the loss does not change.
Figure 5 demonstrates the relationship between the TV loss
of model II and the epoch number, which rises from a small
value of 0.048 until it reaches 0.065 at the last epoch. The
remaining loss curves in model II follow the same trend as
those in model I, but with slightly higher values, resulting in
better reconstructed image quality.

The experimental findings demonstrate that our strat-
egy achieves an average PSNR of 26.449 dB for Model
I and 26.621 dB for Model II, as well as an average
SSIM of 0.833 for Model I and 0.837 for Model II, which
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outperforms various comparison methods in the objective
evaluation index. Furthermore, character recognition accu-
racy improved, with 95.4% for Model I and 93.2% for Model
II due to enhancement in image resolution. The value of
Model II (SRGAN-TV) is lower than Model I (SRGAN) due
to the mechanism of the Total Variation (TV) loss. TV loss is
based on the sum of the absolute differences for neighbouring
pixel-values in the images. So, if TV loss is very high, colours
from neighbouring objects in the image get mingled, and the
details will deform. The main objective of using the TV in
this model is to solve the chromatic aberration that appears in
Model I without losing image details.

Moreover, the proposed models are executed in less time,
approximately 0.03. The time of OCR is not considered,
which is the same for all models. The OCR model tests the
recognition accuracy for all high-resolution images from the
mentioned models.

VI. CONCLUSION
This article introduced techniques to recognize characters
in unconstrained LP according to a deep learning technique
for a Single Image Super-Resolution (SISR). Experimental
findings on AOLP and Car Plate datasets demonstrate the
effectiveness of the proposed method, without any scene-
specific modification, surpasses current LP recognition algo-
rithms in accuracy and generates a visual improvement in
proposed SR outcomes that are better recognition from the
original data. Furthermore, including theYOLOdetector with
the SR network, which is based on GAN, achieves better
performance in terms of perceptual quality than using only
the detector model (YOLO). We assess the effectiveness of
our method by PSNR, SSIM, and using letter recognition
with YOLOv5 for reconstructed images from low-resolution
images (72× 72 size).
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