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Abstract An asymptotic theory was given by Phillips and Magdalinos (J Econom
136(1):115–130, 2007) for autoregressive time series Yt = ρYt−1 + ut, t = 1, . . . , n,
with ρ = ρn = 1 + c/kn, under (2 + δ)-order moment condition for the innovations
ut, where δ > 0 when c < 0 and δ = 0 when c > 0, {ut} is a sequence of indepen-
dent and identically distributed random variables, and (kn)n∈N is a deterministic
sequence increasing to infinity at a rate slower than n. In the present paper, we
established similar results when the truncated second moment of the innovations
l(x) = E[u2

1 I{|u1| ≤ x}] is a slowly varying function at ∞, which may tend to infinity
as x → ∞. More interestingly, we proposed a new pivotal for the coefficient ρ in case
c < 0, and formally proved that it has an asymptotically standard normal distribution
and is nuisance parameter free. Our numerical simulation results show that the
distribution of this pivotal approximates the standard normal distribution well under
normal innovations.
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1 Introduction

Consider the following autoregressive model with order one AR(1):

Yt = ρYt−1 + ut, t = 1, . . . , n, (1.1)

where Yt is the observation at time t, {ut} is a sequence of independent and identically
distributed (i.i.d.) random variables and ρ is an unknown parameter. Usually, ρ is
estimated by its least square estimate (LSE)

ρ̂ =
∑n

t=1 Yt−1Yt
∑n

t=1 Y2
t−1

. (1.2)

If the ut’s are normally distributed, ρ̂ is also the maximum likelihood estimate of ρ.
There has been considerable interest in the asymptotic properties of ρ̂ both in the
statistics and in the econometrics literature.

When E[ut] = 0, 0 < E
[
u2

t

] = σ 2 < ∞ and Y0 is a constant, it is well known that
the AR(1) process 1.1 with |ρ| < 1 is asymptotically stationary and the LSE ρ̂ satisfies
the following limiting property:

√
n(ρ̂ − ρ)

d→ N(0, 1 − ρ2), as n → ∞; (1.3)

see Anderson (1959). Here and in what follows, the notation
d→ denotes convergence

in distribution, and
p→ denotes convergence in probability, respectively. When ρ = 1,

model 1.1 becomes a unit root model, which is non-stationary, and the convergence
rate of ρ̂ is quite different from the stationary case. In this case,

n(ρ̂ − ρ)
d→ W2(1) − 1

2
∫ 1

0 W2(r)dr
, as n → ∞, (1.4)

where {W(t)} is a standard Wiener process; see White (1958) and Rao (1978).
Over the last two decades, regression asymptotics with root near unity have been

playing an important role in time series analysis. Motivated by the classical Poisson
approximation, Chan and Wei (1987) considered AR(1) process with ρ = 1 + c/n
and a fixed constant c so that

Yt = (1 + c/n)Yt−1 + ut, (1.5)

which is called nearly non-stationary AR(1) process in their paper. By assuming {ut}
to be a martingale difference sequence with respect to an increasing sequence of
σ -fields {Ft} such that

1
n

n∑

t=1

E
[
u2

t |Ft−1
] p→ 1 (1.6)
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as n → ∞ and Y0 = 0, Chan and Wei (1987) established the following results:

τn :=
√
√
√
√

n∑

t=1

Y2
t−1(ρ̂ − ρ)

d→
∫ 1

0 (1 + bt)−1W(t)dW(t)
√∫ 1

0 (1 + bt)−2W2(t)dt
as n → ∞, (1.7)

and

τ
′
n := n(ρ̂ − ρ)

d→
∫ 1

0 (1 + bt)−1W(t)dW(t)
∫ 1

0 (1 + bt)−2W2(t)dt
as n → ∞, (1.8)

where b = e2c − 1. The convergence result 1.8 is not explicitly expressed in their
paper, but it can be easily recovered from their proof for Eq. 1.7.

Lately, motivated by bridging the
√

n and n convergence rates for the stationary
case and non-stationary case, Giraitis and Phillips (2006) and Phillips and Magdalinos
(2007) proposed a model similar to Eq. 1.5 by assuming ρ = ρn = 1 + c/kn with
a constant c, Y0 = op(

√
kn), and (kn)n∈N is a sequence increasing to ∞ such that

kn = o(n). For c < 0, Phillips and Magdalinos (2007) established

√
nkn(ρ̂ − ρ)

d→ N(0,−2c), as n → ∞, (1.9)

under i.i.d. innovations ut with E [ut] = 0 and E
[|ut|2+δ

]
< ∞ for some δ > 0. Note

that, by taking kn = nα with 0 ≤ α ≤ 1, the above result indeed bridges the
√

n and
n convergence rates. It is also worth mentioning that the limiting distributions are
substantial different between these two cases kn = nα with 0 ≤ α < 1 and kn = n.
For c < 0, similar results have been established by Giraitis and Phillips (2006) for the
innovations to be a martingale difference sequence with a finite second moment. In
the case with c > 0, Phillips and Magdalinos (2007) established

knρ
n

2c
(ρ̂ − ρ)

d→ C, as n → ∞, (1.10)

where the random variable C is a standard Cauchy random variable.
Motivated by and Phillips and Magdalinos (2007), we are interested in the follow-

ing two questions. First, we shall investigate whether the results 1.9 and 1.10 are still
valid when the i.i.d. innovation sequence {ut} has a second moment which is possibly
infinite. By adopting the truncation approach, we successfully achieve the results;
for more details, see Theorem 2.1 in the sequel. Second, we are interested in the
statistical inference on the parameter ρ in the model. It would be difficult to conduct
any hypothesis test or construct confidence intervals for the interesting parameter
ρ by directly using result 1.9, since there is one unknown nuisance parameter c in
the limiting distribution. To overcome such an obstacle, we proposed a new pivot
for ρ and, for the case with c < 0, we formally established its limiting distribution,
which is a standard normal distribution and hence nuisance parameter free; the
findings are summarized in Theorem 2.2 in the sequel. To demonstrate the finite
sample properties of the pivotal, a simulation study is presented in the second part
of Section 2. The results show that the distribution of this pivotal approximates the
standard normal distribution well under normal innovations.
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The rest of the paper is organized as follows. Section 2 are our main results and
the numerical example. All the lemmas and proof are relegated to an Appendix.

2 Main Results and a Numerical Example

2.1 Main Results

To introduce our main results, we impose the following conditions:

C1. In ρ := ρn = 1 + c/kn, c is a constant, (kn)n∈N is a real sequence increasing to
∞ with kn = o(n);

C2. The innovations {ut} are i.i.d. random variables with E[u1] = 0, and their
truncated second moment l(x) = E[u2

1 I{|u1| ≤ x}] is a slowly varying function
of x at ∞, where I{·} stands for the indicator function;

C3. Y0 = op(
√

kn).

Remark 2.1 Although the above condition C2 allows the second moment of the
innovations to be infinite, it implies that E

[|u1|δ
]

< ∞ for any 0 ≤ δ < 2. Hence, the
innovation random variables which are in the domain of attraction of a stable law
with index α < 2 are ruled out by this condition. This means that our results do not
apply to a model with very heavy-tailed innovations.

Theorem 2.1 Assume that conditions C1–C3 are satisf ied by process 1.1.

(a) If additionally c < 0, the asymptotic normality of the LSE ρ̂ given in Eq. 1.9 is
satisf ied.

(b) If additionally c > 0, the limiting property of the LSE ρ̂ given in Eq. 1.10 is
satisf ied.

Remark 2.2 The result in part (a) of Theorem 2.1 bridges the
√

n and n convergence
rates for ρ̂ respectively in an asymptotically stationary AR(1) model and the corre-
sponding unit root process when the innovations {ut} are i.i.d. with zero mean and a
truncated second moment l(x) slowly varying function at ∞. The proofs in these two
special cases can be found in Davis and Resnick (1985) and Wang (2006) respectively.

As mentioned in the introduction section, we may be interested in the statistical
inference on the parameter ρ in process 1.1. To this end, we propose an innovative
pivot for ρ as shown below:

βn :=
√

n
∑n

t=1 Y2
t−1∑n

t=1(Yt − ρ̂Yt−1)2
(ρ̂ − ρ). (2.1)

We formally established its limiting distribution as stated in Theorem 2.2 below.

Theorem 2.2 Assume that conditions C1–C3 are satisf ied by process 1.1, and c < 0.
Then the pivot βn given in Eq. 2.1 is asymptotically normal:

βn
d→ N(0, 1), as n → ∞. (2.2)
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Remark 2.3 Note that the pivotal quantity βn only contains the interesting parameter
ρ, and the limiting distribution is nuisance parameter free. Thus, βn is a potentially
useful statistics for conducting hypothesis test and constructing confidence intervals
for the parameter ρ. A simulation study is conducted in the subsequent numerical
example to illustrate the finite sample properties of βn.

2.2 A Numerical Example

To demonstrate the finite sample properties of the pivot βn defined in Eq. 2.1, we
experiment on the AR(1) process 1.1 with the following numerical setup:

⎧
⎪⎪⎨

⎪⎪⎩

c = {−0.1, −1.0},
Y0 = 0,

kn ∈ {log n, n0.5, n0.75
}
,

ut ∈ {N(0, 1), t(2)} ,

(2.3)

where t(2) denotes a student-t random variable of freedom 2 and hence its variance
is infinite. It is easy to verify that each combination in the above numerical setup
satisfies all the conditions in Theorem 2.2.

In our numerical experiment, we consider a set of different sample size n, and for
each n, we independently generate 100,000 sequences of {Y0, Y1, · · · , Yn} according
to the AR(1) process 1.1 with parameter values as specified in Eq. 2.3, and then
compute the values of statistics ρ̂ and βn for each of those generated sequences
so that we have 100,000 values of ρ̂ and βn. To investigate how well the standard
normal distribution approximates that of βn, we use those 100,000 values of βn to
estimate its moments (mean, standard deviation, skewness, and kurtosis), and the
probability Pr

(
βn ≤ �−1(τ )

)
for a set of different values of τ , where �−1(τ ) denotes

the τ -quantile of the standard normal distribution. If the approximation works well,
Pr
(
βn ≤ �−1(τ )

)
is expected to be very close to τ . To illustrate how useful the pivot

βn can be in estimating the parameter ρ, we construct the asymptotic confidence
interval for ρ by using the limiting distribution of βn, and then compute the empirical
coverage probability (ECP) of such an asymptotic confidence interval. Specifically,
we first construct a 95 % confidence interval [ln, un] of ρ for each of those 100,000
generated sequences of {Y0, Y1, · · · , Yn}, where

ln = ρ̂ − 	−1(0.975) · σ̂n, un = ρ̂ + 	−1(0.975) · σ̂n, and σ̂n =
√∑n

t=1(Yt − ρ̂Yt−1)2

n
∑n

t=1 Y2
t−1

.

Then, we compute the ECP as the proportion of those intervals including the true
value of ρ, and ideally it is expected to be close to 95 %.

All the experiment results are reported in Tables 1 and 2, on which we have the
following observations and comments.

(i) The normal approximation has fairly similar overall validity (or lack thereof)
for both the normal and t innovations. First, the mean values of βn in both
tables are all negative and diminish to 0 as the sample size n increases.
Such an observation is consistent to the well known fact that the LSE ρ̂ is
asymptotically unbiased and yet always negatively biased particularly when ρ

is close to 1. Second, except the kurtosis column with kn = log n in Table 2, all
the moments (mean, standard deviation, skewness and kurtosis) of βn in both
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tables show a reasonably small deviation from their corresponding nominal
values (0, 1, 0 and 3 respectively) in the standard normal distribution. Third,
the probability Pr

(
βn ≤ �−1(τ )

)
is always larger than τ throughout both tables,

with a deviation smaller in some cases and larger in the others under normal
innovations than under t(2) innovations.

(ii) If we were use the asymptotic result from Theorem 2.2 to conduct a hypothesis
test on the parameter ρ, we will be more concerned on those probabilities
around the lower and upper 1 %—5 % regions in the tables than the others.
To see this, consider a null hypothesis H0 : ρ = ρ0 for some constant ρ0 and
an alternative hypothesis H1 : ρ < ρ0. We will reject the null hypothesis H0, if
βn ≤ 	−1(α) is observed for a given significant level α, which is usually either
5 % or 1 %. Obviously, the probability of type one error in such a hypothesis
test is Pr

(
βn ≤ 	−1(α)

)
, which, as shown in Tables 1 and 2, is unanimously

estimated to be larger than α, the expected significant level we set at the
inception of the hypothesis test. If we change the alternative hypothesis H1

to be ρ > ρ0, we will then reject the null hypothesis upon a sample with βn ≥
	−1(1 − α). In this case, the probability of type one error Pr

(
βn ≥ 	−1(1 − α)

)

is unanimously estimated to be smaller than the expected significant level α,
according to the upper 1 %—5 % regions in Tables 1 and 2.

(iii) Finally, we note that the empirical coverage probabilities displayed in the last
column of the tables are all close to its nominal value of 95 %, particularly
in the case with normal innovations. It implies that the limiting distribution we
established in Theorem 2.2 works very well in terms of constructing confidence
intervals for the parameter ρ, even under a moderate sample size of 100. It is
worth noting that, although the probability Pr

(
βn ≤ 	−1(α)

)
deviates from α

quite substantially at both α = 0.025 and 0.975 in some panels of the tables
(e.g., kn = n0.75), the resulting confidence interval still leads to an ECP very
close to its nominal value of 95 %.
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Appendix: Lemmas and Proofs

The proofs of our main results are based on the idea of using truncated random
variables. Let

l(x) = E
[
u2

1 I{|u1| ≤ x}] , b = inf{x ≥ 1 : l(x) > 0}, (A.1)

and

η j = inf
{

s : s ≥ b + 1,
l(s)
s2 ≤ 1

j

}

, for j = 1, 2, 3, · · · , (A.2)
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then it is easy to see that nl(ηn) ≤ η2
n for all n ≥ 1. In addition, we denote

V2
n =

n∑

i=1

u2
i (A.3)

and
{

u(1)
t = ut I{|ut| ≤ ηn} − E [ut I{|ut| ≤ ηn}] ,

u(2)
t = ut I{|ut| > ηn} − E [ut I{|ut| > ηn}] .

(A.4)

Throughout the rest of the Appendix, we denote A a positive constant whose value
can be different in different places, and ρn always denotes 1 + c/kn. Moreover, we
will use [t] to denote the integer part of a real number t.

The following four lemmas will be useful in our proofs of the main results and the
first one is due to Csörgő et al. (2003).

Lemma A.1 Let X be a random variable. Then the following statements are equiva-
lent:

(a) E
[
X2 I{|X| ≤ x}] is a slowly varying function of x at ∞,

(b) x2 P(|X| > x) = o(l(x)),
(c) xE [|X|I{|X| > x}] = o(l(x)),
(d) E [|X|n I{|X| ≤ x}] = o(xn−2l(x)) for n > 2,

where l(x) is as def ined in Eq. A.1 with u1 replaced by X.

Lemma A.2 Assume that conditions C1, C2 and C3 are satisf ied by process 1.1 with
c < 0, we have for each s ∈ [0, 1], as n → ∞,

(a)
1√

nknl(ηn)

∑[ns]
t=2

(∑t−1

i=1
ρ t−1−i

n u(1)

i

)
u(2)

t
p→ 0,

(b)
1√

nknl(ηn)

∑[ns]
t=2

(∑t−1

i=1
ρ t−1−i

n u(2)

i

)
u(1)

t
p→ 0,

(c)
1√

nknl(ηn)

∑[ns]
t=2

(∑t−1

i=1
ρ t−1−i

n u(2)

i

)
u(2)

t
p→ 0.

Lemma A.3 Assume that conditions C1, C2 and C3 are satisf ied by process 1.1 with
c < 0, we have for each s ∈ [0, 1], as n → ∞,

(a) Y2
[ns]/V2

n
p→ 0,

(b)
∑[ns]

t=1
Yt−1ut/V2

n
p→ 0.

Lemma A.4 Assume that conditions C1, C2 and C3 are satisf ied by process 1.1 with
c < 0, we have as n → ∞,

(a)
∑n

t=1
Y2

t−1/(knV2
n)

p→ 1/(−2c),

(b)
√

n
∑n

t=1
Yt−1ut/(

√
knV2

n)
d→ N(0, 1/(−2c)).
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Proof of Lemma A.2 Before we proceed, we first recall that V2
n/(nl(ηn))

p→ 1 as n →
∞; see (3.4) in Giné et al. (1997). Now, let us consider the part (a). Obviously, it
follows from Lemma A.1 that

1√
nknl(ηn)

[ns]∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(1)

i

)

u(2)
t

= 1√
nknl(ηn)

[ns]∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(1)

i

)

ut I{|ut| > ηn}

+ o
(

l(ηn)

ηn

)

· 1√
nknl(ηn)

[ns]∑

t=2

t−1∑

i=1

ρ t−1−i
n u(1)

i

:= I + I I.

A direct application of Cauchy–Schwarz inequality yields

|I| ≤ V[ns]√
nknl(ηn)

√
√
√
√

[ns]∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(1)

i

)2

I{|ut| > ηn},

where V[ns] is as defined in Eq. A.3. Moreover, using Jensen inequality and recalling
nl(ηn) ≤ η2

n, we have

1
√

knl(ηn)
· E

⎡

⎢
⎣

√
√
√
√

[ns]∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(1)

i

)2

I{|ut| > ηn}
⎤

⎥
⎦

≤ 1
√

knl(ηn)

√
√
√
√

[ns]∑

t=2

t−1∑

i=1

ρ
2(t−1−i)
n l(ηn)[1 + o(1)]P(|ut| > ηn)

≤ A
√

knl(ηn)

√

[ns]knl(ηn) · o
(

1
n

)

= o(1),

since 1 − ρ2
n = −2c/kn[1 + O(k−1

n )], which together with V2
n/(nl(ηn))

p→ 1 as n → ∞
yields I

p→ 0. Hence, we only need to show I I
p→ 0 for part (a). To this end, we

calculate the variance of I I as follows,

Var(I I) = o(
l2(ηn)

η2
n

) · 1
nknl2(ηn)

[ns]∑

i=1

( [ns]∑

t=i+1

ρ t−1−i
n

)2

l(ηn)[1 + o(1)]

= o(
l(ηn)

n
) · [ns]k2

n

nknl(ηn)
= o(1),

by which the proof of part (a) is complete.
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The proof of part (b) can be achieved by a similar argument, and hence omitted.
Finally, the proof of part (c) follows from Lemma A.1 as follows:

1√
nknl(ηn)

E

[∣
∣
∣
∣
∣

[ns]∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(2)

i

)

u(2)
t

∣
∣
∣
∣
∣

]

≤ A√
nknl(ηn)

[ns]∑

t=2

t−1∑

i=1

ρ t−1−i
n · o

(
l2(ηn)

η2
n

)

≤ A[ns]kn√
nknl(ηn)

· o
(

l(ηn)

n

)

= o

(√
kn

n

)

= o(1).

	


Proof of Lemma A.3 To prove part (a), obviously it is sufficient to show

Y2
[ns]/(nl(ηn)) = op(1). (A.5)

To this end, for each s ∈ [0, 1], we write

Y2
[ns]

nl(ηn)
= 1

nl(ηn)

⎛

⎝ρ[ns]
n Y0 +

[ns]∑

j=1

ρ[ns]− j
n u j

⎞

⎠

2

≤ 2
nl(ηn)

ρ2[ns]
n Y2

0 + 2
nl(ηn)

⎛

⎝
[ns]∑

j=1

ρ[ns]− j
n u j

⎞

⎠

2

. (A.6)

The first term on the right hand side of Eq. A.6 is obviously equal to op(kn/n) =
op(1), since Y0 = op(

√
kn). Thus, by the second term on the right hand side of Eq.

A.6, we only need to show

1
√

nl(ηn)

[ns]∑

j=1

ρ[ns]− j
n u j = op(1). (A.7)

To this end, we first write

1
√

nl(ηn)

[ns]∑

j=1

ρ[ns]− j
n u j = 1

√
nl(ηn)

[ns]∑

j=1

ρ[ns]− j
n u(1)

j + 1
√

nl(ηn)

[ns]∑

j=1

ρ[ns]− j
n u(2)

j

:= I I I + IV. (A.8)

In view of Lemma A.1, we have

E [|IV|] ≤ 2
√

nl(ηn)
· o
(

l(ηn)

ηn

)

·
[ns]∑

j=1

ρ[ns]− j
n

≤ Akn
√

nl(ηn)
· o
(

l(ηn)

ηn

)

= o
(

kn

n

)

= o(1) (A.9)
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by recalling that nl(ηn) ≤ η2
n for n ≥ 1. Moreover,

Var(I I I) = 1
nl(ηn)

[ns]∑

j=1

ρ2([ns]− j)
n · l(ηn)[1 + o(1)] = O

(
kn

n

)

= o(1). (A.10)

Combining Eqs. A.8–A.10 yields Eq. A.7. Hence, part (a) is proved.
For part (b), it suffices to show

∑[ns]
t=1 Yt−1ut

nl(ηn)
= op(1). (A.11)

To this end, we write

∑[ns]
t=1 Yt−1ut

nl(ηn)

= 1
nl(ηn)

[ns]∑

t=2

⎛

⎝ρ t−1
n Y0 +

t−1∑

j=1

ρ t−1− j
n u j

⎞

⎠ut + op(1)

= Y0√
kn

√
kn

n
1√

nl(ηn)

[ns]∑

t=2

ρ t−1
n ut + 1

nl(ηn)

[ns]∑

t=2

⎛

⎝
t−1∑

j=1

ρ t−1− j
n u j

⎞

⎠ut +op(1),

(A.12)

and further express the first term on the right hand side of Eq. A.12 as follows

1√
nl(ηn)

[ns]∑

t=2

ρ t−1
n ut = 1√

nl(ηn)

[ns]∑

t=2

ρ t−1
n u(1)

t + 1√
nl(ηn)

[ns]∑

t=2

ρ t−1
n u(2)

t

:= V + V I. (A.13)

It follows from Lemma A.1 again that

E[|V I|] ≤ C√
nl(ηn)

· o(
l(ηn)

ηn
) ·

[ns]∑

t=2

ρ t−1
n = o

(
kn

n
√

l(ηn)

)

= o(1). (A.14)

In addition,

Var(V) = 1
nl2(ηn)

[ns]∑

t=2

ρ2(t−1)
n l(ηn)[1 + o(1)] = O

(
kn

nl(ηn)

)

= o(1). (A.15)

Combining Eqs. A.14 and A.15 with the assumptions Y0/
√

kn = op(1) and kn = o(n)

implies that the first term on the right hand side of Eq. A.12 converges to zero in
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probability as n → ∞. The second term on the right hand side of Eq. A.12 can be
rewritten as follows:

1
nl(ηn)

[ns]∑

t=2

⎛

⎝
t−1∑

j=1

ρ t−1− j
n u j

⎞

⎠ut

= 1
nl(ηn)

[ns]∑

t=2

⎛

⎝
t−1∑

j=1

ρ t−1− j
n u(1)

j

⎞

⎠ u(1)
t + 1

nl(ηn)

[ns]∑

t=2

⎛

⎝
t−1∑

j=1

ρ t−1− j
n u(1)

j

⎞

⎠u(2)
t

+ 1
nl(ηn)

[ns]∑

t=2

⎛

⎝
t−1∑

j=1

ρ t−1− j
n u(2)

j

⎞

⎠u(1)
t + 1

nl(ηn)

[ns]∑

t=2

⎛

⎝
t−1∑

j=1

ρ t−1− j
n u(2)

j

⎞

⎠ u(2)
t .

(A.16)

It follows from Lemma A.2 that all the terms except the first one on the above
expression converge to zero in probability as n → ∞, by noting that kn = o(n).
Regarding its first term, we have

Var

⎛

⎝ 1
nl(ηn)

[ns]∑

t=1

⎛

⎝
t−1∑

j=1

ρ t−1− j
n u(1)

j

⎞

⎠u(1)
t

⎞

⎠

≤ A
n2

[ns]∑

t=1

t−1∑

j=1

ρ2(t−1− j)
n = O

( [ns]kn

n2

)

= o(1). (A.17)

This implies that the second term on the right hand side of Eq. A.12 also converges
to zero in probability as n → ∞. Thus, the proof of part (b) is complete. 	


Proof of Lemma A.4 For part (a), by squaring Eq. 1.1 and summing over t ∈
{1, . . . , n}, it follows from the given conditions and Lemma A.3 that

1 − ρ2
n

V2
n

n∑

t=1

Y2
t−1 = Y2

0

V2
n

− Y2
n

V2
n

+ 1
V2

n

n∑

t=1

u2
t + 2ρn

V2
n

n∑

t=1

Yt−1ut

= 1 + op(1) + Y2
0

nl(ηn)

nl(ηn)

V2
n

= 1 + op(1), (A.18)

which together with the fact 1 − ρ2
n = −2c/kn[1 + O(k−1

n )] leads to the desired result.
For part (b), it suffices to show

1√
nknl(ηn)

n∑

t=1

Yt−1ut
d→ N(0, 1/(−2c)). (A.19)
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To this end, we write

1√
nknl(ηn)

n∑

t=1

Yt−1ut

= 1√
nknl(ηn)

Y0u1 + 1√
nknl(ηn)

n∑

t=2

(
t−1∑

i=1

ρ t−1−i
n ui + ρ t−1

n Y0

)

ut

= op(1) + 1√
nknl(ηn)

Y0

n∑

t=2

ρ t−1
n ut + 1√

nknl(ηn)

n∑

t=2

(
t−1∑

i=1

ρ t−1−i
n ui

)

ut.

(A.20)

Applying Eqs. A.13–A.15 with s = 1, one has

1√
nl(ηn)

n∑

t=2

ρ t−1
n ut

p→ 0, (A.21)

which together with the assumption Y0 = op(
√

kn) implies that the second term on
the right hand side of Eq. A.20 converges to zero in probability as n → ∞. As for the
third term on the right hand side of Eq. A.20, we can do the decomposition as we did
in Eq. A.16 as follows:

1√
nknl(ηn)

n∑

t=2

(
t−1∑

i=1

ρ t−1−i
n ui

)

ut

= 1√
nknl(ηn)

n∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(1)

i

)

u(1)
t + 1√

nknl(ηn)

n∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(1)

i

)

u(2)
t

+ 1√
nknl(ηn)

n∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(2)

i

)

u(1)
t + 1√

nknl(ηn)

n∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(2)

i

)

u(2)
t .

(A.22)

From Lemma A.2, all the terms except the first one in the above equation converge
to 0 in probability. Hence, we only need to consider the first term on the right hand
side of Eq. A.22. Define

ξnt = 1√
nkn

(
t−1∑

i=1

ρ t−1−i
n

u(1)

i√
l(ηn)

)
u(1)

t√
l(ηn)

,
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which is clearly a martingale difference array with respect to the filtration Ft ≡
σ(u1, . . . , ut) for t ≥ 2. Since the mean of ξnt is zero and the variance of

∑n
t=2 ξnt is

given by

Var

(
1√
nkn

n∑

t=2

(
t−1∑

i=1

ρ t−1−i
n

u(1)

i√
l(ηn)

)
u(1)

t√
l(ηn)

)

= 1
nkn

n∑

t=2

t−1∑

i=1

ρ2(t−1−i)
n [1 + o(1)]

= 1
−2c

+ o(1), (A.23)

it is sufficient to show the Lindeberg condition

n∑

t=2

EFt−1

[
ξ 2

nt I{|ξnt| > η}] = op(1) for any η > 0

holds for proving

1√
nknl(ηn)

n∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(1)

i

)

u(1)
t

d→ N(0, 1/(−2c)), (A.24)

which, combined with the decomposition in Eq. A.22, will lead to the desired result
of part (b). To this end, we write

n∑

t=2

EFt−1

[
ξ 2

nt I{|ξnt| > η}]

= 1
nknl2(ηn)

n∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(1)

i

)2

EFt−1

[(
u(1)

t

)2
I{|ξnt| > η}

]

≤ max
2≤t≤n

EFt−1

⎡

⎣

(
u(1)

t√
l(ηn)

)2

I{|ξnt| > η}
⎤

⎦· 1
nknl(ηn)

n∑

t=2

(
t−1∑

i=1

ρ t−1−i
n u(1)

i

)2

.

(A.25)

Using the same argument we used in the proof of part (a), it is not difficult to show

1
nknl(ηn)

n∑

t=2

( t−1∑

i=1

ρ t−1−i
n u(1)

i

)2 p→ 1
−2c

(A.26)

by recalling again that V2
n/(nl(ηn)) → 1 in probability. Thus, we only need to show

max
2≤t≤n

EFt−1

⎡

⎣

(
u(1)

t√
l(ηn)

)2

I{|ξnt| > η}
⎤

⎦ = op(1).
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Observe that

I{|ξnt| > η} ≤ I

{
|u(1)

t |
√

l(ηn)
≥ Mη

}

+ I

{
1√
nkn

|
t−1∑

i=1

ρ t−1−i
n

u(1)

i√
l(ηn)

| >
1
M

}

for any fixed M > 0; thus, we have

max
2≤t≤n

EFt−1

⎡

⎣

(
u(1)

t√
l(ηn)

)2

I{|ξnt| > η}
⎤

⎦

≤ E

⎡

⎣

(
u(1)

t√
l(ηn)

)2

I

{
|u(1)

t |
√

l(ηn)
≥ Mη

}⎤

⎦

+ A · max
2≤t≤n

I

{
1√
nkn

∣
∣
∣
∣
∣

t−1∑

i=1

ρ t−1−i
n

u(1)

i√
l(ηn)

∣
∣
∣
∣
∣
>

1
M

}

(A.27)

since E(u(1)
t /
√

l(ηn))
2 = O(1). Obviously, the first term on the right hand side of

Eq. A.27 is o(1) as M → ∞. Thus, we only need to show

max
2≤t≤n

1
nkn

(
t−1∑

i=1

ρ t−1−i
n

u(1)

i√
l(ηn)

)2

= op(1). (A.28)

Since the second moment of u(1)

i /
√

l(ηn) is finite, we can follow the proof of (15) in
Phillips and Magdalinos (2007) and use Eq. A.26 to show Eq. A.28 easily with details
omitted. 	


Proof of Theorem 2.1

(a) Since

√
nkn(ρ̂ − ρ) =

√
nkn

∑n
t=1 Yt−1ut
∑n

t=1 Y2
t−1

=
√

n
∑n

t=1 Yt−1ut/(
√

knV2
n)

∑n
t=1 Y2

t−1/(knV2
n)

,

the desirable result follows immediately from Lemma A.4.
(b) Following the idea in the proof of Theorem 4.3 in Phillips and Magdalinos

(2007), and using the truncation approach we applied in the proof of part (a),
the proof of this part can be obtained in a similar way. The key step is to modify
the definitions of Xn and Yn in Phillips and Magdalinos (2007) as follows,

Xn = 1√
knVn

n∑

t=1

ρ−(n−t)−1
n ut and Yn = 1√

knVn

n∑

t=1

ρ−t
n ut,

and to show that (Xn, Yn)
d→ (X, Y), as n → ∞, where X and Y are two

independent N(0, 1/(2c)) random variable. We omit the details. 	
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Proof of Theorem 2.2 Note that

βn =
√

n
∑n

t=1 Y2
t−1∑n

t=1(Yt − ρ̂Yt−1)2
(ρ̂ − ρ)

= Vn
√∑n

t=1(Yt − ρ̂Yt−1)2

√
n
∑n

t=1 Yt−1ut/(
√

knV2
n)

√∑n
t=1 Y2

t−1/(knV2
n)

,

and
√

n
∑n

t=1 Yt−1ut/(
√

knV2
n)

√∑n
t=1 Y2

t−1/(knV2
n)

d→ N(0, 1)

by Lemma A.4. It suffices to show
∑n

t=1(Yt − ρ̂Yt−1)
2

V2
n

p→ 1. (A.29)

To this end, we write
n∑

t=1

(Yt − ρ̂Yt−1)
2 =

n∑

t=1

[(Yt − ρYt−1) + (ρ − ρ̂)Yt−1)]2

= V2
n + 2(ρ − ρ̂)

n∑

t=1

Yt−1ut + (ρ − ρ̂)2
n∑

t=1

Y2
t−1.

Hence, in view of the Cauchy–Schwarz inequality, we only need to prove

(ρ − ρ̂)2∑n
t=1 Y2

t−1

V2
n

p→ 0 (A.30)

for showing Eq. A.29. Observe that

(ρ − ρ̂)2∑n
t=1 Y2

t−1

V2
n

= 1
n

·
∑n

t=1 Y2
t−1

knV2
n

· [
√

nkn(ρ̂ − ρ)]2,

Theorem 2.1 and Lemma A.4 guarantee that Eq. A.30 is true, and the proof is
complete. 	
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