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Limited Information Shared Control:
A Potential Game Approach

Balint Varga, Jairo Inga and Sören Hohmann

Abstract—This paper presents a systematic method for the
design of a limited information shared control (LISC). LISC is
used in applications where not all system states or reference tra-
jectories are measurable by the automation. Typical examples are
partially human-controlled systems, in which some subsystems
are fully controlled by automation while others are controlled by
a human. The proposed systematic design method uses a novel
class of games to model human-machine interaction: the near
potential differential games (NPDG). We provide a necessary
and sufficient condition for the existence of an NPDG and derive
an algorithm for finding a NPDG that completely describes a
given differential game. The proposed design method is applied
to the control of a large vehicle-manipulator system, in which
the manipulator is controlled by a human operator and the
vehicle is fully automated. The suitability of the NPDG to model
differential games is verified in simulations, leading to a faster
and more accurate controller design compared to manual tuning.
Furthermore, the overall design process is validated in a study
with sixteen test subjects, indicating the applicability of the
proposed concept in real applications.

Index Terms—Differential Games, Potential Games, Coopera-
tive Shared Control, Limited Information, Vehicle-Manipulator

I. INTRODUCTION

IN the last years, cooperative shared control applications
have shown that they are more efficient than a manually

controlled or a fully automated system in many applica-
tions [1]. The design of adequate automatic controllers for
human-machine shared control systems requires the consider-
ation and understanding of the control action of the human,
which increases the acceptance and the performance of the
control system [2]. In literature, there are several problem-
specific shared control concepts for applications like work-
ing machines [3], sea excavator [4], in the development of
cooperative assistive wheelchair [5] or automated and au-
tonomous vehicles [6], [7], [8], [9]. However, these concepts
are problem-specific and consequently they are not easily
generalizable.

Therefore, a great effort has been made to develop sys-
tematic, model-based design methods for cooperative shared
controls e.g. [10], [11], [12] or [13], which ensure the general
transferability. They use the theory of differential games to
model the human-machine interaction. These model-based
approaches are based on the optimality principle of the human
control actions [14] and the thesis that the haptic interactions
can be modelled as a differential game in its Nash Equilibrium
(NE), see [15], which has a widespread experimental evidence.
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Therefore, differential games are useful tools for the design of
a shared control.

These methods in the literature presume full information
about the controlled system, therefore they are addressed as
full information shared control (FISC) in this paper. Such full
information is however usually not given: First, some system
states or reference trajectories are controlled by the human
and may not be measurable for the automation. This can be
caused by the sparing of sensors due to cost reduction or
the technical impossibility of a measurement (e.g. the lack
of localization in deep ocean applications [16] or working
machines in unstructured working environment [17]). Second,
the goals of the human are neither available nor exactly
predictable in real world applications. To solve the challenge
of the non-measurable references, a limited information shared
control (LISC) is proposed in [18] and [19]. However, in these
earlier works present only heuristic parameter design of the
LISC, but no systematic approach.

Therefore, in this paper, this research gap is addressed by
introducing a systematic design of the LISC, which makes
LISC more generally applicable. The idea is the usage of a
FISC as a baseline for the design procedure of the LISC. This
approach is justified by the following reasons: The FISC can
be applied in a test-area or in a simulation environment, where
all the system states are measurable to identify and design the
LISC with a human operator. Then the LISC is suitable for
real world applications, where full information of the system
is not given. These design steps are illustrated in Fig. 1.

For this systematic design, cooperative setups are modelled
for the first time as potential games (PGs). A PG provides a
more compact and simpler representation, in which the original
game is substituted by a single-player optimal control problem,
see [20]. The optimal input of the single player yields the NE
of the game. In our work, the so-called near PGs, introduced
for static games in [21], are extended to differential games
for the first time. To the best of the authors’ knowledge, no
research work deals with the theory or the application of the
near potential differential games (NPDGs). The contributions
of this paper are as follows: 1) Introduction of the NPDG as an
extension of the static near PGs, 2) Modelling human-machine
interaction based on NPDG providing a simpler model than an
N-player model, 3) Systematic design of a LISC replacing the
manual tuning and 4) An experimental case study involving
human-machine shared control of a large vehicle-manipulator
(VM) in order to compare FISC to LISC.

In the following, Section II presents the preliminaries of
modelling human-machine interactions by means of game
theory and the concept of the LISC. In Section III, the concept
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Fig. 1: Illustration of the design steps.

of the NPDG is presented. A systematic identification of the
CS through NPDG and a systematic design of LISC are given
in Section IV. In Section V, the concept of the NPDGs is
verified in simulations of a large VM. In Section VI, the LISC
is validated on a demonstrator with sixteen test subjects and
a comparison between FISC and LISC is provided. Finally,
Section VIII concludes the contribution. Due to the consider-
able number of abbreviations, Table I provides a summary of
them.

II. PRELIMINARIES

In this section, the state-of-the-art of shared control appli-
cations using differential games and the core idea of the LISC
are presented. Furthermore, the state-of-the-art of the exact
PDGs and the solution steps of the proposed design are given.

A. Modelling Shared Controls by Differential Games

In shared control applications, the actions of the automation
and the human are linked: They combine their efforts reaching
a common goal [1]. A survey of the design of shared controls
is given e.g. in [22].

For a systematic design of a shared control, an important
aspect is the modelling of the human. A hypothesis to model
human motion is based on the theory of optimal control: The
human movements are the results of the dynamic optimization
of an objective function J (h), see e.g [14]. A quadratic cost
function with an underlying linear system dynamic is common
in control theory for modelling human actions (see [23], [24])

J (h) =
1

2

∫ Tend

0

xTQ(h)x+ u(h)TR(h)u(h) dt, (1)

s. t. ẋ(t) = Ax(t) +
∑
i∈P

B(i)u(i)(t), (2)

TABLE I: Nomenclature of the Abbreviations

Terminus Acronym
Nash Equilibrium NE
Limited Information shared control LISC
Full Information shared control FISC
Potential Game PG
Potential Differential Game PDG
Near Potential Differential Game NPDG
Linear-Quadratic LQ
Cooperation State CS
Vehicle Manipulator VM
Two One-Sided t-Test TOST

where Q(h) ≥ 0 ∈ Rn×n and R(h) > 0 ∈ Rph×ph , with J (h) :
Rn × Rph → R. The dynamic system in is f : R+ × Rn ×
Rph → Rn and where x ∈ Rn and u(h) ∈ Rph are the system
states and the inputs of the human, respectively. In [15], it
is shown that haptic human interactions converges to a NE,
therefore differential games are useful tools for the design of
a shared control. With (1) and (2), the systematic design of a
shared control is possible by means of game theory, see e.g.
[11], [12]. In [11], a global objective function J (g) assumed
to be given. This global objective is specified by the system
designers to adapt the behaviour of the overall control loop
to higher-level requirements. In that work, a quadratic cost
function of the automation is suggested

J (a) =
1

2

∫ Tend

0

x(t)TQ(a)x(t)+
∑
j∈P

u(j)(t)
T
R(aj)u(j)(t) dt,

(3)
with J (a) : Rn × Rpa × Rph → R, where j ∈ P = {a, h},
Q(a) ≥ 0 ∈ Rn×n and R(aj) > 0 ∈ Rpa×pj . With (1), (2) and
(3), a differential game Γd is specified, with the corresponding
player hamiltonian functions

H(i) =
1

2
x(t)TQ(a)x(t) (4)

+
1

2

∑
j∈P

u(j)(t)
T
R(ij)u(j)(t) + λ(i)Tf(t).

From (4), the NE with a linear feedback control law of the
players u(i) = −K(i)x, can be computed. The necessary and
sufficient condition for a NE is the existence of a solution P(i)

of the coupled algebraic Riccati equation [25, p. 295]

0 = AT
c P(i) + P(i)Ac + Q(i)

−
∑
j∈P

P(i)B(i)R(ii)−1
R(ij)R(ii)−1

B(i)TP(i) (5)

where Ac = A−∑i∈P B(i)K(i) is the matrix of the closed
loop system dynamics. The solution of (5) provides the feed-
back control gains K(i) = R(ii)−1

P(i)B(i).

B. Concept of the Limited Information Shared Control

In this subsection, a brief overview of the LISC-concept
with linear system model is given, which is introduced by the
authors in [19]. It is assumed that the system is modelled in
the so-called Frénet frame, which is a common approach for
mobile robots [26, Ch. 49.2]. This means that the system states
are given relative to the reference path and therefore the goal
state is always xgoal = 0. In the following, we consider a
linear system dynamics in Frénet frame, which can split into
automation-controlled (measurable) xm ∈ Rn−k and human-
controlled (non-measurable) states xnm ∈ Rk. It is assumed
that the human-controlled system state has no impact on the
automation-controlled state states. Thus (2) is transformed
with these separated states to the system model[

ẋm(t)
ẋnm(t)

]
=

[
Am
m 0

Am
nm Anm

nm

] [
xm(t)
xnm(t)

]
+ B(a)u(a)(t) + B(h)u(h)(t). (6)



The automation controls only the measurable system part. The
human operator controls the non-measurable system part, and
therefore these human-controlled states are not measured. On
the other hand, to support the operator, the non-measurable
system part, which is influenced by the human, needs to be
considered in controller design. The proposed LISC solves
this problem by modifying the control model for the design
procedure. The idea is the introduction of an artificial state, the
so-called cooperation state (CS), for reconstructing xnm using
the inputs of the human u(h)(t) and the automation u(a)(t).
The human’s input is function of the non-measurable system
part. The CS provides an inversion of this function with the
additional consideration that u(a) has an impact on xnm.

Definition 1 (Cooperation state [27]). Consider a system with
known system dynamics and with a measurable and with a
non-measurable system parts (6). The cooperation state is
defined as

xκ(t) = Ξ(a)u(a)(t) + Ξ(h)u(h)(t) ∈ Rk, (7)

where the matrices Ξ(a) ∈ Rk×pa and Ξ(h) ∈ Rk×ph are
design parameters.

With (7), an extended state vector is introduced
xe(t) = [xm u

(a) xκ]T , ∈ Rn+ph leading to an extended
system dynamics ẋmu̇(a)

ẋκ

=

Am B(a) 0
0 0 0
0 0 0

xmu(a)

xκ

+

 0
1

Ξ(a)

u̇(a)+

 0
0

Ξ(h)

u̇(h), (8)

where the derivate of the original system input u̇(a) is taken
into account only for the design procedure of the LISC. The
structure of (8) shows that xκ can effect xm and u(a), if
feedback controller is designed. This modified model (8) and
the cost function

J
(a)
LI =

∫ Tend

0

xe(t)
T
Q

(a)
LI xe(t) + u̇(a)T(t)R

(a)
LI u̇

(a)(t) dt, (9)

is used to formulate an LQR control problem, which excludes
the non-measurable states xnm and enables the systematic
design of a cooperative shared control. By solving (9), subject
to (8), a linear control law is obtained

u̇
(a)
LI (t) = −K

(a)
LI · xe(t), (10)

from which the the original system input is computed by

u
(a)
LI (t) =

∫ t

0

u̇
(a)
LI (τ) dτ. (11)

In (8) the initial value of original system input u(a) is assumed
u(a)(0) = 0 meaning that the original system input signal is
zero at the beginning. This is a plausible assumption, since the
controller can be initialized to zero without loss of generality.

C. Exact LQ Potential Differential Games

The following preliminaries are based on [28]. PGs were
first introduced in [20]. The benefit of the PGs that they
include all information about the original game, despite the
simple description of the game.

Definition 2 (Exact LQ PDG). Consider an LQ differential
game Γd with system dynamics (2), quadratic cost func-
tions (3) and Hamiltonian functions (4). Consider further an
LQ optimal control problem with (2) and the cost function

J (p) =
1

2

∫ Tend

0

x(t)TQ(p)x(t) + u(t)TR(p)u(t) dt, (12)

as well as the corresponding Hamilton function

H(p) =
1

2
x(t)

T
Q(p)x(t) +

1

2
u(t)

T
R(p)u(t) + λ(p)Tf(t),

(13)
with u =

[
u(a), u(h)

]
, where the matrices Q(p) and R(p) are

positive semi-definite and positive definite, respectively. If the
condition

∂H(p)

∂u(i)(t)
=

∂H(i)

∂u(i)(t)
(14)

holds for i ∈ P , then the LQ differential game Γ is an exact
PDG with respect to J (p). The index (p) symbolizes the PG.

In [29], a general overview of the exact PDGs is given. The
main drawback of the exact PDGs is that their use is restricted
to some special classes of problems, where the system or
input matrices must are special. The examples discussed in the
literature have always some kind of special structure e.g. weak
or no relation between the system states: Each input signal can
influence only one system state or in other examples, the cost
functions of the players contain of sparse matrices, such that
(14) is easily fulfilled, see [29], [30].

D. Design Problem and the Solution Steps

The main challenge is how to omit the manual tuning of
the LISC, which is time consuming. Therefore, a systematic
identification of the parameters of the matrices Ξ(a) and Ξ(h)

in (7) is crucial and necessary, because a manual tuning
hampers the transferability to other systems. Furthermore, a
systematic approach is necessary to find a suitable J (a)

LI that
provides the desired behaviour and omits manual tuning, cf.
Section IV-B. To solve these challenges, this paper presents
a design process with the following steps (cf. Fig. 1) and
presented in detail in Section IV.

1 Design a FISC according to [11], with the desired be-
haviour of the overall system, which is set with the global
objective goal function J (g), see first part of IV-B,

2 Identifying an NPDG, which models the cooperative
setup designed in the first step, see III-C,

3 Design of the parameter matrices Ξ(a) and Ξ(h) of the
CS, see IV-A,

4 Design of J (a)
LI leading to the desired behaviour of the

overall system defined in the first step, see second part
in IV-B.

III. NEAR POTENTIAL DIFFERENTIAL GAMES

This section presents the novel concept of the NPDGs and
the analysis of the NPDGs’ dynamics. As mentioned earlier,
NPDG identification is a key part of the design process and
NPDGs are transferred from the static to the dynamic case for
the first time in this paper. A special subclass of the PGs is



the near PG introduced in [21], where it has been shown that
a near PG has similar dynamics as a PG, which means that
the input and states trajectories are similar. There, only static
games are taken into account. In the following, we give an
extension to differential games.

A. Distance to LQ NPDG

Similar to static case in [21], we introduce a distance
notation for NPDG.

Definition 3 (Differential Distance). Let a LQ PDG Γ
(p)
d with

the potential function (12) be defined. Let us further define an
arbitrary LQ differential game Γd with the cost functions of
the players defined as in (3). The Differential Distance (DD)
between Γ

(p)
d and Γd is defined as

σ
(i)
d (t) :=

∥∥∥∥∂H(p)(t)

∂u(i)(t)
− ∂H(i)(t)

∂u(i)(t)

∥∥∥∥
2

, i ∈ P. (15)

Further, we assume that the individual control laws are
obtained from the solution of the coupled Riccati equations (5)
over an infinite time horizon, which leads to the closed-loop
system dynamics

ẋ(t) = A∗cx(t), x(t0) = x0, (16)

where A∗c = A−∑i∈P B(i)R(i)−1
B(i)TP(i) and with the

unique solution
x∗(t) = eA

∗
c ·tx0. (17)

Analogously, let us use the control law K = R(p)−1
BTP(p),

gained from the optimization of the potential function (12) to
take into consideration the closed loop system dynamics

ẋ(p)(t) = A(p)
c x(t), x(p)(t0) = x

(p)
0 , (18)

where A
(p)
c is computed such that

A
(p)
c = A−BR(p)−1

BTP(p) with B = [B(a),B(h)].
The solution of (18) is

x(p)(t) = eA
(p)
c ·tx

(p)
0 . (19)

Definition 4 (Near Potential Differential Game). A differential
game is an NPDG if the DD is

max
i

∥∥∥σ(i)
d (t)

∥∥∥
2
< ∆, i ∈ P, (20)

where ∆ > 0 is some small arbitrary constant.

Lemma 1 (LQ-NPDG). Let an LQ differential game with NE
state trajectories (17) be given. Furthermore, let a PDG with
NE state trajectories (19) be given. The game Γd is a LQ-
NPDG, if

max
i

∥∥∥B(i)TP(p) −B(i)TP(i)
∥∥∥

2
· xmax < ∆ (21)

holds, where xmax = max
(
‖x∗(t)‖2 ,

∥∥x(p)(t)
∥∥

2

)
is the max-

imum magnitude of the state vectors.

Proof. For the proof, the two partial derivatives of the Hamil-
tonians in (15) are analysed using the definition of the LQ
NPDGs. The derivatives of H(i) is expressed as

∂H(i)(t)

∂u(i)(t)
= R(i)u(i)(t) + B(i)Tλ(i)(t), (22)

which holds for i ∈ P , and λ(i)(t) = P(i)x∗(t) can be
substituted. For the further analysis, a suboptimal control law
is assumed and from this the optimal control law is obtained.
The applied sub-optimal control laws of the original game is

u(i)(t) = −(1 + εc)R
(i)−1

B(i)TP(i)x∗(t), (23)

where εc 6= 0 is arbitrary constant and i ∈ P . The optimal
control law is obtained with εc → 0. The control law (23)
yields the behaviour of players around the optimal solution.
Substituting (23) in (22) gives

∂H(i)(t)

∂u(i)(t)
=−R(i)(1 + εc)R

(i)−1
B(i)TP(i)x∗(t) + B(i)TP(i)x∗(t),

which can be simplified to

∂H(i)(t)

∂u(i)(t)
= −εcB(i)TP(i)x∗(t). (24)

Analogously, the derivatives of the Hamiltonian of the poten-
tial function is obtained

∂H(p)(t)

∂u(i)(t)
= −εcB(i)TP(p)x(p)(t). (25)

The simplification of the derivatives of the Hamiltonians and
a substitution in the definition of DD (15) leads to the proof
of the lemma.

If the DD σd between the original differential game and the
substituting PDG is small, similar to the static case in [21],
the resulting closed loop behaviours are also similar.

B. Dynamics of the LQ NPDGs

This subsection provides the connection between the upper
estimation (ε) of the errors between the trajectories x∗(t)
and x(p)(t) and the DD of the two games (∆). Here for,
we introduce a notation for the difference of the closed-loop
behaviours:

Definition 5 (Closed-Loop System Matrix Error). Let an LQ
differential game Γd with the control law of the NE and an LQ
NPDG Γ

(p)
d be given. The Closed-loop System Matrix Error

(CSME) between Γ(p) and Γ
(p)
d is denoted as

∆E :=
∥∥∥A∗c −A(p)

c

∥∥∥
2

(26)

Lemma 2 (Boundedness of NPDGs). Given an LQ differential
game Γd and an LQ PDG Γ

(p)
d defined by (3) and (12),

respectively, where the underlying dynamics system is given
in (2). It is assumed that the initial values are identical:

x(p)(t0) = x∗(t0) = x0. (27)

If the DD between Γd and Γ
(p)
d is bounded in the time interval

t ∈ [t0, t1], such that

max
i

∥∥∥σ(i)
d (t)

∥∥∥
2
< σmax = ∆, i ∈ P, (28)

then the deviation between their trajectories are also bounded,
with ∥∥∥x(p)(t)− x∗(t)

∥∥∥
2
≤ ε(∆), ∀t ∈ [t0, t1]. (29)



Proof. From the solution of the differential equations (16) and
(18),

∥∥x(p)(t)− x(t)
∥∥

2
=
∥∥eA∗

c tx0 − eA
∗
c tx0

∥∥
2
. is obtained.

As (27) holds,∥∥∥x(p)(t)− x∗(t)
∥∥∥

2
=
∥∥∥eA(p)

c ·tx0

(
e∆E·t − 1

)∥∥∥
2

is obtained. In the following an upper estimation of ∆E is
sought. Substituting (17) and (18) in the Definition 5,

∆E = B

(
R(p)−1

BTP(p) −
∑
i∈P

R(i)−1
B(i)TP(i)

)

is obtained. There is a manifold of quadratic cost functions
of the players (3) and the potential function (12) that result
in an identical feedback gain matrix. They can be additionally
modified such that J̃ (i) = κi · J (i) and J̃ (p) = κp ·J (p), where
κp, κi > 0 ∈ Rn without affecting the NE. This property is
used to choose

∥∥∥R(p)−1
∥∥∥

2
such that

∥∥∥R(p)−1
∥∥∥

2

∥∥R(i)
∥∥

2
≥ 1

holds, which leads to the following upper estimation:

∆E ≤ B

(
BTP(p) −

∑
i∈P

B(i)TP(i)

)

≤ ‖B‖2

∥∥∥∥∥BTP(p) −
∑
i∈P

B(i)TP(i)

∥∥∥∥∥
2

≤ ‖B‖2 · 2 ·max
i

∥∥∥B(i)P(p) −B(i)TP(i)
∥∥∥

2
≤ 2 ‖B‖2 ∆.

After the substitution of ∆E, the proof of the theorem is
obtained

ε(∆) =
∥∥∥eA(p)

c ·tx0

(
e‖B‖2·2·∆·t − 1

)∥∥∥
2
, ∀t ∈ [t0, t1]. (30)

Remark. Lemma 2 provides the link between the upper esti-
mation of the trajectory errors ε and the DD of the two games,
cf. (28), which therefore differs from Grönwall–Bellman in-
equality [31]

Remark. Lemma 2 states that the distance ∆ holds
∀t ∈ [t0, t1]. In the following, we use the notation ∆ti for
distances with respect to the timespan [ti, ti+1]. Assuming that
∆ti ≥ ∆ti+1∀i, Lemma 2 can be extended for t→∞. In case
of asymptotic stable system dynamics of solutions x(p)(t) and
x∗(t) is this assumption is feasible.

C. Method for Finding a LQ NPDG

For practical applications of the presented NPDG, an iden-
tification method is provided to find an NPDG for a given
differential game. First, the feedback control law of the players
K̂ =

[
K̂(a), K̂(h)

]
are estimated from the measurements of

x∗ and u(a) and u(h). Then, an inverse optimization prob-
lem is formulated as a linear matrix inequality (LMI). We
adapt method of the one-player inverse optimization problem
from [23] for the identification of NPDGs. The minimization

of the condition number β is subject to LMI constraints, which
provides a unique solution of the identification:

Q̂(p), R̂(p), P̂(p), β̂ = arg min
Q(p),R(p),P(p),β

β2 (31a)

s.t. ATP(p) + P(p)A + Q(p) −P(p)BK̂ = 0, (31b)

BTP(p) −R(p)K̂ = 0, (31c)

I ≤
[
Q(p) 0

0 R(p)

]
≤ βI, (31d)

max
i

∥∥∥B(i)TP(p) −B(i)TP(i)
∥∥∥

2
· xmax < ∆, (31e)∥∥∥R(p)−1

∥∥∥
2

∥∥∥R(i)
∥∥∥

2
≥ 1 ∀i ∈ P. (31f)

The matrix P(i) is the solution of (5) computed from the
original game. For the computation of (31), it is assumed that
the system matrices (A and B(i)) and the cost function of
the automation and the human (Q(i),R(i), i ∈ P) are given.
The value of ∆ is iteratively chosen based on the maximal
DD between the two games, cf. (28).

IV. SYSTEMATIC DESIGN OF LISC BY MEANS OF NPDG

In this section, an approach for the systematic design of the
CS and the LISC design steps are presented.

A. Design of the CS
The idea is the following: The cooperation is modelled as

an NPDG, from which the matrices Ξ
(a)
m and Ξ

(h)
m of the CS

(7) can be computed. For the sake of readability, the index (p)
symbolizing the NPDG and the time dependencies are omitted
in the following. Let the Hamiltonian function of the NPDG
be given as in (13) with linear system dynamics (2). To find
the NE, an optimal control problem for the potential function
(12) with the underlying linear system dynamics (2) has to be
solved, which is more simple then solving the coupled Ricatti
Equation (5). The optimality conditions (see e.g. [32]) of the
PG are

∂H

∂u
= Ru+ Bλ = 0, (32a)

ẋ =
∂H

∂λ
= Ax+ Bu, (32b)

λ̇ = −∂H
∂x

= −Qx+ ATλ. (32c)

With the optimality conditions (32) the optimum of (12) is
computed (see e.g [32]), in which it is assumed that the co-
state λ is a linear function of x

λ = Px (33)

For time invariant control law (Ṗ = 0) the time-derivative of
the co-state is

λ̇ = Pẋ. (34)

Substituting (33) and (34) in (32c) leads to
Pẋ = −Qx+ ATPx, for which the system dynamics
(32b) can be applied P (Ax+ Bu) = −Qx+ATPx, which
can be rearranged to express x as the function of input u

x = −
[
PA + Q−ATP

]†
PBu, (35)



where the index † is Moore–Penrose inverse of a matrix,
which is computed as G† = (GTG)−1GT . Using (35) the
weights of the linear CS in (7) can be systematically derived
aiming a better understanding of the CS. A splitting of the
expression −

[
PA + Q−ATP

]†
PB into measurable and

non-measurable states leads to xnm = Ξ(a)u(a) + Ξ(h)u(h),
which is in the form given in (7), if xκ := xnm is applied. The
matrices Ξ(a) and Ξ(h) are computed from the corresponding
elements of (35).

B. Design of a LISC

The systematic design of the LISC includes the following
steps:

1: Design of a FISC as defined using the following coupled
optimization problem presented in [11]:

θ(a) = arg min
θ

J (g) (36a)

s.t. u(i) = arg min
u(i)

J (i), i ∈ P, (36b)

ẋ(t) = Ax(t) +
∑
i∈P

B(i)u(i)(t), t ∈ [0, τ ] (36c)

where θ =
[
Q

(a)
FI , R

(a)
FI

]
denotes the parametrization of the

FISC. J (g) is the global goal function given by the system
requirements. The optimization (36) yields the parameters
of FISC. The constraints (36b) and (36c) ensure that the
resulting FISC lead to a NE the game of the of the human-
automation interaction. The optimization (36) is carried out
with a sequential quadratic programming solver, see e.g. [33].

2: From the FISC an NPDG is identified with the use of
the algorithm presented in Section III-C.

3: From the NPDG, the CS is derived according to Sec-
tion IV.

4: Design of the LISC with a LQR-design, which has the
cost function (9). The goal is that the LISC reaches a result
similar to the FISC. Finding this desired behaviour happens
with the optimization of a quadratic cost function (9) for the
extended system (8), where the Q

(a)
LI and R

(a)
LI are computed

with the nested optimization

Q
(a)
LI ,R

(a)
LI =arg min

Q̂
(a)
LI ,R̂

(a)
LI

∥∥∥u(a)
FI (t)− u(a)

LI (t)
∥∥∥

2
(37a)

s.t. (8), (9) and (36). (37b)

The constraints (37b) ensure that

• the global goal J (g) is fulfilled,
• the automation cost function J (a)

LI is optimal and
• the players of the game, obtained from (36), optimize

their original cost functions.

V. VERIFICATION OF THE DESIGN

This section presents the overall design procedure on a real
world application of the large vehicle-manipulators (VM), for
which a heuristic controller was presented earlier in [18]

A. Model of the vehicle-manipulator
Large VMs are used for example in roadside maintenance,

where it is crucial to ensure a fast and safe work with these
machines, see [34], [35]. Fig. 2 shows an example of a large
VM. The VM is modelled in a Frénet Frame, relative to the
reference trajectories, cf. Section II-B. The VM moves with
the longitudinal velocity v and is controlled by steering angle
u(a) = δ and by a rate controller for the length and the
orientation of the manipulator u(h) = [ȧ, α̇]T . The system
states are x = [dm, ∆α, dv, ∆θ], where dm and ∆α are the
lateral and the orientation error of the manipulator. Meanwhile,
dv and ∆θ are the lateral and the orientation error of the
vehicle. For a constant velocity v, a LTI system is obtained
with the system and input matrices

A =


0 0 0 0
0 −1 0 0
0 0 v 0
0 0 0 0


B(h) =

[
sinαe 0 0 0

ae cosαe 1 0 0

]T
, B(a) =

[
L · v 0 0 v

]T
,

where αe is the reference orientation angle of the manipulator,
ae is the length of the manipulator and L is the distance
between front and rear axle. The parameters are obtained
from [36]. Controlling VMs can happen also by control
methods from the literature, see e.g. [37], [38], [39], [40].
However, in our application, it is not possible because 1) The
automation and the human have to share the control tasks and
2) The manipulator errors are assumed not to be measurable.

B. Ground Truth Human Model
For the design, a ground truth of the human cost function

is defined, which enables a comparison of the novel concepts
with the state-of-the-art. The quadratic cost function J (h) is
assumed to be identified in advance, for instance with the
method of [23]. The penalty matrices of the system states and
the inputs are chosen to Q(h) = diag (4.5, 1, 0.5, 0.5) and
R(h) = diag (0, 1.05, 0.9). These penalty matrices model the
human operator’s main objective of minimizing the manipu-
lator states meanwhile the deviation of the vehicle from its
reference trajectories are only a little taken into account.

Fig. 2: An example of a vehicle-manipulator [36]



C. Design of FISC

A quadratic global cost function,

J (g) =
1

2

∫ τ

0

xTQ(g)x+ uTR(g)u dt, (38)

is used for the controller design, as suggested in [11],
where the weights are chosen to R(g) = diag (1, 1.45, 1.35)
and Q(g) = diag (5.5, 0.5, 1.25, 0.85). A support for the
operator is ensured by the suitable choice of the penalty
weights: The penalty gains of the lateral errors (Q(g)

1 and
Q

(g)
3 ) for the manipulator’s errors are larger than for the

vehicle. However, rapid changes of the vehicle’s orientation
can be frustrating and counter-intuitive for the operator in
contrast to the orientation error of the manipulator. For this
reason, Q

(g)
4 is chosen larger than Q

(g)
2 . The cost func-

tion of the automation is computed with (36) and the ma-
trices obtained are Q

(a)
FI = diag (4.21, 3.37, 1.32, 0.35) and

R
(a)
FI = diag (1, 0, 0) . The initial values of the optimiza-

tion (36) are chosen to θ0 = [5, 0.1, 1, 0.9, 0.1, 0, 0].

D. Identification of the NPDG with noisy measurements

After the design of the FISC, an NPDG which models
this cooperative setup is sought. Applying the method for an
NPDG (cf. (31)), a quadratic potential function (12) can be
identified. The maximum DD in (31) is chosen to ∆ = 0.05
and the identified matrices of the NPDG are:

Q(p) =


3.97 0.00 0.40 0.31
0.00 1.17 0.00 0.00
0.40 0.00 1.12 0.05
0.31 0.00 0.05 0.38

 and R(p) =

1.06 0.12 0.09
0.12 1.11 0.01
0.09 0.01 0.97


The solution of the Ricatti equation is

P(p) =


0.988 −0.173 −0.439 −1.266
−0.173 0.530 0.119 0.428
−0.439 0.119 1.767 1.790
−1.266 0.428 1.790 4.303

 .
These above are the identified matrices without noisy signals.
In order to analyse the robustness to measurement noise,
white Gaussian noise is added to the trajectories analysing
the properties of the NPDG as function of the noise level
(SNR), x̃∗(t) = x∗(t)+%(t). For the measure of the deviation
of the PG from the original game, we use maxσ

(i)
d (t),

max (
∥∥x(p)(t)− x∗(t)

∥∥
2
) and the ∆ value that ensures the
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Fig. 3: The resulting noisy trajectories of the original game
(OG), with solid lines and the NPDG (PG) with dashed lines
with SNR= 5 dB.

TABLE II: Results with different white Gaussian noise levels

SNR/dB max
i
σ
(i)
d (t) max

(∥∥∥x(p)(t)− x(t)
∥∥∥
2

)
∆

5 0.1365 0.0761 0.15
10 0.1164 0.0642 0.15
20 0.0326 0.0198 0.10
30 0.0010 0.0123 0.05

feasibility of (31). In Table II, the results are given. It shows
that the smaller the SNR value, the greater the DD and
consequently the value of ∆ which has to be found for a
feasible problem (31). Roughly speaking, this implies that
the potential game is less similar to the original game with
increasing noise. Still, the proposed algorithm can provide
similar trajectories as the original game, see the trajectories
with SNR= 5 dB on Fig. 3.

VI. VALIDATION ON A VEHICLE-MANIPULATOR
TEST-BENCH

This section presents the test-bench, on which the study was
carried out with sixteen test subjects. Furthermore, the analysis
of the LISC designed with NPDGs is discussed.

Fig. 4: The dynamics of Hamiltonian functions, the blue solid lines are the right side of (14) with SNR= 5 dB and the purple
dashed lines are the left side of (14).



A. Test Bench Setup

The test bench can be seen in Fig. 5. It consists of a
simulation computer, a force feedback joystick from Brunner
AG, model CLS-E Brunner Jet [41] and a 2D GUI. The sim-
ulation was carried out an on Intel Core I7-5930K Processor
at 3.5 GHz and with an Nvidia GeForce GTX 1070 GPU.
The VM-model involves a three-dimensional physical model
of a tractor with detailed suspension and tyre models, for
details see [36]. The hydraulic manipulator is modelled as
four rigid bodies connected by hydraulic cylinders, for which
the detailed dynamics model of [42] is used. The GUI is a
2D view of the VM and its environment. The components
are implemented in the Robot Operating System framework.
The software and hardware components are given in Fig. 6.
To enable a comparison, the two reference trajectories of the
manipulator (red line) and the vehicles (gray line) are given
for the test subjects. In our experiment, there is no active force
feedback on the joystick.

B. Experimental Protocol

Sixteen test subjects (4 female and 12 male, age 27.8±3.0)
took part in the experiment. All of them tested all the con-
trollers, it is a within-subject experiment. The test subjects
are not professional operators and have no prior experience
with the simulator. They have the task of controlling the
manipulator with the joystick to follow the red line as good as
they can. In addition, they are asker to evaluate three different
controller concepts:
• Non-cooperative (NC) controller, which controls the ve-

hicle without the consideration of the manipulator. This
concept is taken into account as the state-of-the-art of
large VMs.

Fig. 5: Picture of the test bench with the GUI and the joystick

Simulation Computer

Joystick

VM Physical Model

FISC/LISC

Graphical User Interface
with the references

[ȧ, α̇]T

Pose VM

δ, v

Human
Operator

CANJoystick
Driver

Visual
Feedback

Fig. 6: Components of the test bench

• FISC as given in Section V-C. The FISC is used as
the ideal solution, which is the baseline for the required
behaviour of the LISC. FISC is not applicable in general
scenarios.

• The proposed LISC, with the design through the NPDG
as given in Section IV-B.

The controllers are tested in a randomized order and the test
subjects are unaware of which controller they are currently
testing. The experimental protocol starts with a familiarization
process: The test subjects have the possibility to get familiar
with the control of the manipulator. This part took approx-
imately 250 sec. They are allowed to do anything to learn
to control the manipulator. This is followed by the actual
scenario with two typical types of trajectories (sudden step
forms and smoother V-forms) and with the velocity of the
vehicle set to v = 1.2 m/s, which is a common speed for
roadside working with a large VM, see e.g. [34], [35]. The
independent variable is the choice of the controller (FISC,
NC, LISC). These runs took approximately 700 sec. Between
these runs, the test subjects had the possibility to take some
notes about the controllers. Finally, they have to evaluate the
controllers by answering three questions, see VI-D.

C. Controller Setup

The controllers have the main task to keep the vehicle on
its reference path. Furthermore, they should help the operator
to carry out the task with the manipulator better.

1) Non-cooperative controller (NC): The non-cooperative
controller (NC) controls only the vehicle states, dv and ∆θ.
This is taken into account as the simplest state-of-the-art
solution of the vehicle control without a consideration of the
manipulator. Similar controllers for autonomous vehicles can
be found in the state-of-the-art, see e.g. [43], [44], [45]. The
controller used in the experiment is u(a)

NC = −KNC · [d, ∆θv],
where feedback gains obtained from a LQR-controller design
are KNC = [1.1, 3.2].

2) FISC (FI): The FISC is designed with the human model
from Section V-B and with the global cost function (38). The
optimization (36) is carried out and the feedback gain obtained
from the optimizations is KFI = [1.02, −0.06, 0.65, 1.31].

3) LISC (LI): The LISC is designed with the procedure
given in IV-B. A linear CS is used as given in Definition 1,
where the parameters are obtained from (7). The result is

Ξ(h)
m =

[
0.144 0.192
0.055 0.454

]
and Ξ(a)

m =

[
0.470
−0.127

]
.



The feedback gain for the extended system dynamics (8) is

KLI = [11.11, 25.32, 30.50, −29.01, −22.31],

which is obtained from optimization of (9) with parameters
computed from (37).

D. Evaluation Criteria

The goals of the experiment are threefold: First, the usability
of the design with NPDG is validated. Then, the difference
between the state-of-the-art NC controller and the novel LISC
concept is analysed statistically. This comparison has a prac-
tical relevance: Both NC and LISC may be implemented on a
real VM with similar sensors and hardware setup. Finally, the
differences between the FISC and the LISC are investigated.

For the objective evaluation, a stack consisting of M data
points is collected from the measurements with 25Hz. Ad-
ditionally, the performance, defined as the root mean square
error (RMSE) of the manipulator

|dm| =

√√√√ 1

M

M∑
k=1

d2
m[k], (39)

is computed for the evaluation. The number of collected
data points is M ≈ 2490. The subjective evaluation of the
controllers is made by means of three questions:
Q1 How do you assess your task performance?

(Insufficient 0 – 10 very good)
Q2 How intuitive did you find the support?

(Not intuitive 0 – 10 very intuitive)
Q3 How useful was the support to better accomplish the task?

(Very disturbing 0 – 10 very helpful)
The experimental data is used for the analysis of the following
two hypotheses:
H1 The use of the LISC leads to a significant task perfor-

mance improvement compared to a NC.
H2 There is no significant task performance difference be-

tween the FISC and the LISC using the design with the
NPDG.

Note that the three controllers are not compared to each other
at once and that the comparisons are not classical pairwise
ones: H1 is a difference testing of LISC and NC. This is done
with one-tailed, paired-sample t-tests [46] with the significance
level of αH1 = 0.02. An additional Bonferroni correction
is applied due to the use of the data for H2, therefore, the
corrected significance level is α̃H1 = αH1

2 = 0.01. On the
other hand, the second hypothesis is an equivalence testing
in accordance to [47]. This happens by two one-sided t-tests
(TOST) with 90 % confidence interval for the difference. For
more details of TOST, we referr to [48] and [49].

VII. RESULTS AND DISCUSSION

A. Objective Results

Table III shows the mean values and the standard deviation
of the average errors of the manipulator |dm|1. As there are no

1For the sake of brevity in the discussion of the results, the indexes FI and
LI are used instead of FISC and LISC, respectively.

significant difference between the two runs with the different
trajectory forms, therefore, they are analysed together, cf.
Subsection VI-B. The results show that the NC has the weakest
performance. For the statistical test of H1, LI and NC are
compared: The p-value is pLI-NC = 7.1 · 10−3, which shows
that LI is significantly better than NC. Thus α̃H1 > pLI-NC
holds, H1 is accepted.

For the equivalence testing of H2, FI and LI are analysed by
a TOST, which provides two p-values for both sides: If one of
the values is greater then the significance level (αH2 = 0.05),
there is no statistical difference between the mean values of FI
and LI. The p-values are pFI-LI = [0.15, 0.43], therefore, H2
is also accepted.

B. Subjective Results

The results of the questionnaire enhance the results of the
quantitative results, given in Table IV. The resulting p-values
of the one-sided t-test are pQ1

LI-NC = 3.2 · 10−3, pQ2
LI-NC = 1.4 ·

10−5 and pQ3
LI-NC = 9.5 · 10−6, showing that LI is significantly

better than NC: LI leads to better subjective assessment of
the task performance, is more intuitive and is more useful
compared to NC.

The results of FI and LI are not significantly different.
Proving this equivalence between them, for each question
a TOST is applied, with a 90 % confidence interval. The
resulting p-value pairs are pQ1

LI-FI = [0.29, 2.16 ·10−4], pQ2
LI-FI =

[0.22, 2.03 · 10−3] and pQ3
LI-FI = [0.36, 6.4 · 10−4], which show

that there is no statistical difference between the proposed LI
and the FI.

The verbal feedback of the test subjects provided similar
results: The difference between FI and LI is not noticeable for
the test subjects. The third test subject expressed his personal
point of view by ”Controller 1 [LI] is more aggressively
configured than controller 2 [FI]” or test subject 11 said:
”Controller 3 [FI] helps more in small curves than controller
1 [LI], but not in large curves”. On the other hand, all the
test subjects are able to distinguish NC from FI and LI. The
analysis of the subjective assessment supports the acceptance
of H1 and H2.

C. Discussion

The resulting trajectories of the different concepts are pre-
sented in the following figures. In Fig. 7, NC and LI are

TABLE III: The mean value of RMSEs of the manipulator
from the reference µ|dm| and their standard deviation σ|dm|

NC FI LI
µ|dm| in m 0.502 0.327 0.349
σ|dm| in m 0.264 0.216 0.219

TABLE IV: Mean values and the standard deviations (in the
brackets) of the personal questionnaire results

NC FI LI
Q1-Self-assessment 4.94 (2.21) 7.50 (1.10) 6.75 (1.39)
Q2-Intuition 4.00 (2.10) 7.81 (1.42) 7.21 (1.47)
Q3-Support helpfulness 3.50 (2.28) 7.81 (1.47) 7.00 (1.41)
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Fig. 7: Comparison of the overall performance (test subject 6)
to track the references (thick lines) of vehicle and manipulator
using a controller with no cooperative support (thin line) and
a LI (dashed)

compared. It can be seen that with LI, a better tracking of
the manipulator references is possible. Whereas, Fig. 8 shows
a comparison between FI and LI. It can be seen that both the
vehicle and the manipulator trajectories are similar. However,
there are still some differences, for which a possible reason
may be the predefined human model. This indicates that an
identification of the human operator can be beneficial in future
case studies. The benefit of the novel LI is clear from Fig. 8:
Despite of the limited information from the references the LI
can provides a similar support, which does not differ strongly
from a FI. The practical benefit is the saving of the necessary
sensor on the manipulator.

VIII. CONCLUSION AND OUTLOOK

This paper presented a systematic design method of the
limited information shared control. The design happens with
a novel class of differential games, the near potential differ-
ential games. A near potential differential game can model a
cooperative human-machine-interaction, which is used for the
design. With a practical use-case, we verified in simulations
the limited information shared control design with the concept
of the near potential differential games. Furthermore, the
limited information shared control is validated on a test-bench.
A statistical analysis with sixteen test subjects is carried out.
This shows that the novel design of the limited information
shared control leads to a behaviour similar to the controller
needs all the system states and trajectories. In our future work,
we plan to combine the longitudinal guidance of the vehicle-
manipulator with the lateral controller.
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