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#### Abstract

A novel method for line matching is proposed. The basic idea is to use tentative point correspondences, which can be easily obtained by keypoint matching methods, to significantly improve line matching performance, even when the point correspondences are severely contaminated by outliers. When matching a pair of image lines, a group of corresponding points that may be coplanar with these lines in 3D space is firstly obtained from all corresponding image points in the local neighborhoods of these lines. Then given such a group of corresponding points, the similarity between this pair of lines is calculated based on an affine invariant from one line and two points. The similarity is defined on the basis of median statistic in order to handle the problem of inevitable incorrect correspondences in the group of point correspondences. Furthermore, the relationship of rotation between the reference and query images is estimated from all corresponding points to filter out those pairs of lines which are obviously impossible to be matches, hence speeding up the matching process as well as further improving its robustness. Extensive experiments on real images demonstrate the good performance of the proposed method as well as its superiority to the state-of-the-art methods.


## 1. Introduction

Feature matching is a fundamental task in computer vision and has been widely studied in the past decades. It can be widely used in many applications, such as object recognition [14], 3D reconstruction [17, 18, 22], robot navigation [1], structure from motion [2] and so on. Concerning feature matching, point matching has received much attention and various approaches have been proposed [5, 7, 9, 11, 12, 14, 15, 19, 23]. These approaches first construct a local descriptor to describe the neighborhood distribution of a point, then the point matching is conducted by comparing local descriptors. Through local descriptors, point matching becomes robust to changes of illumination, affine
transformation, scale as well as some extent of viewpoint changes. Since most keypoints, which are popularly used for matching, are not localized at edges, they fail to capture geometrical and structural information about the scene. In contrast, lines supply sufficient geometrical information and thus contain structural information about the scene and objects. Therefore, line matching is both desirable and even indispensable in many applications [1, 3, 18]. However, approaches for line matching are not many due to various inherent difficulties.

Besides the traditional challenges in point matching, there are other factors making line matching a more challenging task. These factors include: inaccurate locations of line endpoints, fragments of same line, less distinctive appearance of line segments, no global geometric constraint such as the epipolar constraint in point matching is available. Up to now, only a few methods are reported in the literatures for automatic line segment matching. Hartley [8] used the trifocal tensor to match lines across three views. Schmid and Zisserman [16] proposed to first find point correspondences in the matching lines by known epipolar geometry and then to average the cross-correlation scores of all corresponding points as the similarity measure of lines. Both of these two methods need to know the epipolar geometry in advance. Lourakis et al. [13] used 2 lines and 2 points to construct a projective invariant for matching planar surfaces with lines and points, their method is rather time consuming and can hardly be extended to non-planar scenes. Herbert et al. [4] proposed to match lines based on their appearance and their topological layout. Firstly line segments are matched based on the histograms of the neighboring color profiles, then the topological relations between all line segments are used to remove false matches as well as to find more matches. Since the matching propagation is an iterative process, this method is computationally expensive. Meanwhile, initial matches are found based on color histogram that makes it less robust to illumination and other image changes. Recently, Wang et al. [21] proposed a descriptor named MSLD for line matching. It is analogous to SIFT [14] since it defines a pixel support region for each
pixel in a line, then a histogram of image gradient is accumulated for each pixel support region. The final MSLD descriptor is composed of the mean and standard deviation of these histograms. It only relies on the neighboring appearance of line segment. However, it is less distinctive than local point descriptors since line segments usually lack of rich textures in their local neighborhood and the method may fail when encountering repeated textures such as building facades. What is more, the method can not handle the problem of scale changes. Wang et al. [20] used Line Signatures to match lines between wide-baseline images. They used angles and length ratios between lines, which are computed by endpoints, to describe a pair of line segments, and then do the line matching on the basis of pairs of line segments. Since the descriptor of a pair of line segments relies on the endpoints of line segments, their method may fail when the localization of endpoints is not accurate enough.

This paper proposes a novel method for automatic line matching between a pair of images. Since methods of point matching are much advanced and can be applied to many image pairs with high reliability, the proposed method uses result of point matching to leverage line matching. It explores an affine invariant from two points and one line and utilizes this invariant to match lines. The result of point matching obtained from keypoint matching are served as point correspondences for the computation of invariants. Although the invariant is only available for planar surface, it is easy to find points that are coplanar with a line in the neighborhood of the line. Therefore, it can be used in general non-planar scenes. Here are some underlying principles of our method: 1) 3D Lines always lie in plane edges which implies that at least one side of a line has points coplanar with it; 2) It is relatively easy to find at least two points coplanar with a line in its local neighbors given a set of corresponding points, thus can obtain at least one invariant; 3) In the local neighborhood region of line, the homography can be suitably approximated by affine transformation. Therefore, by directly comparing the affine invariants which are computed from lines and the points that lie in their neighborhood, one can conduct line matching. Extensive experiments have demonstrated that our proposed method can match lines with high accuracy under various conditions, such as scaling, rotation, illumination changes as well as some extent of view point changes. Meanwhile, our method is robust when the set of corresponding points obtained by keypoint matching contains outliers.

The rest of this paper is organized as follows. Section 2 introduces the proposed method of line matching by point correspondences on the basis of an affine invariant. The algorithmic process of our method is presented in Section 3 while experimental results are reported in Section 4. Finally, we conclude this paper in Section 5.

## 2. Line Matching by Point Correspondences

Given two sets of line segments extracted from a reference image and a query image, $\mathcal{L}_{1}=\left\{l_{1}^{1}, l_{1}^{2}, \cdots, l_{1}^{M}\right\}$ and $\mathcal{L}_{2}=\left\{l_{2}^{1}, l_{2}^{2}, \cdots, l_{2}^{N}\right\}$, and additionally a set of tentative point correspondences which is susceptible to mismatches (for example point correspondences obtained by SIFT matching), denoted as $\mathcal{C}=\left\{\left(x_{1}^{i}, y_{1}^{i}\right),\left(x_{2}^{i}, y_{2}^{i}\right), i=\right.$ $1,2, \cdots, K\}$, where $\left(x_{1}^{i}, y_{1}^{i}\right)$ is a point in the reference image and $\left(x_{2}^{i}, y_{2}^{i}\right)$ is its corresponding point in the query image. The goal of this paper is to find matching lines in $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ through correspondences in $\mathcal{C}$. The resulting set of matching lines is represented as

$$
\mathcal{L M}=\left\{\left(l_{1}^{g(i)}, l_{2}^{f(i)}\right), i=1,2, \cdots, N_{L}\right\}
$$

in which $\left(l_{1}^{g(i)}, l_{2}^{f(i)}\right)$ represents a pair of matching lines and $g(i) \in[1, M], f(i) \in[1, N]$. Since local descriptors of keypoint usually contain orientation information to achieve rotation invariant, a coarse relationship of rotation between the reference and query images can be estimated from $\mathcal{C}$. Such a not-so-accurate rotation can be used to improve the speed and robustness of our line matching as we will describe later on.

### 2.1. The Affine Invariant

Considering a pair of image lines ( $l$ and $l^{\prime}$ ) which are related by an affine transformation $H$, and two pairs of point correspondences $\left(X_{1}, X_{1}^{\prime}\right)$ and $\left(X_{2}, X_{2}^{\prime}\right)$ which are also related by $H$. These points can be represented in homogeneous coordinates as $\left(\tilde{X}_{1}, \tilde{X}_{1}^{\prime}\right)$ and $\left(\tilde{X}_{2}, \tilde{X}_{2}^{\prime}\right)$. They satisfy

$$
\begin{gather*}
l^{\prime}=s H^{-T} l  \tag{1}\\
\tilde{X}_{i}^{\prime}=H \tilde{X}_{i}, i=1,2 \tag{2}
\end{gather*}
$$

where $s$ is a scalar factor. We denote

$$
\begin{align*}
D\left(X_{1}, X_{2}, l\right) & =\frac{l^{T} \tilde{X}_{1}}{l^{T} \tilde{X}_{2}}  \tag{3}\\
D\left(X_{1}^{\prime}, X_{2}^{\prime}, l^{\prime}\right) & =\frac{l^{T} \tilde{X}_{1}^{\prime}}{l^{T} \tilde{X}_{2}^{\prime}} \tag{4}
\end{align*}
$$

Substituting Eq. (1) and Eq. (2) to Eq. (4), then the following equality holds

$$
\begin{equation*}
D\left(X_{1}, X_{2}, l\right)=D\left(X_{1}^{\prime}, X_{2}^{\prime}, l^{\prime}\right) \tag{5}
\end{equation*}
$$

Eq. (5) means that the ratio of distances from point to the line is affine invariant. That is, $D\left(X_{1}, X_{2}, l\right)$ is an affine invariant. Therefore, it can be used for line matching. We call points $\left(X_{2}, X_{2}^{\prime}\right)$ as basis points and $\left(X_{1}, X_{1}^{\prime}\right)$ as reference points. Our method for line matching is based on the above affine invariant, as will described in the next section.

### 2.2. The Similarity of Two Lines

In order to match two lines $l_{1}^{m}$ and $l_{2}^{n}$ with the invariant described above, the first thing we need to do is to find out corresponding points from set $\mathcal{C}$ that may be coplanar with these lines since they can be regarded as related by an affine transformation approximately in the neighborhoods of lines. Note that line segments detected in images seldom correspond to separated lines in real world. They are usually from edges of surfaces. Thus in the neighboring region on at least one side of a line, some coplanar points with the line can be found. The side of a line is defined by the gradient of line, which is defined as the average gradient of all the points on the line. If one point located on the region directed by the gradient of line, it is said to be on the right side of the line, otherwise the point is on its left side. For each side of a line, we seek corresponding points that are located in the neighborhood of this line from set $\mathcal{C}$. The neighborhood of a line is defined according to its length in order to be scale invariant. If the distance from a point $P$ to a line $l$ is smaller than $\alpha \times$ length $(l)$ and the distance from $P$ to the perpendicular bisector of $l$ is smaller than $\beta \times$ length $(l), P$ is said to be in the neighborhood of $l$. length $(l)$ is the length of line $l, \alpha$ and $\beta$ are two ratios defining the local neighborhood of a line. Due to the inevitable localization errors of endpoints, such defined neighborhoods of two corresponding lines may not correspond exactly each other. However, our method needs only part of them corresponding since we just need to find some corresponding points in their neighborhoods. The correct corresponding points must locate on the corresponding subregion. In order to reduce the influence of noise and error detection of lines, only lines whose length are larger than 20 pixels are used for matching. In the experiments of this paper, $\alpha$ is set to 2.0 while $\beta$ is set to 0.5 . We denote

$$
\mathcal{S}_{l}^{\text {right }}=\{P: P \in \operatorname{neigh}(l) \& P \in \mathcal{C} \& P \in \operatorname{right}(l)\}
$$

and

$$
\mathcal{S}_{l}^{\text {left }}=\{P: P \in \operatorname{neigh}(l) \& P \in \mathcal{C} \& P \in l e f t(l)\}
$$

as the sets of points in the right and left neighborhood of $l$ respectively, where neigh $(l)$ denotes the neighborhood of $l$ while $\operatorname{right}(l)$ and $l e f t(l)$ denote right and left side of $l$ respectively.

Given a pair of lines, we calculate their similarity by corresponding points in their neighborhood of right and left side seperately. Then the maximum of these two values is taken as the final similarity of these two lines. Take right side for example. We assume that $\mathcal{G}^{\text {right }}\left(l_{1}^{m}, l_{2}^{n}\right)=$ $\left\{\left(x_{1}^{k}, y_{1}^{k}\right) \in \mathcal{S}_{l_{1}^{m}}^{\text {right }},\left(x_{2}^{k}, y_{2}^{k}\right) \in \mathcal{S}_{l_{2}^{n}}^{\text {right }}, k=1,2, \cdots, N^{r}\right\}$ is the set of point correspondences lying in the right neighboring area of $l_{1}^{m}$ in reference image and $l_{2}^{n}$ in query image, where $N^{r}$ is the number of corresponding points in the
supported local areas while $\left(x_{1}^{k}, y_{1}^{k}\right)$ and $\left(x_{2}^{k}, y_{2}^{k}\right)$ denote a pair of corresponding points. It should be noted that not all of these point correspondences are correct, some of them may be incorrect. In order to handle this problem, we select one pair of corresponding points $\left\{P_{1}^{k}=\left(x_{1}^{k}, y_{1}^{k}\right), P_{2}^{k}=\right.$ $\left.\left(x_{2}^{k}, y_{2}^{k}\right)\right\}$ as the basis points of two compared invariants, then each of remaining $N^{r}-1$ pairs of corresponding points are taken as reference points to calculate $N^{r}-1$ similarities between their corresponding invariants. We get $N^{r}-1$ similarities as below:

$$
\begin{gather*}
\operatorname{sim}_{k}^{r i g h t}(i)=e^{-\left\|D\left(P_{1}^{k}, P_{1}^{i}, l_{1}^{m}\right)-D\left(P_{2}^{k}, P_{2}^{i}, l_{2}^{n}\right)\right\|},  \tag{6}\\
\\
i \in\left[1, N^{r}\right], i \neq k
\end{gather*}
$$

where $D\left(P_{1}^{k}, P_{1}^{i}, l_{1}^{m}\right)$ and $D\left(P_{2}^{k}, P_{2}^{i}, l_{2}^{n}\right)$ are affine invariants as defined by Eq. (3) and Eq. (4). Then we can get the median of them as:

$$
\begin{equation*}
\operatorname{sim}_{k}^{\text {right }}=\operatorname{median}\left\{\operatorname{sim}_{k}^{\text {right }}(i), i \in\left[1, N^{r}\right], i \neq k\right\} \tag{7}
\end{equation*}
$$

Choosing the median can improve the robustness to possible incorrect correspondences existing in $\mathcal{G}^{\text {right }}\left(l_{1}^{m}, l_{2}^{n}\right)$ while preserving discriminability. Finally, we take each $\left\{P_{1}^{k}, P_{2}^{k}\right\} \in \mathcal{G}^{\text {right }}\left(l_{1}^{m}, l_{2}^{n}\right)$ as the basis points so that we can get a set of medians: $\operatorname{sim}_{k}^{\text {right }}, k=1,2, \cdots, N^{r}$. The maximum is served as the similarity between $l_{1}^{m}$ in reference image and $l_{2}^{n}$ in query image with corresponding points in the right neighborhood. That is

$$
\begin{equation*}
\operatorname{sim}^{r}\left(l_{1}^{m}, l_{2}^{n}\right)=\max _{k \in\left[1, N^{r}\right]}\left\{\operatorname{sim}_{k}^{\text {right }}\right\} \tag{8}
\end{equation*}
$$

In the similar way, we can get $\operatorname{sim}^{l}\left(l_{1}^{m}, l_{2}^{n}\right)$. As we have said before, the final similarity of $l_{1}^{m}$ and $l_{2}^{n}$ is the maximum of these two similarities.

$$
\begin{equation*}
\operatorname{SimL}\left(l_{1}^{m}, l_{2}^{n}\right)=\max \left\{\operatorname{sim}^{r}\left(l_{1}^{m}, l_{2}^{n}\right), \operatorname{sim}^{l}\left(l_{1}^{m}, l_{2}^{n}\right)\right\} \tag{9}
\end{equation*}
$$

### 2.3. Fast Matching

The above proposed matching method uses point correspondences as additional information for line matching, and it can tolerate mismatches in the set of point correspondences by our defined similarity measure. The set of point correspondences can be easily obtained with keypoint matching, such as SIFT matching. In order to be rotation invariant, these keypoints are detected along with their orientations. Therefore, once correspondences have been obtained, one can use their orientations of corresponding points to estimate the coarse relationship of rotation between the reference and query images. As we have mentioned before, such a rotation relationship can be used to speed up the matching process as well as to improve its robustness.

For each pair of corresponding points in $\mathcal{C}$, we can calculate an angle between the point in query image and the
corresponding point in reference image. Then with these $K$ (the number of corresponding points in $\mathcal{C}$ ) angles, a histogram of angles can be obtained. The angle corresponds to peak in the histogram is taken as the rotation relationship between the reference and query images. Note that in real images taken from different views, different points may have different rotation relationship. There does not exist a global rotation between two images. Thus there are errors when using the estimated relationship to approximate relationships for all pairs of corresponding points. Here, it is not used as a hard constraint, but only as a reference to find out those candidate pairs of lines that are obviously impossible to be matches. Suppose the estimated rotation is $\theta$. For a pair of lines to be matched, if $\left|\theta^{\prime}-\theta\right|>t_{\theta}$ in which $\theta^{\prime}$ is the angle between them, they are considered to be a nonmatch without further calculating their similarity by Eq. (9). This can in practice filter out most of the non-matches, thus speed up the matching process. Here $t_{\theta}$ is the threshold to decide whether the angle between two lines violates $\theta$ too much. The lower the threshold is, the faster the matching process will be, but the number of matches will diminish. If it is set too high, then it will have no effect on speeding up. It turns out that $t_{\theta}$ setting is not a too delicate matter based on our experiments and it is set to be 20 degrees in all our experiments. Since the searching space for matching is reduced with such a fast matching strategy, the robustness of our method is also improved. Note that the pruning strategy for fast matching may fail when large viewpoint changes are involved in images since it relies on 2D inter-image rotation estimation. However, the proposed line matching method works well as long as the local homography can be reasonably approximated by an affine transformation, which is a basic assumption of our method. With the pruning strategy, the running time is around 3 times faster than that without it in our experiments.

## 3. The Algorithm

Given a reference image and a query image, we first extract line segments from them to obtain two sets of line segments $\mathcal{L}_{1}=\left\{l_{1}^{1}, l_{1}^{2}, \cdots, l_{1}^{M}\right\}$ and $\mathcal{L}_{2}=$ $\left\{l_{2}^{1}, l_{2}^{2}, \cdots, l_{2}^{N}\right\}$. Secondly, a set of corresponding points $\mathcal{C}=\left\{\left(x_{1}^{i}, y_{1}^{i}\right),\left(x_{2}^{i}, y_{2}^{i}\right), i=1,2, \cdots, K\right\}$ is obtained by a keypoint matching method. In the experiments of this paper, we used DAISY [23] to describe keypoints and then matched them by the nearest neighbor distance ratio (NNDR) [15]. The threshold for matching is set to 0.8 . We then utilize the histogram technique described above to obtain $\theta$ from the set $\mathcal{C}$. All of these are served as input to the line matching algorithm along with threshold $t_{\theta}$, which is the threshold used for fast matching as mentioned above. Then the line matching is done in keeping the uniqueness constraint. Here, the uniqueness of matching is meant that if $l_{1}^{i}$ and $l_{2}^{j}$ are a pair of matching lines, then there is no
other line in $\mathcal{L}_{2}$ such that its similarity to $l_{1}^{i}$ is larger than $\operatorname{SimL}\left(l_{1}^{i}, l_{2}^{j}\right)$ and there is no other line in $\mathcal{L}_{1}$ such that its similarity to $l_{2}^{j}$ is larger than $\operatorname{SimL}\left(l_{1}^{i}, l_{2}^{j}\right)$ too. It allows many-to-one correspondences which happens when a line in one image is split into multi-segments. The proposed method is outlined in Algorithm 1.

```
Function: LineMatching
Input: line set from reference image \(\mathcal{L}_{1}\), line set from query
image \(\mathcal{L}_{2}\), corresponding point set \(\mathcal{C}\), the estimated relation-
ship of rotation between two images \(\theta\), threshold for rotation
\(t_{\theta}\).
Initialization: \(\mathcal{L} \mathcal{M}=\emptyset\).
for each \(l_{1}^{i} \in \mathcal{L}_{1}\) do
    for each \(l_{2}^{j} \in \mathcal{L}_{2}\) do
        if \(\left|\operatorname{angle}\left(l_{1}^{i}, l_{2}^{j}\right)-\theta\right|>t_{\theta}\) then
            \(\operatorname{SimL}\left(l_{1}^{i}, l_{2}^{j}\right)=0\)
        else
            Calculate \(\operatorname{SimL}\left(l_{1}^{i}, l_{2}^{j}\right)\) according to Eq. (9)
        end if
    end for
    Find the line in \(\mathcal{L}_{2}\) with the largest similarity to \(l_{1}^{i}\) accord-
    ing to \(\operatorname{SimL}\left(l_{1}^{i}, l_{2}^{j}\right), j \in[0, N]\). Such a line is represented
    as \(l_{2}^{k}\).
    if \(\operatorname{SimL}\left(l_{1}^{i}, l_{2}^{k}\right) \geq 0.95\) then
        Check whether \(l_{1}^{i}\) is the line with the largest similarity
        to \(l_{2}^{k}\) in \(\mathcal{L}_{1}\)
        if TRUE then
            \(\mathcal{L M}=\mathcal{L} \mathcal{M} \bigcup\left\{\left(l_{1}^{i}, l_{2}^{k}\right)\right\}\)
        end if
    end if
end for
Output: \(\mathcal{L M}\)
```

Algorithm 1: The proposed method for line matching.

## 4. Experimental Results

In this section we conducted three sets of experiments to demonstrate the effectiveness of our proposed method. First, we evaluated the proposed method on image pairs under various transformations. Then we tested the robustness of the proposed method to mismatches in the set of point correspondences. Finally, the proposed method was compared with some of the state-of-the-art methods. Figure. 1 shows the image pairs used for our experiments. Each column shows a pair of tested images. These image pairs are under a variety of transformations, including scale change, rotation change, illumination change, occlusion and view point change. The method for line segment extraction we used is similar to the one in [4]. First, we extracted line segments by Canny edge detector [10]. Then these edges are split at points with high curvature. Finally for each set of connected edge points, we fitted a line to it by the least squares method. The high and low threshold of Canny de-


Figure 1. Data set for experiments.
tector are set to 0.2 and 0.1 respectively. The standard deviation of the Gaussian filter in Canny detector is set to 1.0.

### 4.1. Line Matching Results

In this subsection, extensive experiments are conducted to validate the proposed method on image pairs under various transformations. Six pairs of images are used in our experiments as shown in Fig. 1 and the matching results are shown from Fig. 2 to Fig. 7. The matched lines are shown with the same colors, with labels at their middle points. Whether a match is correct or not is assessed by hand. All matches are assessed one by one manually. The incorrect matches are shown in blue. For better viewing, please see the original color pdf file and zoom in to check the line matches.

Scale changes: We first tested our method of line matching on image pairs with scale changes as shown in Fig. 1(a) and Fig. 1(b). The scale between two images in Fig. 1(a) is about 1.5. As shown in Fig. 2, there are 91 matches, all of them are correct. Note that lines can be matched correctly even their endpoints are very different such as matches 3 , 36 etc. It shows that our method can handle the problem of incorrect locations of endpoint successfully. A large scale change image pair is also tested with our method. As shown in Fig. 1(b), the scale between two images is larger than 3. In this case, our method can detect 12 matched lines, only 1 of them is incorrect. It demonstrates that our method is robust to large scale changes.

Rotation changes: Here we tested our method on images with rotation change. Besides image pair in Fig. 1(b) that contains both rotation and scale change, a pair of images shown in Fig. 1(c) with only rotation change is used to test the performance of our method on rotation change. The rotation between two images is about $20^{\circ}$. It can find totally 148 matches with our method, all of them are correct, as shown in Fig. 4.

Brightness changes: The proposed method is also tested under illumination change using a pair of images shown in Fig. 1(d). As can be observed in Fig. 5, there are totally 97


Figure 2. Results of line matching on a pair of images with scale change. This figure is better viewed in color. Extracted Lines : 182,194. Total matches: 91, Correct matches: 91.


Figure 3. Results of line matching on a pair of images with scale and rotation change. This figure is better viewed in color. Extracted Lines : 380,100. Total matches: 12, Correct matches: 11.


Figure 4. Results of line matching on a pair of images with rotation change. This figure is better viewed in color. Extracted Lines : 209,179. Total matches: 148, Correct matches: 148.
matches with our method and all of them are correct.
Occlusion: As shown in Fig. 1(e), many lines in the bottom image are partially occluded compared to the lines in


Figure 5. Results of line matching on a pair of images with brightness changes. This figure is better viewed in color. Extracted Lines : 211,131. Total matches: 97 , Correct matches: 97 .
the top image. Due to occlusion, endpoints of corresponding line segments do not correspond. Hence how to deal with the problem of occlusion is a challenge for line matching. As shown by Fig. 6, our method can handle this problem successfully since it does not critically rely on endpoints. There are 45 matches, none of them is incorrect. The results demonstrate that our method is robust to incorrect localization of endpoints of line segments, thus can handle the problem of partial occlusion successfully.


Figure 6. Results of line matching on a pair of images with occlusion. This figure is better viewed in color. Extracted Lines : 159,95. Total matches: 45, Correct matches: 45.

Viewpoint changes: Finally, we tested our method under viewpoint change. Fig. 1(f) shows two images taken from different viewpoints. As shown in Fig. 7, among 242 matches, there are 240 correct matches. The result shows that our method is robust to viewpoint change.


Figure 7. Results of line matching on a pair of images with viewpoint changes. This figure is better viewed in color. Extracted Lines : 347,292. Total matches: 242, Correct matches: 240.

From all of the above experiments, it is clear that the proposed method for line matching is robust to many kinds of image changes, including scale, rotation, brightness, viewpoint changes and occlusion. These image transformations
are very common in practice. For all tested image pairs, the proposed method can achieve very high matching accuracy. Such a good performance of our method should be attributed to the affine invariant which is derived from one line and two points. Since such an invariant is based on the local geometric configuration between lines and points, our method is robust as well as distinctive.

### 4.2. Robustness to Mismatches of Point Correspondences

Since our method uses point correspondences to boost line matching, in this subsection some experiments are performed to assess our method's robustness to mismatches in the set of point correspondences. As well known, the accuracy of point correspondences and the total number of correspondences are both varied with the threshold used for matching. Therefore, we vary this threshold to obtain different groups of point correspondences. Given a set of point correspondences, RANSAC [6] is used to find out inliers of the set. Thus we can calculate the accuracy of a set of point correspondences by RANSAC.

For each pair of images, we varied the threshold for point matching from 0.9 to 0.7 and then conducted line matching with obtained point correspondences. The results are shown in Table. 1. In the table, for each pair of images, the top row are obtained point correspondences (Total point matches, Matching accuracy) with DAISY matching while the bottom row shows line matching results (Total line matches, Matching accuracy). From Tab. 1, we can see that our method is robust to outliers in the set of point correspondences. The ratio of mismatches to total matches can be up to about $50 \%$ in some cases, however, our method can still achieve good line matching results in such cases. It indicates that our method is not sensitive to large number of outliers in point correspondences. Although the total point correspondences and correct point correspondences are varied with different threshold for a same pair of images, both the total matches and matching accuracy of our line matching method are robust as shown in Tab. 1 except for image pair (b). The large scale change of image pair (b) makes it a challenging one for both point and line matching. As can be seen from Tab. 1, when the threshold of point matching is set to 0.9 , only $14.2 \%$ accuracy can DAISY matching achieve. Such a terrible accuracy plagued the subsequent line matching method. However, when the accuracy of point matching increased to about $50 \%$, our method can achieve very good performance, only 1 of total 12 matches is incorrect. It demonstrates that although our method uses point correspondences for line matching, it is robust when there are outliers in the set of point correspondences and it can achieve very good performance even when the percentage of outlier is about $50 \%$.

|  | 0.9 | 0.8 | 0.7 |
| :--- | :---: | :---: | :---: |
| (a) | $(1388,67.0 \%)$ | $(962,82.2 \%)$ | $(794,89.4 \%)$ |
|  | $(91,98.9 \%)$ | $(91,100 \%)$ | $(90,100 \%)$ |
| (b) | $(529,14.2 \%)$ | $(170,47.1 \%)$ | $(97,72.2 \%)$ |
|  | $(21,66.7 \%)$ | $(12,91.7 \%)$ | $(9,88.9 \%)$ |
| (c) | $(849,70.9 \%)$ | $(633,88.0 \%)$ | $(546,93.0 \%)$ |
|  | $(151,99.3 \%)$ | $(148,100 \%)$ | $(146,100 \%)$ |
| (d) | $(997,68.3 \%)$ | $(739,85.5 \%)$ | $(622,93.1 \%)$ |
|  | $(98,100 \%)$ | $(97,100 \%)$ | $(98,100 \%)$ |
| (e) | $(266,25.6 \%)$ | $(122,65.6 \%)$ | $(84,75 \%)$ |
|  | $(46,100 \%)$ | $(45,100 \%)$ | $(44,100 \%)$ |
| (f) | $(1448,77.6 \%)$ | $(1225,87.8 \%)$ | $(1110,93.3 \%)$ |
|  | $(238,98.8 \%)$ | $(242,99.2 \%)$ | $(244,98.8 \%)$ |

Table 1. Results of line matching with different groups of point correspondences. For each pair of images, the top row is different groups of point correspondences while the bottom row shows line matching results with these point correspondences. Please see text for details.

### 4.3. Comparison with State-of-the-art Methods

Here, we conducted experiments to compare our method with two state-of-the-art line matching methods: Line Signature (LS) [20] and MSLD [21]. The implementations of them are supplied by their authors. Both of them have their own methods for line segment extraction as described in [20] and [21]. Since matching results may vary with different line segment extracting method even for the same tested images, we compare our method to them with the line segments extracted by their methods respectively, e.g. the line segments extracted by LS are used for comparing our method with LS while the line segments extracted by MSLD are used for comparing our method with MSLD.

Comparison with LS: In order to compare the matching performance of our method to LS, we took the line segments extracted by LS as inputs for our method. Tab. 2 shows the matching performance of our method and LS with tested image pairs in Fig. 1. In the table, for each pair of images the top row shows the number of extracted line segments by LS while the bottom row are matching results by our method and LS respectively. It can be seen from Tab. 2 that LS tends to extract a large number of line segments, owing to its multi scale scheme. Except for image pair (e), our method not only has a larger number of total matches than LS but also has a higher matching accuracy. In some cases such as (a) and (f), our method has about twice of total matches of LS. For image pair (b), our method can even detect more than 4 times of total matches of LS. Although our method is less accurate than LS for image pair (e), our method has more correct matches, e.g. 57 correct matches

| Image Pair | Our method | LS |
| :---: | :---: | :---: |
| (a) | Extracted Lines: 3000,3000 |  |
|  | $(304,90.1 \%)$ | $(154,89.0 \%)$ |
| (b) | Extracted Lines: 3000,3000 |  |
|  | $(134,82.8 \%)$ | $(31,77.4 \%)$ |
| (c) | Extracted Lines: 1929,1861 |  |
|  | $(294,95.6 \%)$ |  |
| (d) | Extracted Lines: $3000,235,95.5 \%)$ |  |
|  | $(360,96.4 \%)$ |  |
| (e) | Extracted Lines: 1406,676 |  |
|  | $(65,87.7 \%)$ |  |
| (f) | Extracted Lines: 3000,3000 |  |
|  | (558,96.4\%) | $(273,95.2 \%)$ |

Table 2. Line matching results of our method and LS.
compared with 36 correct matches of LS.
Comparison with MSLD: We have also compared our method with MSLD. The tested image pairs are also those shown in Fig. 1. As we have mentioned before, the line segments extracted by MSLD are used for this experiment in order to get a fair comparison between our method and MSLD. The results are shown in Tab 3. Note that the results of MSLD shown here are slightly different from [21]. This is due to the fact that different extracted line segments are used for line matching because of different parameters setting. Although we can not extract exactly the same lines as published in [21], both our method and MSLD are tested with the same lines. What is more, we also tried several other parameters to extract line segments, and input them for matching, our method consistently outperforms the MSLD. Therefore, such a comparison is convincing. It can be seen from Tab. 3 that MSLD has bad matching result for image pairs (a) and (b). This is due to its inability to deal with scale change. While for other image pairs, MSLD can achieve high accuracy. Compared with MSLD, our method not only obtains good results for image pairs (a) and (b), but also has better performance than MSLD for other image pairs. It indicates that, besides the capability to deal with scale change, our method outperforms MSLD in many cases too.

## 5. Conclusion

In this paper, we have proposed a method for line matching based on a set of supporting corresponding points susceptible to a significant ratio of mismatches. The result of keypoint matching using DAISY descriptor is served as the set of point correspondences for line matching in our experiments. An affine invariant derived from one line and two points is used to calculate the similarity of two line

| Image Pair | Our method | MSLD |
| :---: | :---: | :---: |
| (a) | Extracted Lines: 170,171 |  |
|  | $(67,100 \%)$ | $(30,46.7 \%)$ |
| (b) | Extracted Lines: 305,70 |  |
|  | $(9,88.9 \%)$ | $(22,0 \%)$ |
| (c) | Extracted Lines: 165,140 |  |
|  | $(120,100 \%)$ | $(98,95.9 \%)$ |
| (d) | Extracted Lines: 161,86 |  |
|  | $(68,97.1 \%)$ |  |
| (e) | Extracted Lines: 107,71 |  |
|  | (40,100\%) | $(31,100.0 \%)$ |
| (f) | Extracted Lines: 259,221 |  |
|  | (178,98.8\%) | $(155,97.4 \%)$ |

Table 3. Line matching results of our method and MSLD.
segments. This similarity is based on the geometry configuration between lines and points, thus it is robust to many changes of image, including scale, rotation, brightness, viewpoint changes and occlusion. Experimental results on image pairs with a variety of transformations validate our proposed method.
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