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Multi-input, multi-output (MIMO) communications systerhgsive attracted considerable at-
tention over the past decade, mostly for single-user, gohpoint scenarios. The multiple-
user MIMO case has attracted less attention, and most oesearch on this problem has
focused on uplink communications. Only recently has thetirmger MIMO downlink been
addressed, beginning with information-theoretic capaeisults [1-5], and followed by prac-
tical implementations, including those based on lineannéques [6, 7] and non-linear pre-
coding [8—11]. In this chapter we review these techniquesdiscuss some important open
problems.
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1.1 Introduction

1.1.1 Problem Overview

The termmulti-user MIMO downlink typically refers to situations where a multi-antenna
transmitter €.g., a basestation) simultaneously communicates with segerahannel users.
In the communications and information theory literatuhés tscenario is referred to as the
MIMO broadcast channel. We will also use the tegpatial multiplexing to describe this
problem, although we note that this term is also used in ottiorewith point-to-point MIMO
links when multiple independent data streams are transdnitt a single usee(., as in ver-
tical Bell-Labs space-time (V-BLAST) techniques [12, 13]he users in a multi-user MIMO
network may have a single antenna, and hence no ability ftiadliscrimination, or they
may have multiple antennas and the ability to perform sorpe tf interference suppres-
sion. This is to be contrasted with the MIMO uplink problemhexe a multiple antenna
receiver must separate the signals arriving from seveffardit users. This scenario is often
referred to as the MIMO multiple access channel (MAC) or &pAwvision Multiple Access
(SDMA). In this paper, we focus on the multi-user MIMO dowior broadcast channel.
Although less frequently addressed in the literature gligestill a considerable body of work
on the topic that is too extensive to adequately cover indhépter. As discussed below, we
will focus on two classes of approaches to this problemalirmamforming techniques and
non-linear precoding.

Single-user MIMO systems have generated considerableeexent in the wireless com-
munications literature due to their potential for signifitgains in capacity over single-
antenna links. Of particular note is that these gains arenaftdependent of whether or
not channel state information (CSI) is available at thednaitter. The situation is consid-
erably different in the multi-user case, where interfeeenust be taken into account and
balanced against the need for high throughput. A transarisstheme that maximizes the
capacity for one user in the network might result in unacaalgthigh interference for the
other users, rendering their links useless. If high thrgugls the goal, a better approach
might be to maximize theum capacity of the network, or the maximum sum transmission
rate, where the inter-user interference is taken into camation. Transmit CSl is the key to
achieving such a goal. While in principle the receivers thelaes could perform some inter-
ference cancellation via multi-user detection, for exampte desire to keep costs low and
preserve battery life for the end user in cellular networksally leads to simpler receiver
architectures.

Maximizing the sum capacity of a multi-user downlink chanhees not always lead to
a desirable solution. For example, if one of the users hasuaneh with considerably higher
SNR than the others, the sum capacity solution might combeaexpense of the weaker
users who will receive little or no throughput. An altermatin such cases is to attempt to
guarantee that each user achieves some minimum acceptadliey@f Service (QoS)eg.,
measured in terms of signal-to-interference-plus-nasie (SINR) or bit-error rate (BER).
The problem of meeting QoS constraints with minimum trangoiver is often referred
to as the downlinkpower control or interference-balancing problem. As with sum capacity
maximization, channel knowledge at the transmitter isiatuo finding a solution.

Channel state information is most often obtained by meangplirik training data, as in
a time-division duplex system, or via feedback from the sisas in the frequency-division
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duplex case. Each approach has its advantages and disaglesnb terms of throughput
penalty and latency. CSI can be in the form of determinigtignmel estimates, or it can be
described in probabilistic terms.§., channel mean and covariance). While we will focus on
the deterministic case in this chapter, statistical CSI baylirectly applied in most cases.
For an excellent and comprehensive treatment of the issuelvéd with different types of
CSl, see [14].

1.1.2 Literature Survey

Algorithms for multi-user MIMO downlink processing can Hassified according to a num-
ber of criteria: whether they attempt to approach the sura@gpbound, eliminate inter-user
interference or achieve minimum QoS constraints, whetiheusers have single or multiple
antennas, whether or not multiple data streams are traeshtd each usegtc.. We begin
with the case that has received the most attention: usehssivigle-antenna receivers. The
most direct approach in this case is referred torasnel inversion [15, 16], which amounts
to using a set of transmit beamformers that “pre-invertg’ ¢hannel and ideally removes
all inter-user interference at the receivers. One can tbinthis approach as zero-forcing
transmit beamforming. As with zero-forcing receive beammfers, problems arise when the
channel is nearly rank deficient, although we will see it ismmse amplification that occurs,
but rather signal attenuation. Minimum mean-squared €lMMSE) or regularized transmit
beamforming can be used as an alternative to reduce sdégsiilow-rank channels; dramat-
ically improved performance is obtained [6, 17]. Althoudje tgain of regularized channel
inversion is significant, there is still a considerable gapueen its performance and the ca-
pacity bound. Algorithms from the class of so-called “dipgper” coding techniques have
recently been shown to more closely approach the sum cggacithe multi-user channel,
and in some cases achieve it [3, 4, 18—20]. We will descrileesuth technique, referred to
asvector modulo precoding [8, 17, 21, 22], that can be framed as an extension of the @hann
inversion algorithms described earlier.

The algorithms mentioned above attempt to maximize theadiviaroughput of the net-
work for a fixed transmit power, under the constraint of zemorearly zero) interference.
On the other hand, power control or interference-balanalggrithms relax the zero inter-
ference constraint and minimize the total transmitted pcswdject to meeting given QoS
constraints. Iterative methods have been found that aneagtesed to find the optimal solu-
tion to this problem, assuming a solution exists [23, 24 Phoblem can also be posed as a
semidefinite optimization with convex constraints, andedlusing more efficient numerical
procedures [25].

To this point, the research cited has assumed that each ossegses only one receive
antenna. These algorithms can be trivially extended toiptelantenna receivers by viewing
each as a separate “user,” provided that the total numbecefue antennas for all users is no
greater than the number of transmit antennas. While thizalfor extremely simple receiver
architectures, it ignores the ability of the receivers tdqren spatial discrimination of their
own, and is only practical for networks with a small numbecofchannel users. The result
can be either (1) a significant gap between the achievabteighput of these techniques
and the capacity of the system in cases where the receivershtain CSlI, or (2) dramatic
increase in required transmit power to achieve a desired €sfcially in situations where
the channels to adjacent receive antennas are not undedela
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Instead of completely diagonalizing the channel as somleedtfieichniques above attempt
to do, one could find an optimblock-diagonalization when the users have multiple antennas.
Such an approach removes inter-user interference, buedeidnve receiver responsible for
separating the multiple data streams sent to it [7, 26—31i% dpproach still has the drawback
of requiring more transmit antennas than the total numbeeadive antennas among all the
users. As a means of relaxing this constraint, suppose #icht @eser employs a beamformer
or beamformers of its own to receive the data stream(s)raestor it. If the transmitter knew
what those beamformers were in advance, then it could centfideffective channel to each
user to be the combination of the propagation channel fdrukear and the beamformers
that user employs. As long as the total number of data stréamils users does not exceed
the number of transmit antennas, then any of the algorithistaigsed above could be used.
The problem of course is that the optimal receive beamfasrdepend on the choice of the
transmit beamformers, and vice versa. Iterative techisidpa@e been proposed in which the
transmitter postulates a set of receive beamformers, miesigorresponding set of transmit
weights, updates the receive beamformers accordinglysaia [7, 31-37].

1.1.3 Chapter Organization

In the next section, we describe the mathematical model Weaggsume for our discussion
of the multi-user MIMO downlink, and establish a common tiota Section 1.3 describes
algorithms for the case where each user has only a singleveemetenna and presents some
simulation results illustrating their performance. Sewxti.4 does the same for cases involv-
ing multiple antennas per user. We finally summarize anceveipen problems in the area
in Section 1.5, including references to related work thathidenot address in this chapter.

1.2 Background and Notation

We will consider a standard scenario involving a basestatiat simultaneously transmits
data to K users, whose channels have been determined earlier ditteergh the use of
uplink training data (as in a time-division duplex systemyia a feedback channel (as in
a frequency-division duplex system). The basestationdarased to have.r antennas, user
j hasngr; antennas, and the total number of receive antennag is Z;il ng,. In aflat-
fading propagation environment, the channel between the dad usej is described by the
ng, X np matrixH;, whose rows we denote liy{j as follows:

Hj =[hy; - hy, ;]

The symbol(-)* is used to denote the complex conjugate (Hermitian) trasespim Sec-
tion 1.3, we will focus on cases wherg;, = 1, in which case we will simply denote the
channel adi; = h}. We will follow the convention of denoting matrices by capiboldface
letters, vectors in lowercase boldface, and scalars aasreiffper or lowercase letters without
boldface.

The basestation may desire to send data at different ragecto of theK™ active users.
This can be accomplished by an appropriate choice of the syrobstellation for each user,
or by changing the number of independent data streams thairaultaneously sent to each



THE MULTI-USER MIMO DOWNLINK 5

user. We will letm; denote the number of data streams transmitted to jusBuitable val-
ues formq,--- ,mg will not only depend on the desired data rate for ugebbut also on
the available transmit power, the achievable SINR, and thehler of transmit and receive
antennas. We will see that, typically;; < ng, without some type of additional coding
or multiplexing, and thad_ m;, < ny. We will assume thatn; has been determined be-
forehand, recognizing the fact that this resource allocastep is critical if optimal system
performance is required. Thus, at symbol titnéhe transmitter desires to send thg x 1
vector of symbolsl;(t) to user;j. The signal destined for usgrthat is actually broadcast
from the transmit antennas at timés denoted by the.r x 1 vectors;(t). In many cases,
the transmitted signal is a linear function of the symbots, s;(t) = B;d;(t), where the
columns ofB;, denotedB; = [by, ---b,,,;], correspond to the transmit beamformers for
each symbol. In cases where; = 1, we will simply write B; = b;, d;(t) = d;(t), and
s;(t) = b;d;(t). We will also consider algorithms that employ a nonlineappiag of the
symbols to the transmitted datg(t) = f; (d;(¢)).

Userj not only receives its desired signal through the chaihglbut also contributions
from the signals destined for other users:

K
x;(t) = Hjsi(t) +e;(t) (1.1)
k=1

wheree;(t) is assumed to represent spatially white noise and interfersvith covariance
E{e;(t)e;(t)} = L Iflinear beamforming is used on the transmit side, theckétg the data
together from all of the receivers leads to the following paitt expression:

X1 (t) H1 dl(t) el(t)

x(t) = : = : [B1 -+ Bkg] : + : (1.2)
XK(t) HK dK(t) eK(t)

— HBA(t) + e(t) , (1.3)

where the definitions ok(¢), H, B, d(¢) ande(¢) should be obvious from context. For the
sake of simplicity, in what follows we will drop the expliaitependence of the above equa-
tions on time. In some figures we will use the notatf{er,, . . ., ng, } x ny to describe the
configuration of the antennas. Thu$la1,1, 1} x 4 system had{ = 4 users, each with one
antenna, and a base station witlantennas, whil€1, 1,2, 2} x 4 describes the same case,
with the exception that two of the users have two antennas.

1.2.1 Capacity

A fundamental tool for characterizing any communicatioaruhel is capacity. In a single-
user channel, capacity is the maximum amount of informati@t can be transmitted as
a function of available bandwidth given a constraint on $raitted power. In single-user
MIMO channels, it is common to assume that there is a comstoai the total power broad-
cast by all transmit antennas. For the multi-user MIMO clehntine problem is somewhat
more complex. Given a constraint on the total transmittedqupit is possible to allocate
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Maximum Sum Capacity
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Capacity
Region

Capacity
Region

Rate for User 1

Rate for User 2

Figure 1.1: An illustration of a multi-user capacity regidrhe sum capacity may penalize
certain users, depending on the shape of the capacity region

varying fractions of that power to different users in thewwk, so a single power constraint
can yield many different information rates. The result icapacity region” like that illus-
trated in Figure 1.1 for a two-user channel. The maximum cip#or user 1 is achieved
when 100% of the power is allocated to user 1; for user 2 theitnar capacity is also
obtained when it has all the power. For every possible povgtrildution in between, there
is an achievable information rate, which results in the capaegions depicted in the illus-
tration. Two regions are shown in Figure 1.1, the bigger amdlfe case where both users
have roughly the same maximum capacity, and the other fos@awhere they are different
(due, for example, to user 2’'s channel being attenuatetivel user 1). FoK users, the
capacity region is characterized bysadimensional volume.

The maximum achievable throughput of the entire systemdsattierized by the point on
the curve that maximizes the sum of all of the users’ inforametates, and is referred to as
thesum capacity of the channel. This pointis illustrated in Figure 1.1 byeaisks. Achieving
the sum capacity point may not necessarily be the goal of esydesigner. One example
where this may be the case is when the “near-far’” problemrsgcevhere one user has a
strongly attenuated channel compared to other users. Astddfn Figure 1.1, obtaining the
sum capacity in such a situation would come at the expendeeafider with the attenuated
channel.

The sum capacity for a system described by (1.1) has beerufatead using the dirty
paper coding (DPC) framework (see, for example, [3, 4, 18a@d [38—41]) for the case of
Gaussian noise. The capacity is defined in terms of the aalblievate for each user given
the set of covariance matrices for each transmitted datan@g = £{s;s; }:

log ‘I +H, (Zle sk) H
log ‘1 +H, (X2 s0) Hy

Ry,

(1.4)
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assuming that the data for each user is uncorrelated withttiees. The sum capacity is then

K
Cs = Ry, 15
5 a0 2Biecn 2 T =

wherep is the upper bound on the total transmit power. The inputitigions are arbitrary,
though the sum capacity can be achieved with Gaussian sifftfal 19]. The capacity re-
gion Cr, of a given multi-user MIMO system is defined to be the set ohaliievable rates
{Ri1,--, Rk} given the power constraint. In general, determiniiygis an unsolved prob-
lem, but a solution for the Gaussian case has been reporfgphnilding on work in [42].

In the case of users with single receive antenmag (= 1 for all j) the sum capacity
expression is much simpler: '

Cs = max log I+ HDH"| , (1.6)

whereA is the set of allk x K non-negative diagonal matric& with tr(D) < p. This
equation looks much like the capacity of a point-to-pointM@ system withM transmit
antennas and receive antennas, where only the receiver has knowledgeeothannel:
log [T+ (p/nr)HH*|. This comparison makes it easy to see that multi-user sumcisp
grows linearly withmin (M, K) under the same conditions as for the single-user case.

1.2.2 Dirty-Paper Coding

As mentioned above, capacity results for the multi-useblero have been achieved using
the notion ofdirty-paper coding, which originates in a 1983 paper [43] by M. H. M. Costa.
He studies a channel with Gaussian noise and interferematéstknown to the transmitter,
and makes an analogy to the problem of writing on dirty papedescribe this idea, let

y=s+i+w, @a.7)

wheres is the signal used to transmit a codewaid is interference with powef) known
deterministically at the transmitter, but unknown to theeieer,w ~ CN(0, N) is Gaussian
noise, and the received datagisCosta presented the encouraging result that the capacity
of this system is the same as if there were no interferencgeptelf the signal has power
constrains|? < p, then the capacity of this system is

p
C = log (1 + N) (1.8)
regardless of wha®) is. To extend the dirty-paper analogy, the “capacity” otydpaper is
the same as for a sheet without this known “dirt.”

This result has been applied to a variety of systems: usirat vghnominally “analog”
spectrum for both analog and digital signals [44], inforim@tembedding applications [45],
and in finding the capacity of the MIMO broadcast channel [1¥5ese theoretical results
have motivated progress in the development of practicairdkgns [46—48] that approach
the capacity bound (1.8).
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To illustrate dirty-paper principles, we describe a sinmplghnique based on the use of a
simple modulo operator. Although this method is very simjleerforms within a few dB of
capacity. We define the modulo functigras

o y+7/2
fry) =y {77 JT : (1.9)
The signals is created using information about the interferen@nd the codeword., as
follows:

s=frlu—i)=u—i—-7k, (1.10)

wherek is any integer. The modulo function reduces the power ofrlresmitted signal from
what it would be if the simple method ef= u — ¢ were used. Applying the modulo function
to the received data (1.7) gives

frly)=frs+itw) = frlu—i—7hk+i+w)
:fT(u""w)'

The interference has been canceled; there remains onlyadty&om applying the modulo
function tou + w which may lie outside the intervél-7/2, 7/2), and resulting inf (u +

w) # u + w. In a practical systemr would be a function of the codeword constellation,
chosen for example as described in Section 1.3.3.

To completely overcome this shaping loss, coding must ameeirn consecutive samples
and the modulo operation is applied with respect to a “goedlimensional lattice, rather
than with respect to an interval. Finally, as— oo the shaping error disappears and capacity
is achieved (See [39] for more information, including hovhemdle low SNR situations and
to find a discussion on what a “good” lattice is). The shaposglisl.56 dB when using the
simple cubical lattice defined by (1.9) as compared with &inite-dimensional lattice on a
scalar Gaussian interference channel. In Section 1.3.3se¢hese DPC ideas to describe
and analyze a coding technique for the MIMO downlink channel

1.2.3 Discussion

We have assumed a data model with a flat-fading or narrow-tlaadnel. However, in many
current and next-generation wireless communications@dns, this assumption does not
hold. Wideband or frequency selective fading channelsesdfbm inter-symbol interfer-
ence and a fading characteristic that varies significarilyss the frequency band. There are
several ways to apply the matrix channel model to this caseh&nnels where the use of or-
thogonal frequency division multiplexing (OFDM) is considd, it is possible to implement
MIMO processing algorithms separately for each frequenny Wwhere the channel fading
characteristic can be considered to be narrow-band. In fellatvs, we assume a narrow-
band channel model, but note that our discussion can beeapiplithe wideband case using
either OFDM or other common techniques for frequency-$etechannels.

One additional property of radio propagation channelsrthgdt also be considered in the
multi-user MIMO context is how they vary with time, partiauly for applications that as-
sume mobility of one or both ends of the wireless link. Twelikapplications for multi-user
MIMO transmission are wireless local area networks (LAN%) aellular telephony. Wire-
less LANSs are a natural fit for MIMO technology because thi nwiltipath environment in
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the places where they are usually deployed (indoors, offi@milege campuses, etc.) is an
important criterion for achieving high capacity. In thipg/of channel, user mobility is likely
to be very slow, and the channel can be viewed as being gtai-Lellular telephone
applications are more challenging due to higher user mgbédind the small size and cost
constraints of manufacturing mobile devices make the useuttiple antennas problematic.
While time-varying channel models have been considered atyaimg simple MIMO sys-
tems [49-51], most applications assume quasi-static gadiiarther research on techniques
for obtaining and tracking channel state information isdeekfor highly mobile scenarios.
Recent research suggests that the prediction horizon fst@/Bystems may be much longer
than in the SISO case (which has usually proven to be too shbe useful), since multiple
antennas reveal more information about the physical streaf the channel [52].

Perhaps the most critical assumption common to all of thereulti-user MIMO re-
search is the availability of CSI at the transmitter. Whilegse-user MIMO systems benefit
from having CSI at the transmitter only wher > np or at low SNR, a base station trans-
mitting to multiple co-channel users will almost always efinfrom CSI. This is because
the CSl is not only useful in achieving high SNR at the desiesiver, but also in reducing
the interference produced at other points in the networkhieydesired user’s signal. The
most common method for obtaining CSI at the transmitterrisuh the use of training or
pilot data in the uplink €.g., for time-division duplex systems) or via feedback of the re-
ceiver's channel estimate found using downlink trainingad@.g., for frequency-division
duplex transmission). In either case, obtaining CSI at thesmitter is a very challenging
and costly problem, but appears justifiable for multi-ugerrmels.

1.3 Single Antenna Receivers

We begin our discussion of multi-user MIMO downlink algbrits with the case most com-
monly treated in the research literature, namely situatiowolving users with only one re-
ceive antennanr; = 1. With only one antenna, the receiver is unable to performspayial
interference suppression of its own, and the transmittexsponsible for precoding the data
in such a way that the interference seen by each user islitdeta the discussion that fol-
lows, we consider four techniques for solving this probletmannel inversion, regularized
channel inversion, sphere encoding and iterative intenigz balancing, or power control.

1.3.1 Channel Inversion

Channel inversion [15, 16] simply amounts to undoing thea of the channel via precod-
ing; in other words, we precode the data with the (pseudee)ge of the channel prior to
transmission, as illustrated in Figure 1.2 for the case wkkrs square. More generally, we
define .

s=—H"(HH") 'd, (1.11)

Vi

where it is assumed thatr > K = ng. The scaling factoty is present to limit the total
transmitted power to some predetermined value

1 * *\ —
Isl*=p = ~v= 54" (HH") 'd. (1.12)
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Figure 1.2: Channel Inversion cancels all interferenceréquires high power to cancel the
small elements oH.

Ideally, all inter-user interference is canceled by thiprapch, reducing the problem f§
separate scalar channels, and each user sees only theldgsirtgol in additive noise:

1
Y
One issue that may be a problem in practice is the fact thagdhkng~ is data-dependent,

and will in general change from symbol to symbol. To avoid §iioblem;y can be chosen
so that theaverage transmit power ig, which leads to

dj+e. (1.13)

Zj

v = %trace[(HH*)*l} (1.14)

if the users’ symbols are independent and have average amérp

Obviously, a more serious problem arises if the channeleoitditioned. In such cases,
at least one of the singular values(®H*) ! is very large;y will be large, and the SNR at
the receivers will be low. It is interesting to contrast chahninversion with least-squares
or “zero-forcing” (ZF) receive beamforming, which appliasdual of the transformation
in (1.11) to the receive data. Such beamformers are wellvknto cause noise amplifica-
tion when the channel is nearly rank deficient. Here, on thesimit side, ZF produces sig-
nal attenuation instead. In fact, as shown in [6], the pmobie very serious, even for what
one might consider the “ideal” caseg., where the elements & are independent, identi-
cally distributed Rayleigh random variables. If the eletsarid are modeled as independent
zero-mean unit-variance Gaussian random variables, ibeaihown [6] that the probability
density function ofy is given by

K-1

p(v) = K—(1 17)“1 , (1.15)

whennr = K = ng, andy has an infinite mean! As a consequence, the capacity of channe

inversion does not increase linearly wihh unlike the capacity bound.

1.3.2 Regularized Channel Inversion

When rank-deficient channels are encountered in ZF receamnfoeming, a common ap-
proach to reducing the effects of noise amplification is wutarize the inverse in the ZF
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filter. If the noise is spatially white and an appropriateulagization value is chosen, this
approach is equivalent to using a minimum mean-squared @dSE) criterion to design
the beamformer weights. Applying this principle to the tanit side suggests the following
solution:

1
ﬁ
where( is the regularization parameter. The presence of a nonvadue for¢ will mean that
the transmit beamformer does not exactly cancel the “mbefigct of the channel, resulting
in some level of inter-user interference. The key is to deéinmlue for{ that optimally
trades off the numerical condition of the matrix inverse ighhimpacts the normalization
required for the power constraint) against the amount effatence that is produced. In [6],
it is shown that choosing = K/p approximately maximizes the SINR at each receiver, and
unlike standard channel inversion, leads to linear capacigwth with K.

H* (HH* +¢I)"'d, (1.16)

S —

16QAM, p=20dB.

10 T T T T T T T

3
o
o D. ..
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) e
g O O o o
N O i
<>: 10 —»— Chan. Inv ]
- %- MMSE
-0 Sphere Encoder
1073 ‘ ‘ ‘ ‘ ‘ ‘ ‘
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K (# tx antennas)

Figure 1.3: Comparing uncoded symbol error rates for stahaad regularized channel in-
version forp = 20dB as a function of{. The performance of channel inversion decreases
with K, while regularized inversion improves slightly at highrisanit power. The perfor-
mance of the sphere encoder described in Section 1.3.3isladsvn.

Figures 1.3 and 1.4 compare respectively the symbol ertes end capacity of standard
and regularized channel inversion. Figure 1.3 shows agegagr rates as a function &f
for p = 20dB SNR and a 16-QAM signaling (the SNR is defineghasnce the elements of
e are assumed to have unit power). The elements of the charatetes were simulated as
independent, unit-variance Rayleigh random variablese Nt the performance of standard
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channel inversion, as well as regularized inversion dezgadK increases; the performance
of the “sphere encoder,” which will be described in SectioB.3, improves withK. Fig-
ure 1.4 plots capacity as a function &f assumingry = K = ni andp = 10dB. The
plot also shows that there is still a considerable gap betilee performance of regularized
inversion and the sum capacity of the system.

p=10dB
30 x x w w w w x
- » - Sum Capacity -
25 —— Regularized Inversion e
--o-- Channel inversion -7

N
o

=
o

Capacity (bits/sec/hz)
|_\
a1

2 3 4 5 6 7 8 9 10

Figure 1.4: Comparison of the sum-capacity (dashed lin@) fasction of K (wherenr =
K) for p = 10dB with the regularized channel inversion sum-rate (satie)land the standard
channel inversion sum-rate (dash-dotted line).

1.3.3 Sphere Encoding

The simulation results of the previous section indicaté ¢thannel inversion techniques are
not capacity optimal. As mentioned above, dirty-paperiegdDPC) techniques more closely
approach (and in some cases achieve) multi-user capauitythas may be of interest when

capacity is the primary design criterion. DPC is differemnfi other downlink approaches

in that the transmitted data is a non-linear function of tiferimation symbols, as well as

the interference environment. For this reason, DPC is somstreferred to as interference-
depending coding. Due to their non-linear nature and thesdrfor high-dimensional lattices,

DPC techniques are often difficult to implement in practice.

Technically, DPC codes do not constitute beamfornpagse, but they can be used in
conjunction with beamforming as illustrated below. In thétion we present a simple DPC
technique that fits in well with the channel inversion algoris already discussed. Figure 1.5
illustrates the approach we will consider, which is refdrte asvector precoding. As dis-
cussed above, channel inversion performs poorly becaessctling factory in (1.12) can
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Figure 1.5: Part (a) shows the vector precoding techniqwegctor chosen to minimize the
signal power is added to the data to be transmitted. Parh(wysthat QR-based techniques
successively cancel interference from previous users.

be large when the channel is ill-conditioned, and the vedtbappens to (nearly) align it-
self with a right singular vector ofHH*)~! with large singular value. The idea behind the
technique proposed in [8, 17] is to “perturb” the symbol wect by some valuel such that

d + d is directed towards singular vectors(@H*)~! with smaller singular values, and in
such a way that the receivers can still decddeithout knowledge ofi. In particular, [8, 17]
constraingl to lie on a (complex) integer lattice:

d =r(a+jb), (1.17)

wherea, b are vectors of integers andis a real-valued constant, and calculadesased on
the following optimization problem:

d = argmin (d +d)*(HH*)"'(d +d)
d (1.18)
stt.d=r7(a+jb).

This is an integer-lattice least-squares problem, and easolved using standard sphere
algorithm methods [53-55], and other related techniqués $%]. Since it is used on the
transmit side for this application, in [8, 10, 17] it is refed to assphere encoding or sphere
precoding. Using this method, the vector of data at the receivers isrghy

x = Td + 77’(& + jb) + (1.19)
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where, as beforey is chosen to maintain a constant (average) transmit ppwer
To eliminate the contribution of the vector perturbatidre teceivers employ the modulo
function (1.9). Ifr and~ (or £{~}) are known at the receivers, then in the absence of noise,

fr (WAxs) = fr(dj 4+ Ta; 4+ 7b;) = dj . (1.20)

Small values ofr are advantageous because they allow for a denser perambattice,
and hence more flexibility in maximizing received SINR. Hewe r must be chosen large
enough to allow for unambiguous decoding. In [8, 17], it iggested that be chosen as

T= Q(dmaw + A/Q) ) (121)

whered,, .. is the distance from the origin to the farthest consteltapoint, andA is the
maximum distance between any two constellation points.

A simple numerical example is now presented to illustrageaigorithm. For simplicity,
we consider the special case of binary pulse-amplitude tateti(PAM) signaling over real-
valued channels witkd' = 2 andp = 1. A near-singular channel matrix is chosen to illustrate
the benefit of non-linear precoding:

—0.0521 0.17
H= —0.661 1.80 (1.22)
Suppose the data to be transmitted is- [—1, 1], with noisee = [0.011, 0.001]7. Simple
channel inversion gives the sigidl-d = [—106, — 38.4]T, which results iny = 12, 700.
Transmitting the normalized signal through the channelltesn x = [0.00213, 0.00987]7,
which gives decoded PAM symbdlk, 1] when using the sign of the elementsxato decode.
In contrast, sphere encoding resultsdin= [0, 2], which results in a signal with a more
attractivey = 36.5. For our 2-PAM constellation, we choose= 4, resulting in the received
signalx = [-0.154, — 1.82]7 andf.(x) = [-0.154, 0.166]". In this case decoding based
on f,(x) returns the correct symbadls 1, 1]7.

Figure 1.6 shows a plot of the uncoded symbol error prolighifi the algorithms dis-
cussed thus far for a case with- = 10, ng = 10, a Rayleigh fading channel and QPSK
signaling. “Sphere Encoder” denotes the modulo precodiggrithm described above, and
“Reg. Sphere Encoder” refers to the use of vector moduloagalieg together with regular-
ized channel inversion. Regularization improves perforoea but by a smaller margin than
in the case of standard channel inversion. It is clear fragrptbt that, for SNRs high enough
to achieve reliable decoding, modulo precoding offers aii@ant improvement in perfor-
mance over channel inversion and regularized inversioe. Mbdulo precoding technique
presented here represents perhaps the simplest form of @RKefmulti-user MIMO prob-
lem, i.e, one involving a simple cubical lattice. As reported in [8hgroved performance
can be expected if more complicated, higher-dimensionttés [39, 58] are employed. In
particular, these techniques may improve the low-SNR petdoce of the modulo precod-
ing techniques, which perform slightly worse than theie#n counterparts in Figure 1.6.
Finally, we note that a suboptimal but more computationefficient version of the modulo
precoding algorithm has recently been presented in [9].

A full analysis of the algorithm appears difficult, due in f@arthe difficulty in obtaining
a distribution fory. We focus instead on understanding the performance ga@msiseour
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Figure 1.6: Uncoded probability of symbol error for variamvnlink algorithms as a func-
tion of transmit powep.

simulations. The precoding process alighs- d with the singular values of the inverse
channel. LetUDV* = H~! be the singular value decomposition (SVD) of the channel
inverse, so thad-; = |V*d| is the channel-inversion data vector rotated by the rigigdar
vectors of i, andd s = [V* (d — d) |, is the equivalent for the sphere encoded data. The
sphere encoder minimizes the cost function

v =185z (1.23)

overd, whereo is a vector containing the singular valuesKf'. For channel inversion
we havey = |67, In [6] it is shown that€{y} = oo for plain channel inversion.
In contrast, for the sphere encodéf,y} is shown in [8, 17] to be approximately constant
with K. Specifically,d — d is chosen to orient itself toward each singular vector ireige
proportion to the singular value of the inverse channel ixiatr

5{0’1(51}2...28{0'](5;(}. (124)

We illustrate this in Figure 1.7, whebg o, are shown averaged over 10000 samples for a case
where K = n; = 10 users and a 16-QAM constellation is employed. While basincah
inversion does not modify or perturb the transmitted symjible sphere encoding technique
attempts to orient the symbol vector towards each singwdatov in inverse proportion to
the singular valuesr. For comparison we also show results for regularized inwerand
regularized vector precoding, both with= K/p; for these curves the is obtained from

the regularized inverse.
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Figure 1.7: The integer offset vectdris chosen such that it orients itself towards each singu-
lar vector in inverse proportion to the singular valeesv/alues ofé o), are shown, averaged
over 1000 samples.

1.3.4 Computationally Efficient Precoding

Though the vector precoding technigue in the previous aedsi very powerful, it is some-
what expensive computationally. There are several waysc®@ase the speed of the integer
least-squares search, including successive algorithsedban the QR and V-BLAST de-
compositions, and on the use of lattice reduction algorithvile will present a simplified
technique which generates the integer oftdedy repeated application of a modulo opera-
tion inspired by scalar Tomlinson-Harashima PrecodingKT 59, 60]. The method uses a
QR decomposition of the channel matiik, where the resulting triangular structure leads
to the kth user seeing interference only from useérs. .,k — 1. The transmitter compen-
sates for this interference by using its knowledgesqf. . ., s, 1 to generates;, from wuy,
fork =2,..., K. Methods based on the QR decomposition have been explareddavith
DPC codes in [1]. Similar algorithms have been used for tatlssancellation in digital sub-
scriber lines [61] and for CDMA transmission to distributegeivers [62]. The achievable
capacity of a greedy form of this scheme is analyzed in [1hER it is shown to be close to
the sum-capacity.

LetH = RQ, whereR is a lower triangular matrix, an@ is a unitary matrix; leD be a
diagonal matrix composed of the diagonal entrieRpanda = p/(1+ p). We first generate
the signals, and then form the transmitted sigral= Q*s. Because the matriR — D is
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zero on and above the diagonal, a successive technique cmet¢o generate

51 =d;
S2= [z (dz - 04@51)
22
. K1
S =fr | dx — Kig ), 1.25
K= <K ;TKK ) (1.25)

wheredy, is the kth diagonal entry ofD, andr;; is the entry on theéth row and in thejth
column of R. We may write this equation in terms of the vector of integktkat the modulo
function effectively adds to the signal:

5= ((1-a)/+aD'R)”™" (d+7d) . (1.26)
The signak = Q*s is formed, normalized, and then sent through the channel KThisers

receive

1 1 1 _
x=—Hs+e=—R((1-a)l+aD 'R d+7d) +e.
= R0 ) @)
The parametet: increases the SINR for each user, similar to what the paemetoes
with regularized inversion in Section 1.3.2. gt be the data received at th¢h user; de-
coding occurs at usérbased on [1, 39]

/
Y = ff'k (ayk) 5
wherer, = 7%. Each receiver models the received data as
N

Yp = Q
k ﬁ

wherew), combines the additive receiver noigg and the interference. We do not analyze
the algorithm but simply mention that at highiwherea — 1),

d;ﬁ—w}w

s=Q'R'D(d+7d), (1.27)
which yields
b= f (rkkdk +rl+ wk> (1.28)
k Tk ﬁ

Whena = 1 there is no interference at usefrom the other users’ signals. The algorithm
described here differs slightly from those of [61, 62] in autroduction of the parameter.
However, our use of is well-known in the DPC literature [1, 39], including in tleiginal
paper by Costa [43]. An important characteristic of thesel@Red algorithms is that they
do not achieve full diversity, although they do provide anffigant computational advantage.
For K = Ng, the complexity is of ordef 2. This is much less that for typical integer least-
squares algorithms, which have expected complexity ofrakdieas described in [63]. A high
peak-to-average power ratio can cause clipping in powelifienp and accuracy problems
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in processors with limited wordlength. We note that the téghe described here explicitly
limits the peak signal strength; further research is needettie use of a modulo function to
minimize the peak-to-average power ratio.

A V-BLAST-type ordering of the users can also be applied ®@R decomposition [9,
64], with similar complexity in the resulting precoding atghm. In this case a permutation
of the users is obtained as part of the V-BLAST decompositioa rest of the algorithm is
similar to that above for the QR-based techniques. A MMSEDMABT decomposition re-
turnsQ andR matrices that are no longer orthogonal and triangular.e@sgely. Some in-
terference is allowed at each user in order to increase @b BINR. For a full description
and analysis of the basic V-BLAST technique, see [64]. TheSHEWersion of this technique
performs especially well [65]; however, it also does noti@afithe full spatial/multi-user di-
versity available. This can be easily seen by noting thatastlone channel is processed
linearly; at high SNR this channel will give an upper boundp@nformance and result in the
same diversity as the linear techniques described in Settil.

In contrast to the above techniques, an algorithm for finthiegnteger offset vector using
the Lenstra-Lenstra-L@sz (LLL) algorithm [66] does give full diversity; at high $\the
slope of the error curves for this technique are the sameragefior precoding. The LLL
matrix decomposition of the channel results in an integetrimmavith unit determinant, and
a reduced matriB:

H =BT, suchthat |T|==+1. (1.29)

ThusB has the same determinantHs This decomposition can be used to obtain the Babai
estimate of the integer offset:

(1.30)

-1
d:TT{T dJ .

T

MMSE versions of this algorithm exist for the uplink [67],0ligh they have not been ex-
plored as much in the downlink setting.

1.3.5 Power Control

As mentioned above, sum rate maximization in “near-farhat®s may result in one or two
strong users taking a dominant share of the available pgegentially leaving weak users
with little or no throughput. Consequently, in practiceg tthualpower control problem is
often of more interesi,e., minimizing power output at the transmitter subject to acimg

a desired QoS for each user. We illustrate this approachwbielothe case where QoS is
measured in terms of SINR. Assuming linear transmit beaméos and unit-power data
symbols and noise, the SINR for ugetan be expressed as:

b:R;b;

SINR; =
J Zk;ﬁjbszbk+1 ’

(1.31)

where eitheR; = h;h? or R; = £{h;h}} depending on the type of CSI available at the
transmitter.
Given a desired minimum SINR for each user, which we denotg; bthe power control
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problem can be formulated as follows:

K
min bib
b1, bk o1 KOk

st biRb;
Zk;ﬁj bZRkbk +1

In [23, 24], iterative algorithms are presented that sdigproblem when a feasible solution
exists {.e, if the SINR constraints can be met). An alternative formaotaof the problem
is presented in [25], where (1.32) is recast as a minimiraticer the matrice®V; = b;b’
rather than the beamformets directly. It is shown that the constraint th¥; be rank
one can be relaxed, and the resulting optimization probléiirstill have an optimal rank-
one solution. The advantage of this approach is that thelgmobecomes a semidefinite
optimization, for which efficient numerical algorithms siWhile the above discussion has
focused on linear beamforming, an approach based on vewooging would be a natural
extension of this work.

(1.32)

>n; , j=1,--- K.

1.4 Multiple Antenna Receivers

With only a single antenna, the users in the network can parfm spatial interference sup-
pression of their own, and can only receive data over a sgga¢ial channel. With multiple

antennas, these restrictions are removed, provided thatehsmitter and receiver can coor-
dinate their spatial processing, and appropriately aliottae available spatial resources. In
this chapter, we present several methods that take adeaotdle presence of multiple an-
tennas at the receivers for increased throughput, enhamiegterence suppression, or both.

1.4.1 Channel Block-Diagonalization

The single-antenna techniques of the previous sectiomldmulirectly applied in the multiple-
antenna receiver case, provided that< nr, i.e., the number of transmit antennas is greater
than the number of receive antennas summed over all the. lisemsch cases, each receive
antenna is considered to be a separate “user,” and eacmitsetsdata stream is decoded
independently on each receive antenna as if it were a SIS@nehaAs mentioned above,
while this approach results in a very simple receiver, itrlyveonstrains the problem and
will lead to suboptimal performance.

Rather than forcindIB in (1.2) to be diagonal (or nearly so), an alternative is t&ena
it block-diagonal [7, 26—30]. This removes inter-user iféeence, but requires that the re-
ceiver perform some type of spatial demultiplexing to sefmand decode the individual data
streams sent to it. To be precise, the goal is to Bnsluch that

M;
HB = , (1.33)
Mk
whereM;; isng, x ngr; assuming that up ter; data streams are transmitted to usésome
of the columns oM could be zero so that; < ng,). There are several criteria that could
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be used to determin®l;. Below, we present an algorithm that is sum-capacity-adtnie
under the block-diagonal constraint [7].
DefineH; as the following(ng — ng;) x ny matrix:
f,-[H! .- H°HL, H, .. HE] . (1.34)
If we denote the rank dfi; asL;, then the nullspace & ; has dimensiomr — L; > np,.
The SVD ofH; is partitioned as follows:

=05, [V§1> v } , (1.35)

whereV'?) holds thenp — L singular vectors in the nuIIspacer The columns 01V
are candidates for usg's beamformmg matridB;, since they will produce zero mterference

at the other users. Sin(fég.o) potentially holds more beamformers than the number of data
streams that usgrcan support, an optimal linear combination of these vecturst be found
to form B, which can have at mostz, columns. To do this, the following SVD is formed:

S(0) _ [y1) y1@] | 2 0 1) 0 1"
H,V = [UlY U H J OMV]. vl (1.36)

whereX; is L; x L; andV (1) represents thé.; singular vectors with non-zero singular

values. The; < npg, columns of the produd/'(o)V(l) represent (to within a power loading
factor) the beamformers that maximize the mformatlon fateuser;j subject to producing
zero inter-user interference.

The transmit beamformer matrix will thus have the followfogm:

B-— [VEO)V?) LV Oy ] AY? (1.37)

whereA is a diagonal matrix whose elements scale the power alldta&ach “sub-channel.”
With B chosen as in (1.37), the capacity of the block-diagonatingBD) method becomes

Cpp = maxlog, I+ 3°A| st TH(A) =p, (1.38)

where
3

> = . (1.39)
b3} e

The optimal power loading coefficients iv are then found using water-filling on the diago-
nal elements ok. Forcing the inter-user interference to zero also allowsfpower control
formulation of the above approach. This is done by perfogmiater-filling on eact®; in-
dividually in order to achieve the desired rate for ugethen formingA from the diagonal
matrices that result for each user.

Figure 1.8 illustrates the performance of the BD algorithnd aeveral alternatives for a
case involvingny = 4 andngr = 4 with p = 10dB. The elements df were independent
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Rayleigh random variables with unit variance, and the caivé distribution function of
the capacity achieved by each method is plotted. The BD iéfgois implemented for three
different scenarios: four users with one antenna edthl(1,1} x 4), two users with two
antennas each?,2} x 4), and a single user with 4 antennas (referred to as “1 User” in
the figure). “Inversion” refers to channel inversion wittuagpower distributed to each data
stream, and “TDM" refers to the case where no channel inftionds available and the users
are simply time-multiplexed. Note that the difference begw channel inversion and BD in
the{1,1,1,1} x 4 case is due to the fact that BD employs an optimal power dilataia
water-filling. The single-user performance is obviousky best, since it does not require the
block-diagonal constraint. The improved performance ofiBEhe {2, 2} x 4 case compared
with the{1,1, 1,1} x 4 scenario demonstrates the advantage of relaxing the ezqent that
the channel be identically diagonalized.
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Figure 1.8: Cumulative distributions of the sum capacity/#g = nr = 4 achieved by
several transmit beamforming strategies.

1.4.2 Combined Block Diagonalization and MMSE THP Precoding

Block diagonalization (BD) always outperforms channekirsion, but it is still worse than
MMSE THP transmit filtering when the users are equipped witk antenna each. In a
scenario where we have multiple users equipped with one og ardennas, the performance
of the single-antenna users degrades the overall systdoripance. In [68] a combination
of MMSE THP and block diagonalization is proposed, where MBMBHP is used for the
single-antenna users and block diagonalization for theiptedantenna users. This approach
significantly improves the performance of the single-antemsers, and hence also that of the
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Figure 1.9: Average BER of the single- as well as the mukgigenna users as a function of
the SNR. For the single-antenna users we use either BD or MIMEE

overall system.

In the combined BD and MMSE THP approach, the modulation icedrfor multiple-
antenna users are chosen to lie in the null space of the charateces of the other users
including those with single antennas. In this way the edaiviachannel for the single-antenna
users looks as if there are no multiple-antenna users fgréd3s improves diversity for these
users, which in turn improves their BER performance. MMSHETislapplied on the network
channel corresponding to these single-antenna users. atadrdnsmitted to the multiple-
antenna users is also precoded using THP in order to elimthat multi-user interference
which in this case only originates from the single-antenserst

Figures 1.9 and 1.10 illustrate the performance of this doatbtechnique. In the sim-
ulations, the data rate for each user is assumed to be pimmrto the number of receive
antennas. In Figure 1.9 we compare the performance of théphedland single-antenna
users in a system with the configuratiph 1, 2,2} x 6. The BER performance of the single-
antenna users is represented using dashed lines. Here vpauethe following algorithms:
BD with dominant eigenmode transmission (DET), MMSE THR| BD MMSE THP. In the
case of MMSE THP, both single- and multiple-antenna users kamilar performance. For
BD DET and BD MMSE THP, there is a difference between the perémce of the single-
and multiple-antenna users. From the results for BD DET aDdWVSE THP, where the
only difference is that in the first case we use BD for singleeana users and in the second
case we use MMSE THP, we can see that MMSE THP clearly outmesf®@D for single-
antenna users. In Fig. 1.10, the overall system performandepicted comparing MMSE
THP, BD, and the combination of BD and MMSE THP. The combuoratf BD and MMSE
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Figure 1.10 Overall BER of all users as a function of the SNR.

THP achieves an SNR gain of about 2 dB with respect to MMSE THP.

1.4.3 Coordinated Tx/Rx Beamforming

Strictly speaking, the BD algorithm does not require > ng. However, when there are
more than just a couple of usersy is usually close to the lower bound on the number of
transmit antennasin this section, we examine methods that have a less stiimgastraint
onng, namely thatir be no smaller than the total number of data streams to bentitiad.
For example, ifm; = 1 for all j, thenny > K would be required. Obviously, in a real
system where the total number of users serviced by a basestvery large, spatial multi-
plexing must be augmented by other multiple access techsiguch as time and frequency
multiplexing. A key question is how to best group theusers to be spatially multiplexed
together into a given time/frequency slot.

To begin, consider the case wherg = 1, and each receiver uses a beamformerin

1Technically, the BD approach requires
nr > max{rank(ﬁl), . ,ranl(ﬁK)} .
Since ranl@ﬂj) < ng —nR;, it is clear thatnz can be larger than,. For example, two users with 3 antennas

each could be accommodated by a transmit array with no more thatedras, and possibly fewer depending on
the rank ofH; andHo.
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Figure 1.11: An illustration of coordinated transmitteceiver beamforming, where the
transmitter estimates what beamformers the receiverssimng,.creates a “virtual channel”
matrix with one row per user, and uses channel inversiondaterthe transmit-side beam-
formers.

decoding the symbal; that is sent to it:

K
7y = Wix; = D WiH bedy + wie, (1.40)
k=1
K
= hibpdy +¢; (1.41)
k=1

whereﬁ;f = w;H; represents the effective channel from the transmit array¢coutput
of the receive beamformer, aing = we; represents the noise at the output of the receive
beamformer. If we definBl* = [ hy --- hg |, then we obtain an equation identical in form
to (1.2):

x=HBd+e. (1.42)

Each receiver has a single elemenkaissociated with it, so (1.42) has the same dimensions
as (1.2) whemr, = 1. The implication is that, if the transmitter somehow haswieolge of
w1, -, Wg, then it knowsH, and hence any of the downlink algorithms in Section 1.3 for
the single-antenna-per-user case could be used. The nateditransmit-receive beamform-
ing technique is illustrated in Figure 1.11.

The composite channdl could be estimated directly by the transmitter using uplink
training data in a reciprocal time-division duplex (TDD)s$ym, assuming that the receiver
will use the conjugate of its transmit weights for downliiception. However, this approach
begs the question of how the receiver chose its beamformdridether or not any type
of optimal solution is possible. An alternative is to assuime basestation knows what al-
gorithm each receiver uses in computing its own “optimateiee beamformer. Since the
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base generates the interference that each user sees, @Vércén predict what each user’s
beamformer will be. For example, suppose it is known that gsamploys MMSE receive
beamforming. Then

wy = [E{x;x;}] 7 € {x;d5} (1.43)
-1
= |> _H;byb;H; +1| H;b;, (1.44)
ke

which can be computed at the transmitter. Alternativelyhé receiver uses maximal ratio

combining (MRC), thenw; = H;b,, which is also a function of information known at the

transmitter. Whatever the criterion chosen by the receivées likely that the optimal value

for w; will depend on one or more of the transmit beamforme® ifOn the other hand, the

choice ofB in (1.42) depends oHI, which in turn depends on the receive beamfornveys
The interdependency &f; andB suggests the following iterative approach:

1. Find an initial value fow, - - - , wg. For example, they could be chosen as the prin-
ciple left singular vectors of the respective channel rasH ;.

2. Repeat steps 3-4 until convergence.

3. Givenwy,--- ,wg, calculateH and findB using any of the algorithms discussed
above (MMSE, MRC, or other).

4. GivenB, recalculate the receive beamformevrs, - - -, wx according to their respec-
tive algorithms.

Convergence can be said to have occurred, for example, wihappreciable change in the
achieved SINR or sum rate is observed from one iteration éongxt. Algorithms of this
general form have been presented in [7, 32—37]. While aralytesults for these approaches
are scarce, empirical evidence suggests they have retiablergence behavior.

In situations wheren; > 1, solutions similar to those in Section 1.4.1 are possible,
where in this case it is the effective chand&lthat is block-diagonalized. For this case,
step 3 in the above iterative algorithm is replaced by eithercapacity or the power control
formulation of the BD algorithm, and rather than computihg thew, - - -, wx vectors in
step 4 independently, they are taken from the left singlm:torsUgl) in equation (1.36)
with H; replaced byH; (whenm; = 1 this is equivalent to using MRC beamformers).
Figure 1.12 plots the cumulative distribution functionsapacity for the coordinated Tx/Rx
beamforming algorithm described above. The SNR for thisgta is 10dB and the channels
were all composed of independent, Rayleigh distributedesntSeveral base/user geometries
were considered! x 4 (single-user case);2,2} x 4 with my = mo = 2, {4,4} x 4 also
with m; = my = 2, {2,2,2,2} x 4 and{4,4,4,4} x 4. In the latter two scenarios, one
sub-channel is allocated to each user, and channel inveisiased to determinB. When
m; = 2, the BD algorithm is assumed. As expected, the more totaive@ntennas that are
available, the more flexibility there is in finding a good galn, and the higher the capacity.
The 4 x 4 single-user system outperforms tf& 2} x 4 case since it does not require the
block-diagonal constraint. Similarly, tHe, 4} x 4 channel achieves higher capacity than the
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Figure 1.12: Cumulative distributions of the sum capaaitydoordinated Tx/Rx beamform-
ing in several scenarios.

{2,2,2,2} x 4 system since the block-diagonal constraint is less réisgithan full channel
diagonalization.

An obvious extension of this work is to combine the joint sanit-receive beamforming
technique with the vector precoding approach of SectiorB14& the transmitter, the nonlin-
ear integer offset would be applied based on the effectiamiobl which would include the
transmit beamformers, with the modulo operation at theivecg occurring after the receive
beamformers are applied. Similar to the significant divgrgain seen in Section 1.3.3 over
linear techniques, the combined technique is anticipategradvide a significant diversity
gain over linear joint transmit-receive beamforming.

1.5 Open Problems
1.5.1 Coding and Capacity

Analytic solutions for determining the multi-user capwgaiggion in arbitrary scenarios is
the most visible open problem in the area of multi-antennétiraser coding. The case of
Gaussian noise was recently solved [5], but the generalgrobas not been solved. This and
other theoretical results for the broadcast channel halteoudirty-paper coding techniques,
which are rather complex. An important area of research dirfiqnsimple techniques for
approaching the dirty-paper limit. In Section 1.3.3 we uaesimple modulo operation to
approach capacity; this idea may be extended to higherrdiioeal lattices. Though these
lattices are difficult to use for encoding and decoding, mnplexity techniques [9, 67]
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based on the LLL [66] algorithm exist.

A classic coding approach would be to use a QR-type approadh &ection 1.3.4
but with a more complex dirty-paper coding scheme replatiiegsimple modulo function.
Candidate coding schemes include those based on nesteddd®8], repeat-accumulate
codes [40], low-density-parity-check codes [46, 47], amdlis precoding [48]. It remains
to be seen if the complexity of these schemes are prohiliitiyactical MIMO systems.
Though we have focused on the frequency-flat case with C8hassknown, future wireless
cellular systems will include appropriate coding to obtmporal and frequency diversity
as well as the spatial and multi-user diversity mentionex/ab

1.5.2 Partial or Imperfect CSI

Almost all of the work on both theoretical and practical ecaglapproaches for the MIMO
broadcast channel has assumed that the transmitter arderscall know the channel ex-
actly [1, 2, 4, 8-10, 69]. Accurate CSI may be easy to obtaierwthe channel is changing
slowly, e.g., as for indoor scenarios, but it is much more difficult in sitolas where the
basestation or users are highly mobile. An analysis of tmalpefor using imperfect or out-
dated feedback of channel information would be of signifidaenefit to system designers;
preliminary simulations indicate that the techniques afti®a@ 1.3.3 are robust to channel
estimation error or “stale” CSl. The sum-capacity when dghlytransmitter or when no one
knows the channel would also provide insight for practicading schemes. A related area
of open research is analysis of a system where the transmuittior receiver know only the
statistics of the channel coefficients. References to abpapers that have addressed this
problem can be found in [14].

It has been proposed [52] that MIMO channel prediction hasathility to lengthen the
time between training intervals over that obtained by SI$€ljgtion techniques. This is es-
pecially intriguing for multi-user scenarios where the ®8tden at the transmitter is consid-
erably higher than in the single-user case. Other CSlaglissues that require additional re-
search include: algorithms that take the statistics of laanel estimation error into account,
channel feedback methods that consume minimal bandwidthanalysis of the trade-offs
between the amount of CSI fed back to the transmitter anddhreayailable from using the
CSI. A comparison of the resources needed for channel egtimia a time-division duplex
versus a frequency-division duplex system is given in [70].

1.5.3 Scheduling

In systems with a single base-station antenna, it is wellWmfy1] that transmitting to the
user with the strongest channel at any given time achieessuim-rate capacity. The resulting
“multi-user diversity” is expected to be present as welhia imulti-antenna case. The idea is
that when a large number of users are sharing a network wittlyetime-varying channels,
a base station may use intelligent scheduling algorithnimpoove capacity by transmitting
to a subset of users. In situations whéfes> nr, one obvious possibility is to transmit to a
set ofny users at each symbol time. The users with strongest average channel strength
could be selected, or some orthogonality criterion couldde [72].

In situations where minimal channel variation is to be fouimgportunistic beamform-
ing” has been used to create artificial channel variatioritimgons where it might not oth-
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erwise exist [73]Proportional fair scheduling is also investigated in [73] as a way to ensure
that users are treated fairly over some time interval. Somkk \lwas been done in extend-
ing the opportunistic beamforming idea to the case where btion and mobile stations
all have multiple antennas [74], but this has not been stueigensively. Multiple random
beams are used in [75] with limited feedback to communicatie many users. Other recent
studies in the area of scheduling include [76-90].

1.5.4 Resource Allocation

Related to the scheduling problem are numerous issuesribatehen considering practical
network implementations. For example, a typical scenariolves more users than transmit
antennas; if SDMA is used to supplement existing TDMA and FDivhplementations, it
is important to consider how the users in the network will beuged together. In particu-
lar, since the different spatial channels are non-orthafyanis critical that only “spatially-
compatible” users be chosen to be time- or frequency-cémti[91]. Efficient methods are
needed to determine how to optimally determine which useasietwork should be spatially
multiplexed.

Downlink processing is only one aspect of the multi-user NMroblem. The uplink
MIMO MAC has received significant attention in recent yeaex([3, 4, 14] for a discussion
of the MIMO MAC and some of the duality relationships it stevdgth the MIMO broadcast
channel). We have focused solely on the cellular networkitacture with a base terminal
and users that communicate data to the baddioc networks composed of multiple antenna
nodes are of increasing interest, especially in militaqgligptions. An important question is
how MIMO nodes could be exploited in message relaying, whigneal “hops” are required
to connect widely separated network nodes. When considetingf these ideas together
in the context of a network where all users have arrays, cexitgl grows very quickly;
it is unlikely that globally optimal solutions can be easibund. The ability of heuristic
algorithms for scheduling and relaying to achieve the atéé capacity remains an important
area for future research. Some preliminary studies on tpkcagion of MIMO techniques to
ad-hoc networks have been conducted.( see [92-95]).

Though the general area of multi-user communications has tell-studied, the addi-
tion of multiple antennas in a wireless network opens up nraawy areas of research which
have not yet been addressed. Space does not permit a commpltaent of this topic; in
addition to the references cited above, there have been &eruai other important re-
sults that have not been mentioned, including methods baisextimating physical chan-
nel parameterse(g., directions of arrivaletc.) [96—100], “multi-cell” or multi-basestation
MIMO [101, 102], and others [103—-107].

1.6 Summary

A brief overview of coding techniques for the multi-user M@Mdownlink has been given
in this chapter. We began with a description of techniquegte special case where each
user in the network has a single antenna. The capacity ofnehémversion was shown to
approach a constant as the number of antennas grows, a fiatt wticates its inefficiency.
A combination of regularized channel inversion and intggenturbation of the data to be



REFERENCES 29

transmitted is shown to operate near capacity when combinddan appropriate channel
code. Linear techniques for multiple-antenna receivergwéso presented, including block
diagonalization of the channel and joint transmit/recéigamforming.

Despite the progress in this area, many open problems reifiicient techniques for
multi-user scheduling, acquisition of CSI at the base@tatind coding must be developed.
Future wireless cellular systems may include channel ingdlechniques at the base station,
and use of this CSI with appropriate coding to obtain temipreguency, spatial, and multi-
user diversity. The complexity of this system is a seriousllehge for researchers, since it
grows rapidly with the number of antennas, users, bandveidthcode length.
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