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Abstract

The subject of this thesis is linear cryptanalysis of substitution-permutation networks

(SPNs). We focus on the rigorous form of linear cryptanalysis, which requires the

concept of linear hulls.

First, we consider SPNs in which the s-boxes are selected independently and uni-

formly from the set of all bijective n × n s-boxes. We derive an expression for the

expected linear probability values of such an SPN, and give evidence that this ex-

pression converges to the corresponding value for the true random cipher. This adds

quantitative support to the claim that the SPN structure is a good approximation to

the true random cipher. We conjecture that this convergence holds for a large class

of SPNs.

In addition, we derive a lower bound on the probability that an SPN with ran-

domly selected s-boxes is practically secure against linear cryptanalysis after a given

number of rounds. For common block sizes, experimental evidence indicates that this

probability rapidly approaches 1 with an increasing number of rounds.

We then consider SPNs with fixed s-boxes. We present two new algorithms for

upper bounding the maximum average linear hull probability for SPNs. These algo-

rithms, named KMT1 and KMT2, are the first completely general algorithms for this

purpose—they can be applied to any SPN, and they compute an upper bound that
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is a function of the number of encryption rounds being evaluated. In contrast, other

approaches to this problem either require that the SPN linear transformation have

a specific structure, or compute a single value independent of the number of rounds.

By applying KMT1 and KMT2 to the AES, we establish the provable security of the

AES against linear cryptanalysis.

As a straightforward application of our work with linear hulls, we analyze the

Q cipher, an SPN submitted to the European Commission’s NESSIE cryptographic

competition. By using linear characteristics, not linear hulls, the designer of Q eval-

uates the cipher to be secure against linear cryptanalysis. However, we prove that

Q can be broken using linear cryptanalysis based on linear hulls. To our knowledge,

this is the first use of linear hulls to break a proposed cipher.

ii



Acknowledgments

Hitherto hath the Lord helped us.

I Samuel 7:12

The Holy Bible

I am grateful to my co-supervisors, Henk Meijer (School of Computing) and

Stafford Tavares (Electrical and Computer Engineering), for a steady source of ideas,

enthusiasm, and collegiality. I feel that I could not have had a better supervisory

arrangement.

I acknowledge the funding agencies that have provided financial support for the

research in this thesis: the Natural Sciences and Engineering Research Council of

Canada (NSERC), and Communications and Information Technology Ontario (CITO).

And I will always be thankful to my wife, Ronda, for her love and unwavering

support during the years that went into this thesis (and for her sharp editorial eye).

iii



Statement of Originality

I, Liam Keliher, certify that this Ph.D. dissertation is original, and that all the ideas

attributable to others have been properly referenced.

iv



Notation

N block size (number of plaintext/ciphertext bits)

n s-box input/output size

M number of s-boxes per round

R number of SPN rounds

K number of key bits

{0, 1}d set of all binary vectors of length d

wt(x) Hamming weight of binary vector x

⊕ exclusive OR operation (XOR)

x • y inner (dot) product of binary vectors x and y

0 all-zero binary vector

M′ transpose of matrix M

E [Z] expectation of random variable Z

ProbZ{. . .} probability over random variable Z

#A number of elements in set A

GF (2m) Galois field of size 2m
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SPN substitution-permutation network

AES Advanced Encryption Standard

LP linear probability

ELP expected linear probability

LCP linear characteristic probability

ELCP expected linear characteristic probability

ALH approximate linear hull

MALHP maximum average linear hull probability

DP differential probability

EDP expected differential probability

T number of “core” SPN rounds under consideration

NL data complexity for linear cryptanalysis

Bl linear branch number

q maximum nontrivial LP value over SPN s-boxes
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Chapter 1

Introduction

The past few decades have witnessed the rapid proliferation of computing devices

of all sizes and capacities, together with the accompanying growth of networks con-

necting these devices (the most famous of which is the Internet). This has resulted

in unparalleled increases in efficiency and productivity, but has also accentuated the

need for techniques to protect digital information in storage and in transmission.

This thesis is concerned with cryptology, the design and analysis of mathematical

techniques for securing information. Many such techniques exist, but we will focus

our attention on block ciphers, which are considered the “workhorses of cryptology.”

A block cipher is a particular kind of algorithm used for scrambling (encrypting)

and unscrambling (decrypting) information in order to protect it from an adversary.

There is a rich collection of research dealing with block ciphers, and the following

thesis contributes to this body of work.
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CHAPTER 1. INTRODUCTION 2

1.1 Motivation for Research

One of the main block cipher architectures is the substitution-permutation network

(SPN). Although SPNs have been studied for many years, many mathematical prop-

erties of these structures are not fully understood. In particular, some of the most

powerful attacks on block ciphers have not been applied to SPNs as extensively as

to other cipher architectures (specifically, Feistel networks). The recent adoption of

the SPN Rijndael as the U.S. Government Advanced Encryption Standard (AES)

indicates widespread confidence in the security of SPNs. At the same time, the vast

amount of information that will be protected using the AES and other SPN-based

ciphers mandates continued rigorous analysis of this cipher structure.

It is also the case that many attacks on block ciphers have themselves only been

partially explored. Often an attack is based on one or more important insights into

aspects of cipher behavior that deviate from perfect randomness (according to some

measure). Such deviation can be exploited to deduce information about the cipher

key. However, in order to make the attack computationally feasible, significant values

are frequently approximated, often without bounding the error involved. The impli-

cations of these approximations may be critical for the security of the cipher, but

may not be entirely understood until long after the attack is first discovered. As a

consequence, there are many opportunities for theoretical and computational analysis

of existing attacks. One of the most powerful attacks, and an attack to which the

above comments apply, is linear cryptanalysis.

An important theoretical underpinning for linear cryptanalysis is the concept of

linear hulls. Linear hulls obviate the need for a widely used approximation, allowing a

more accurate evaluation of the resistance of ciphers to linear cryptanalysis. However,
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because they appear to introduce significant computational complexity, linear hulls

have not been adequately studied. As a result, there is a largely unexplored area of

research concerning the analysis and application of linear hulls.

1.2 Contributions of Thesis

The principal goal of this thesis is to extend the current understanding of linear

cryptanalysis of SPNs. We approach this goal from two main directions. First, we

consider SPNs in which the component substitution boxes (s-boxes) are randomly

selected. This is an elegant model, and is relevant in light of the fact that a number

of block ciphers incorporate pseudorandomly generated s-boxes. We derive a lower

bound on the probability that an SPN based on this model is practically secure against

linear cryptanalysis, and we give experimental evidence that this probability rapidly

approaches 1 with an increasing number of cipher rounds.

The single most important value used in linear cryptanalysis is expected linear

probability (ELP). We derive an exact expression for ELP values of an SPN with

randomly selected s-boxes, and show experimentally that this expression approaches

the corresponding value for the true random cipher, which is generally taken to be

the ideal cipher model. This adds quantitative support to the claim that the SPN

structure is a good approximation to the true random cipher. We conjecture that

this convergence holds for a large class of SPNs.

The second direction from which we approach the principal goal of this thesis

is to consider SPNs with fixed s-boxes. Here, our most significant contribution is

the introduction of two new algorithms for evaluating the provable security of such

SPNs against linear cryptanalysis. These algorithms, named KMT1 and KMT2, are
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the first completely general algorithms for this purpose—they can be applied to any

SPN, and they yield a measure of provable security that is a function of the number

of encryption rounds being evaluated. In contrast, other approaches to this problem

either require that the SPN linear transformation have a specific structure, or they

compute a single value independent of the number of rounds. By applying KMT1

and KMT2 to the AES, we establish the provable security of the AES against linear

cryptanalysis.

The main theoretical basis for much of the new work in this thesis is the concept

of linear hulls. One of our aims was to explore the extent of the efficacy of linear

hulls; we did so, and found a rich source of ideas. A surprisingly simple example of the

applicability of linear hulls arose from our analysis of the Q cipher, an SPN submitted

to the European Commission’s NESSIE competition for cryptographic primitives.

Without considering linear hulls, the designer of Q evaluates the cipher to be secure

against linear cryptanalysis. However, we prove that Q can be broken using linear

cryptanalysis based on linear hulls. To our knowledge, this is the first use of linear

hulls to break a proposed cipher.

1.3 Outline of Thesis

This thesis is organized as follows.

• In Chapter 2 we survey background material related to cryptology in general,

and block ciphers in particular, emphasizing relevant previous research.

• In Chapter 3 we present a thorough explanation of linear cryptanalysis, with

particular emphasis on its application to the SPN structure.
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• In Chapter 4 we examine expected linear probability values for SPNs with

randomly selected s-boxes. We derive an exact expression for these values, and

show experimentally that this expression converges to the corresponding value

for the true random cipher.

• In Chapter 5 we derive a new lower bound on the probability that an SPN with

randomly selected s-boxes is practically secure against linear cryptanalysis. We

give experimental evidence that this probability rapidly approaches 1 with an

increasing number of rounds.

• In Chapter 6 we introduce two new algorithms, KMT1 and KMT2, for evaluat-

ing provable security against linear cryptanalysis for SPNs with fixed s-boxes.

These are the first completely general algorithms for this purpose, and we use

them to establish the provable security of the AES against linear cryptanalysis.

• In Chapter 7 we analyze specific SPNs. First we present detailed information

about our application of KMT1 and KMT2 to the AES. We then explain our

use of linear hulls to break the Q cipher.

• In Chapter 8 we summarize the results of this thesis, and we give directions for

future research.

• In Appendix A we briefly explain the duality between linear and differential

cryptanalysis, and we present the dual versions of KMT1 and KMT2.



Chapter 2

Background and Previous Research

2.1 Cryptographic Context

Figure 2.1 depicts the basic scenario relevant to this thesis. Two communicating par-

ties, a sender and a receiver, wish to communicate over an insecure channel, such as

a phone line or the Internet. We assume the presence of an attacker who is able to

interact with the communication channel. This attacker may be passive (eavesdrop-

ping on transmissions) or active (manipulating data in transit).

ReceiverSender

Attacker

insecure channel

Figure 2.1: Basic scenario for two communicating parties

6
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2.1.1 Information Security Services

Cryptography is the study of mathematical techniques used to provide information

security services [81, 111]. A large number of information security services can be

identified, but the following four are widely considered to be foundational.

1. Secrecy (also called privacy or confidentiality)—the assurance that information

stored or being transmitted is inaccessible to unauthorized parties. Note that

an attacker may be able to view certain data (e.g., via a wiretap), but cannot

extract meaningful information from it.

2. Integrity—the protection of data from unauthorized manipulation. Data ma-

nipulation includes insertion, deletion, and substitution.

3. Authentication—the assurance that two communicating parties are who/what

they claim to be (entity authentication), and that any data subsequently com-

municated in fact originates with the claimed sender (data origin authentica-

tion). Note that data origin authentication implies integrity, since if data has

been manipulated it can no longer be attributed to the original sender.

4. Non-repudiation—the inability of a party to deny previous commitments or

actions. Non-repudiation is important in situations in which disputes may arise

over prior transactions. Protocols that ensure non-repudiation typically require

the involvement of a trusted third party.

The term cryptanalysis refers to techniques used to thwart, or “break,” cryptographic

techniques. Cryptology is the field of study that encompasses both cryptography and

cryptanalysis.
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2.2 Cryptographic Primitives

The building blocks of the cryptographic techniques used to provide information

security services are called cryptographic primitives. Most primitives are functions

whose inputs and outputs are elements of certain spaces of finite-length binary strings.

Figure 2.2 (from [81]) gives a useful taxonomy of cryptographic primitives.

Symmetric−key

Primitives

Cryptographic

Primitives

ciphers
Stream

ciphers
Block

Pseudorandom
sequences

Signatures

Identification
primitives

Arbitrary length
hash functions

One−way
permutations

Random
sequences

Symmetric−key
ciphers

Arbitrary length
hash functions

Public−key
ciphers

Signatures

Identification
primitives

Unkeyed

Primitives

Public−key

Primitives

Figure 2.2: Taxonomy of cryptographic primitives
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Each specific category of primitives in Figure 2.2 (i.e., any “leaf node” in the tree)

represents an entire sub-field of study within cryptography. Apart from a general

overview of ciphers in the next section, this thesis deals entirely with block ciphers;

the remaining primitives are outside the scope of this work.

2.3 Ciphers

We illustrate ciphers using Figure 2.3. Suppose the sender has a large file to transmit

to the receiver. The sender breaks this file into smaller pieces called plaintexts (usually

of fixed length). Each plaintext (p) is input into an encryption algorithm, which

also takes an encryption key, ke, as a parameter; the resulting output is called a

ciphertext (c). The ciphertext is sent over the insecure channel, and the receiver

recovers the plaintext using a decryption algorithm, which takes a decryption key, kd,

as a parameter. The plaintexts are then reassembled into the original file. The term

cipher (or encryption scheme) refers to the (parameterized) encryption/decryption

algorithms.

Encryption
Algorithm

ReceiverSender

kdke

insecure channel

p
Decryption
Algorithm

pc

Figure 2.3: Operation of a cipher
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2.3.1 Symmetric-Key Versus Public-Key Ciphers

There are two main categories of ciphers. In a symmetric-key cipher, either ke and

kd are equal, or they are easily derived from each other; for the remainder of this

thesis we will assume that ke = kd
def
= k. Clearly the use of a symmetric-key cipher

implies that the sender and receiver must first establish a shared key—this is called

the key-distribution problem.

In a public-key cipher [26] (also called an asymmetric-key cipher), there is an

asymmetry between the encryption and decryption keys. Each communicating party

wishing to receive information possesses a key pair (ke,kd). The encryption key, ke

(called the public key), can be widely distributed (e.g., on the receiver’s Web page),

while the decryption key, kd (the private key), is generally known only to the receiver.

It follows that any party can use ke to encrypt information and send it to the receiver,

but only the receiver can use kd to decrypt this information.

Public-key ciphers provide an elegant solution to the key distribution problem.

However public-key ciphers are typically much slower than symmetric-key ciphers

(e.g., 1/1000 the speed [112]), and in many cases require much longer keys to achieve

the same level of security (an issue in bandwidth-limited environments). As a result,

hybrid techniques incorporating symmetric-key and public-key ciphers in a comple-

mentary fashion are common. For example, one party can randomly generate a key,

k, to be used in a symmetric-key cipher. This key is then encrypted with the sec-

ond party’s public key, and sent over the channel. The second party decrypts k

with the corresponding private key, and then both parties switch to an agreed-upon

symmetric-key cipher using k.
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2.3.2 Block Ciphers and Stream Ciphers

As shown in Figure 2.2, symmetric-key ciphers are further categorized into block

ciphers and stream ciphers. A block cipher is a bijective mapping from {0, 1}N to

{0, 1}N , parameterized by k ∈ {0, 1}K (N is called the block size). Typical block

sizes are N ∈ {64, 128}, and typical key lengths are K ∈ {128, 192, 256} (key lengths

of 56 and 64 bits are common in older block ciphers). A block cipher has the obvious

feature that, for a fixed key, a given plaintext will always map to the same ciphertext.

(This is true for the straightforward application of a block cipher, called electronic

codebook (ECB) mode. There are other block cipher modes for which this no longer

holds—we do not deal with these [112].)

A stream cipher breaks a message to be encrypted into much smaller plaintexts,

typically individual bits (sometimes bytes), x1,x2,x3, . . .. The key, k, is expanded

into a keystream, z1, z2, z3, . . .. The ith ciphertext is obtained by combining xi and

zi according to some rule (often the XOR operation, which requires that xi and zi

have the same number of bits). It follows that identical plaintexts do not always

encrypt to identical ciphertexts. A stream cipher derives its name from the fact that

it can be viewed as processing its input as a continuous stream. Note that Figure 2.3

needs to be augmented to correctly depict the operation of a stream cipher, since the

encryption and decryption algorithms now have state, namely the index i.1

1The variable i is adequate to store the state for a synchronous stream cipher; for a general
stream cipher, the state also depends on the previous plaintexts, x1,x2, . . . ,xi−1 [112].
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2.4 Block Cipher Architectures

Modern block ciphers can trace their roots to a landmark paper by Claude Shan-

non [107] in which the principles of confusion and diffusion were outlined. Confusion

is the obscuring of the relationship between the plaintext and the ciphertext. Diffu-

sion involves “spreading out” patterns in the plaintext so that they are no longer de-

tectable in the ciphertext [104]. Shannon suggested that confusion and diffusion could

be achieved through the use of substitution and linear transformation,2 respectively.

The two main block cipher architectures, substitution-permutation networks [28] and

Feistel networks [29], both use substitution and linear transformation to implement

Shannon’s principles. Both also are examples of product ciphers—ciphers that are

constructed by composing two or more encryption operations. In general, a product

cipher is stronger than each of its constituent operations. An iterated cipher is a prod-

uct cipher that consists of repeated application of the same encryption step, called

a round [81]. A round may itself consist of multiple encryption steps; in general,

different keying material is used in each round.

Note that for the remainder of this thesis, the terms cipher and block cipher will

be used interchangeably.

2.4.1 Key-Scheduling Algorithms

In most block ciphers, keying material is mixed with the intermediate block in each

round. Typically, a separate key-scheduling algorithm is used to generate a series of

subkeys (or round keys) from the original key, k (sometimes called the master key).

2In fact, a linear transformation in a cipher is sometimes called a diffusion layer [99].
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We denote these subkeys k1,k2,k3, . . .; subkey kr is incorporated into round r. Ad-

ditional subkeys may also be generated and mixed at other points in the cipher, for

example, before the first round or after the last round (this technique, intended to

prevent an attacker from knowing the actual input to or output from some part of

the cipher, is called whitening [104]). We do not focus on the design of key-scheduling

algorithms as they are not relevant to our analysis in later chapters. However, it is

worth noting that a poorly designed key-scheduling algorithm may introduce signifi-

cant weaknesses into a cipher, opening the door for certain attacks (e.g., related-key

attacks [9]). Many cipher designers build cryptographically strong key-scheduling al-

gorithms by incorporating features of the cipher itself—this approach is used by the

AES [25], Camellia [6], Twofish [105], and Serpent [4], among others.

Unless stated otherwise, we assume the most general situation for the key, namely

that k is an independent key [10], a concatenation of (the appropriate number of) sub-

keys chosen independently from the uniform distribution on {0, 1}N . This assumption

has the advantage of simplifying many kinds of analysis. It generally represents the

most difficult keying situation to attack, since key-scheduling algorithms typically gen-

erate only a small subset of all possible vectors of subkeys, and, as noted above, may

introduce weaknesses that can be exploited separately from the encryption/decryption

algorithms. Therefore, it is often prudent for a cryptanalyst to assume the use of an

independent key, since an attack that is successful in this model may have a higher

success rate when there are correlations among the subkeys. As well, the assumption

of an independent key is frequently made by a cipher designer when evaluating resis-

tance to various attacks, but features of the key-scheduling algorithm should also be

given careful consideration.
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2.4.2 Substitution-Permutation Networks

An R-round substitution-permutation network (SPN) [28] requires (R+1) N -bit sub-

keys, k1,k2, . . . ,kR,kR+1. Each round consists of three stages, or layers. In the key-

mixing stage, the N -bit round input is bitwise XOR’d with the subkey for that round.

In the substitution stage, the resulting block is partitioned into M subblocks of size n

(N = Mn), and each subblock becomes the input to a bijective n×n substitution box

(s-box )—a bijective mapping from {0, 1}n to {0, 1}n. In the linear transformation

stage, the output from the substitution stage is processed through an invertible N -bit

linear transformation. (Classically, the linear transformation was a bitwise permu-

tation, hence the origin of the name substitution-permutation network [28].) If we

represent the linear transformation as an invertible N × N binary matrix, we will

use L to denote this matrix. The linear transformation is usually omitted from the

last round, since it is easily shown that its inclusion adds no cryptographic strength

to the SPN. A final subkey, kR+1, is XOR’d with the output of round R to form

the ciphertext. We will assume that the same linear transformation is used in each

round. Unless specified otherwise, no restriction is placed on the choice of s-boxes.

Figure 2.4 depicts an example SPN with N = 16, M = n = 4, and R = 3.

Decryption is accomplished by running the SPN “backwards.” Subkey kR+1 is first

XOR’d with the ciphertext, and then in each round r (from R down to 1), the inverse

linear transformation is applied, followed by the inverse s-boxes, and the resulting

block is XOR’d with kr.
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ciphertext

Invertible Linear Transformation

plaintext

Invertible Linear Transformation

s-boxes

round 1

round 2

round 3

k1

k2

k4

k3

Figure 2.4: SPN structure with N = 16, M = n = 4, R = 3

2.4.3 Feistel Networks

A Feistel network [29] is a block cipher that modifies half of the current block in

each round (this requires an even block size). An R-round Feistel network makes

use of R subkeys, k1,k2, . . . ,kR (the length of the subkeys depends on the round

structure). Let the left and right halves of the N -bit input to round r be denoted

xr
L and xr

R, respectively. The right half, xr
R, becomes the input to a round function,

fr : {0, 1}N/2 → {0, 1}N/2, which also takes kr as a parameter. The output from fr is

XOR’d with xr
L to form xr+1

R (the right half of the input to the next round), while xr
R

is preserved unchanged as xr+1
L . This swapping of half blocks occurs in every round

except the last. With the above notation, the plaintext is given by p = 〈x1
L,x1

R〉
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and the ciphertext is given by c =
〈
xR+1

L ,xR+1
R

〉
. Figure 2.5 depicts the basic Feistel

network structure.

k2

k1

kR

kR−1

round 2

plaintext

ciphertext

round (R− 1)

round R

round 1

fR

f2

f1

fR−1

x1
L x1

R

Figure 2.5: Basic Feistel network architecture

There are many approaches to the design of Feistel network round functions, but

a common theme is to incorporate the basic features of an SPN round, i.e., some

arrangement of s-boxes and linear transformations [6, 29, 51, 52, 53]. It is easy to

show, however, that a Feistel network round function does not need to be invertible,

allowing greater flexibility in its design.
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In terms of implementation, one of the main advantages of the Feistel network

structure is that encryption and decryption are essentially identical operations—a

ciphertext is decrypted by processing it through the encryption algorithm, but re-

versing the order of the round functions (and corresponding subkeys). If the same

round function is used in each round (a common approach), only the order of the

subkeys needs to be reversed. This eliminates the need to generate/store inverse

components.

Schneier and Kelsey introduced the concept of unbalanced Feistel networks [103],

or UFNs. In a UFN, xr
L and xr

R are not equal in size (conventional Feistel networks

are called balanced in [103]). If the lengths of xr
L and xr

R are s and t bits, respectively

(s + t = N), then fr : {0, 1}t → {0, 1}s. The inputs to the next round, xr+1
L and xr+1

R

(lengths s and t bits, respectively), are defined such that

xr+1
L ‖xr+1

R = xr
R ‖ (fr (xr

R)⊕ xr
L) ,

where ‖ is the concatenation operator. Clearly this is a modified version of the

structure in Figure 2.5. Schneier and Kelsey give preliminary arguments that in

certain cases a UFN may have increased resistance to certain attacks. Variations of

the UFN approach are used in ciphers such as CAST-256 [3] and MARS [19].

2.4.4 Other Block Cipher Architectures

Although SPNs and Feistel networks are the most common block cipher architectures,

there are a number of ciphers that do not adhere to either structure. However, most

retain the basic concept of constructing a cipher from repeated rounds. We mention

a couple of examples here.

In the block cipher IDEA [69, 70], which has a 64-bit block size and consists of 8
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rounds, the round input is split into four 16-bit words, and these are combined with

each other and with six 16-bit subkeys using a combination of binary operations on

{0, 1}16 from different algebraic groups. IDEA has been extensively analyzed and

widely implemented [104]; it appears that this mixing of algebraic groups is a good

source of security.

The block cipher RC6 [100] has a 128-bit block size and consists of 20 rounds.

RC6 can essentially be viewed as two 64-bit Feistel networks operating in parallel,

with interactions occurring in each round. RC6 makes extensive use of data-dependent

rotations—bitwise rotations of data words in which the amount of rotation depends

on other intermediate values.

2.4.5 The True Random Cipher

For a given block size N , the true random cipher (or ideal cipher) is the key-

parameterized family of all bijective mappings from {0, 1}N to {0, 1}N such that each

mapping is realized by exactly one key. For common block sizes, the true random

cipher cannot be practically implemented since it would require a key of astronomical

length (approximately N × 2N bits) [81]. However, the true random cipher is impor-

tant theoretically, and is generally considered to be the ideal block cipher model [31].

2.5 Block Cipher Standards

In the history of modern block ciphers, standardization initiatives by governments

and by various national and international bodies have played a significant role. We

briefly discuss three important examples.
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2.5.1 The Data Encryption Standard (DES)

The first major initiative was a 1973 call for proposals for a cipher standard by the

National Bureau of Standards (NBS) (now the National Institute of Standards and

Technology (NIST)) of the U.S. Department of Commerce. At this time, cryptography

outside of military establishments was in its infancy; the NBS received only one serious

candidate—a block cipher called Lucifer [110], developed by IBM in the late 1960s and

early 1970s. On January 15, 1977, the NBS published a modified version of Lucifer

called the Data Encryption Standard (DES) [32]. DES is a 16-round Feistel network

with a 64-bit block size and a 56-bit key (from the beginning, the small key size

was a source of criticism [27]). The publication of DES marked the beginning of the

widespread study of block ciphers. Many cryptanalytic attacks have been developed

in the context of trying to find weaknesses in DES [14, 66, 71, 74, 113]. In addition,

many DES-like block ciphers have since been proposed and studied [2, 18, 64, 108].

2.5.2 The Advanced Encryption Standard (AES)

In September 1997, NIST began a process to select a replacement for DES, to be

called the Advanced Encryption Standard (AES) [86]. Candidates for the AES were

required to be block ciphers supporting a block size of 128 bits and key lengths of 128,

192, and 256 bits. Unofficially, the AES was expected to be at least as efficient as DES,

and significantly more secure. NIST received 15 candidate algorithms, and these were

evaluated through an open process that included a series of public conferences. In

August 1999, the following five finalists were announced: MARS (IBM Corp.), RC6

(RSA Laboratories), Rijndael (Daemen and Rijmen), Serpent (Anderson et al.), and

Twofish (Schneier et al.) [87]. In October 2000, NIST selected Rijndael as the AES.
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On November 26, 2001, the AES was published in the U.S. Federal Register [33].

The Rijndael Block Cipher

Rijndael (pronounced “Rhine-doll”) is an SPN with 16 8 × 8 s-boxes in each substi-

tution stage. A single fixed s-box is used throughout the cipher. The linear transfor-

mation consists of two steps: a byte permutation, and the parallel application of four

copies of a highly diffusive 32-bit linear transformation. A single Rijndael round is

depicted in Figure 2.6. (Technically, in a Rijndael round the subkey is XOR’d after

the linear transformation [25], but since an additional subkey is XOR’d before the

first round, Rijndael can be viewed as conforming to the SPN structure as given in

Section 2.4.2.)

32−bit LT 32−bit LT 32−bit LT 32−bit LT

kr

Figure 2.6: One round of Rijndael (the AES)

Rijndael actually supports block sizes and key lengths from 128 to 256 bits, in

increments of 32 bits. However, as stated above, the AES is restricted to a 128-bit

block size, and key lengths of 128, 192, and 256 bits; this is the only difference between

Rijndael and the AES [25]. The number of rounds varies according to block size and

key length. For a 128-bit block size, the possible values are: 128-bit key → 10 rounds,

192-bit key → 12 rounds, 256-bit key → 14 rounds. Note that we will usually refer
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to the AES instead of to Rijndael.

Prior to the announcement of the AES, Feistel networks were generally more

widely studied than SPNs, although many important results about SPNs were pub-

lished [1, 7, 8, 21, 38, 39, 40, 41, 109, 117, 118]. (The two architectures, although

similar, are sufficiently different that results may not translate readily from one to

the other.) With the adoption of Rijndael as the AES, there has been an increased

interest in SPNs. In the past few years, a number of publications dealing with the

security of SPNs have appeared [16, 55, 96, 97, 101], including several works by the

author [58, 59, 60, 61, 62]. In this thesis we focus exclusively on SPNs. In Chapter 6

and Chapter 7 we discuss analysis specific to the AES.

AES-Like SPNs

An AES-like (or Rijndael-like) SPN [96] has the following structure. Each substi-

tution stage contains 16 8 × 8 s-boxes (not necessarily identical), and the linear

transformation consists of two steps:

1. A byte permutation π : {0, 1}128 → {0, 1}128 with the property that if the input

and output for π are viewed as consisting of four 32-bit words, x = (x1,x2,x3,x4)

and y = (y1,y2,y3,y4), respectively, then each of the four bytes in yi comes

from a different xj. (At the bit level, this kind of permutation was investigated

by Kam and Davida [50].)

2. A linear transformation θ : {0, 1}128 → {0, 1}128 that consists of the parallel

application of four 32-bit invertible linear transformations, θ = (θ1, θ2, θ3, θ4),

with the condition that each θi is maximally diffusive (see Remark 3.3.12).

The ciphers Square [24] and CRYPTON [72] are examples of AES-like SPNs.



CHAPTER 2. BACKGROUND AND PREVIOUS RESEARCH 22

2.5.3 The NESSIE Project

NESSIE was a three-year project within the European Commission’s Information

Society Technologies (IST) Programme; NESSIE stands for New European Schemes

for Signature, Integrity, and Encryption. The main goal of the NESSIE project

was to select a set of strong cryptographic primitives through an open submission

and evaluation process, with the intention that these will play an important role

in European industry, and will be adopted by various European and international

standardization bodies.

The NESSIE call for primitives was published in March 2000, resulting in 42

submissions in a variety of categories (including block ciphers, stream ciphers, and

public-key ciphers). In September 2001, this was reduced to 24 candidates based on

initial evaluation. Finally, in February 2003, the NESSIE process ended with the

recommendation of 12 primitives. The recommended portfolio included three block

ciphers: MISTY1 [77] (Mitsubishi Electric Corp.), Camellia [6] (Nippon Telegraph

and Telephone Corp.), and SHACAL-2 [35] (Gemplus). MISTY1 is a Feistel network

with a block size of 64 bits; Camellia is a Feistel network with a block size of 128

bits; SHACAL-2 has a block size of 160 bits and is based directly on the Secure Hash

Algorithm (SHA) [34]. The final NESSIE portfolio was also augmented with five

existing standard primitives—the single block cipher added was the AES.

In Section 7.2 we describe our analysis of one of the NESSIE candidates, an SPN

called Q [79]. Applying linear cryptanalysis based on linear hulls (Chapter 3), we

discovered a significant weakness in this cipher.
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2.6 Properties of Boolean Mappings

Since a block cipher consists of a relatively small number of distinct components

(Boolean mappings), the security of the cipher is critically dependent on the math-

ematical properties of these components. Failure to satisfy certain criteria can lead

directly to attacks (this is the case for our attack on the Q cipher in Section 7.2),

or at least to predictability of behavior that may be exploited in the future. Much

research has been devoted to individual properties of Boolean mappings [17, 20, 83,

88, 89, 93, 94, 115], as well as to interrelationships among these properties (good

surveys are given in [80, 92, 106]). As this subject is vast, we limit our consideration

to a small number of properties here (those that will be applicable later in the thesis).

Note that a Boolean mapping B : {0, 1}d → {0, 1}d can be viewed as consisting of d

functions B = (f1, f2, . . . , fd), where fj : {0, 1}d → {0, 1}.

Remark 2.6.1. In an SPN, all of the component mappings are bijective. Since SPNs

are the subject of this thesis, we define the properties in this section in the context

of bijective mappings B : {0, 1}d → {0, 1}d. However, all of these properties extend

naturally to arbitrary mappings from {0, 1}d to {0, 1}e, where d and e are any positive

integers.

2.6.1 Linear Probability

Often s-boxes are the only nonlinear components of a cipher (this is true for SPNs);

if linear s-boxes were used, the entire cipher would be an affine mapping, and thus

trivially broken [37]. Several definitions exist that capture the extent to which a

Boolean mapping is nonlinear (some of which are equivalent) [80, 94]. We will use

linear probability (LP) [114].
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Definition 2.6.2. Let B : {0, 1}d → {0, 1}d be bijective, and let a,b ∈ {0, 1}d be

fixed. If X ∈ {0, 1}d is a uniformly distributed random variable, then the linear

probability LP(a,b) is defined as

LP(a,b)
def
= (2 · ProbX {a •X = b •B(X)} − 1)2 . (2.1)

If B is parameterized by a key, k, we write LP(a,b;k), and the expected linear

probability ELP(a,b) is defined as

ELP(a,b)
def
= EK [LP(a,b;K)] ,

where K is a random variable uniformly distributed over the space of keys.

We can view the terms LP(a,b) (ELP(a,b)) as entries in a 2d × 2d table in the

obvious way. The values a and b in Definition 2.6.2 are called input and output

masks, respectively (Daemen and Rijmen [25] use the term selection pattern). For

our purposes, the bijective mapping B will be an s-box, a single encryption round, or

a sequence of consecutive encryption rounds.

Note that LP values lie in the interval [0, 1] (hence the use of the word “probabil-

ity,” although they are not actual probabilities). The intuition for Definition 2.6.2 is

as follows. If X and B(X) are uncorrelated in the sense we want to quantify, then a•X
and b • B(X) will be equal exactly half the time, i.e., with probability 0.5, and the

corresponding LP value will be 0. A nonzero LP value indicates a correlation between

the input and output of B, with a higher value indicating a stronger correlation.3 If

LP(a,b) = 1, then either a •X = b •B(X) with probability 1, or a •X 6= b •B(X)

with probability 1. It is worth stating some trivial cases: LP(0,0) = 1, LP(a,0) = 0

for a 6= 0, and LP(0,b) = 0 for b 6= 0.

3In the terminology of Daemen et al., LP(a,b) is the square of entry [b,a] in the correlation
matrix for B [23].
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The following lemma derives immediately from Parseval’s Theorem [80].

Lemma 2.6.3. Let B : {0, 1}d → {0, 1}d be a bijective mapping parameterized by a

key, k, and let a,b ∈ {0, 1}d. Then

∑

x∈{0,1}d

LP(a,x;k) =
∑

x∈{0,1}d

LP(x,b;k) = 1

∑

x∈{0,1}d

ELP(a,x) =
∑

x∈{0,1}d

ELP(x,b) = 1 .

Large linear probability values are exploited by linear cryptanalysis (Section 2.7.2,

Chapter 3, and the remainder of this thesis).

2.6.2 Differential Probability

Differential probability (DP) [114] quantifies correlations between input and output

XOR differences for a Boolean mapping.

Definition 2.6.4. Let B : {0, 1}d → {0, 1}d be bijective, and let ∆x, ∆y ∈ {0, 1}d be

fixed. If X ∈ {0, 1}d is a uniformly distributed random variable, then the differential

probability DP(∆x, ∆y) is defined as

DP(∆x, ∆y)
def
= ProbX {B(x)⊕B(x⊕∆x) = ∆y} . (2.2)

If B is parameterized by a key, k, we write DP(∆x, ∆y;k), and the expected differ-

ential probability EDP(∆x, ∆y) is defined as

EDP(∆x, ∆y)
def
= EK [DP(∆x, ∆y;K)] ,

where K is a random variable uniformly distributed over the space of keys.
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We can view the terms DP(∆x, ∆y) (EDP(∆x, ∆y)) as entries in a 2d×2d table.

Large differential probability values are exploited by differential cryptanalysis (Sec-

tion 2.7.3). Note that linear and differential probability are related according to the

following theorem [114].

Theorem 2.6.5. Let B : {0, 1}d → {0, 1}d be bijective, and let a,b, ∆x, ∆y ∈ {0, 1}d

be fixed. Then

LP(a,b) =
1

2d

∑

u,v∈{0,1}d

(−1)(a•u)+(b•v) DP(u,v)

DP(∆x, ∆y) =
1

2d

∑

u,v∈{0,1}d

(−1)(∆x•u)+(∆y•v) LP(u,v) .

Remark 2.6.6. Many researchers refer to the XOR table of B : {0, 1}d → {0, 1}d [93].

This is a 2d × 2d table, denoted XOR(·, ·), defined by

XOR(∆x, ∆y)
def
= #

{
x ∈ {0, 1}d : B(x)⊕B(x⊕∆x) = ∆y

}
,

for ∆x, ∆y ∈ {0, 1}d. This is obviously equivalent to Definition 2.6.4, since

DP(∆x, ∆y) =
XOR(∆x, ∆y)

2d
.

2.6.3 Algebraic Degree

Any boolean function f : {0, 1}d → {0, 1} can be written as a polynomial in the input

bits,

f(x1, x2, . . . , xd) = a0 +
∑

1≤i≤d

aixi +
∑

1≤i<j≤d

ai,jxixj + · · · + a1,2,...,dx1x2 · · ·xd ,

for some coefficients a0, . . . , a1,2,...,d ∈ {0, 1}, where multiplication and addition (in

GF (2)) correspond to the bitwise AND and XOR operations, respectively. This
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is called the algebraic normal form of f , and can be obtained by a simple matrix

operation (the algebraic normal transform) [98]. The degree of a term in the algebraic

normal form of f is the number of distinct xi in the term. The degree of f , denoted

deg(f), is the highest degree of any term with a nonzero coefficient (this is also called

the nonlinear order of f [80]), and the degree of a mapping B : {0, 1}d → {0, 1}d is the

highest degree of its d constituent functions. Ciphers whose s-boxes have low algebraic

degree may be vulnerable to higher-order differential cryptanalysis (Section 2.7.4).

2.6.4 Completeness

Kam and Davida [50] defined the property of completeness.

Definition 2.6.7. Let B : {0, 1}d → {0, 1}d. Then B is called complete if every

output bit depends on every input bit. Formally, B is complete if, for all 1 ≤ i, j ≤ d,

there exist x,y ∈ {0, 1}d such that x and y differ in exactly bit i, and B(x) and B(y)

differ in at least bit j.

Clearly if B = (f1, f2, . . . , fd) is complete, then the algebraic normal transform

(Section 2.6.3) of each fj : {0, 1}d → {0, 1} has the following property: every input

bit xi appears in at least one term with a nonzero coefficient.

Lemma 2.6.8. Let d ≥ 2, and let B : {0, 1}d → {0, 1}d be linear and invertible.

Then B is not complete.

Proof. Let the input to B = (f1, f2, . . . , fd) be denoted x = (x1, x2, . . . , xd). Since B

is linear, the algebraic normal transform of fj must be a sum of terms xi. Since B is

complete, every xi must appear, i.e.,

fj(x1, x2, . . . , xd) = x1 + x2 + . . . + xd .
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It follows that all the fj are identical, contradicting the invertibility of B. Therefore,

B cannot be complete.

From Lemma 2.6.8 we know that an SPN linear transformation is not complete.

It is important to choose s-boxes and linear transformations so that an SPN (or any

block cipher) is complete after some (relatively small) number of rounds. Other-

wise, the cipher can be decomposed into simpler mappings that may be vulnerable

to attack [50]. The completeness property is important to our work in Chapter 4,

specifically Section 4.4.

2.7 Attacks on Block Ciphers

There exists a large (and growing) collection of attacks on block ciphers. Generally,

the goal of an attack is to gain the ability to decrypt any ciphertext. Typically this

involves deriving the key (a total break), although it may be possible to construct

an algorithm that decrypts ciphertexts without knowledge of the key (global deduc-

tion) [67].

Attacks on block ciphers can be categorized as follows, depending on the informa-

tion available to the attacker [81].

1. Ciphertext-only: attacker possesses one or more ciphertexts

2. Known-plaintext: attacker possesses one or more plaintexts and the correspond-

ing ciphertexts

3. Chosen-plaintext (Chosen-ciphertext): attacker is able to choose a set of plain-

texts (ciphertexts) to be submitted for encryption (decryption) in order to ob-

tain the corresponding ciphertexts (plaintexts)
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4. Adaptive chosen-plaintext (Adaptive chosen-ciphertext): attacker is able to sub-

mit plaintexts (ciphertexts) for encryption (decryption), with the freedom to

base later choices on the results of earlier submissions

The data complexity of an attack is the number of data items required (cipher-

texts or 〈plaintext, ciphertext〉 pairs, as appropriate). The time complexity (or work

factor) of an attack is the number of steps required, where a “step” is often a single

encryption, but may be some other appropriate computational unit [104].

Remark 2.7.1. Most authors use time complexity to denote the number of computa-

tional steps other than those required to process the data items used. However, this

can give the misleading impression that the time required for such processing is neg-

ligible, which it is not, since at least a constant (nonzero) amount of time is needed

for each data item. It follows that the “real” time complexity is the maximum of the

data complexity and the number of additional processing steps. However, given this

clarification, we will adhere to conventional terminology.

We now describe several attacks on block ciphers. We continue to use K to denote

the number of bits in the key.

2.7.1 Exhaustive Key Search

Given a known 〈plaintext, ciphertext〉 pair, 〈p, c〉, exhaustive key search involves en-

crypting p with each of the 2K keys, discarding any key that does not produce the

matching ciphertext, c. A small number of additional 〈plaintext, ciphertext〉 pairs

may be required to uniquely identify the correct key. Exhaustive key search is gen-

erally considered the “benchmark” against which other attacks are measured. A

theoretical break (or academic break) against a block cipher is an attack with time
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complexity less than that of exhaustive key search, i.e., less than 2K .

2.7.2 Linear Cryptanalysis

Linear cryptanalysis, introduced by Matsui in 1993 [74], is a known-plaintext attack

(ciphertext-only in certain cases) that is considered to be one of the most powerful

attacks on block ciphers. Linear cryptanalysis was the first attack actually imple-

mented to break DES [76]—Matsui carried out this experimental break using 243

known 〈plaintext, ciphertext〉 pairs and time complexity 230. A precursor to linear

cryptanalysis was introduced in 1992 by Matsui and Yamagishi, and used to attack

the block cipher FEAL (a DES-like cipher) [78]. Linear cryptanalysis requires the

existence of relatively large expected linear probability values (Section 2.6.1) over

the entire cipher minus one or more outer rounds. In Chapter 3 we give a detailed

description of linear cryptanalysis, and in the remainder of this thesis we focus on

linear cryptanalysis of SPNs.

2.7.3 Differential Cryptanalysis

Differential cryptanalysis is a chosen-plaintext attack presented by Biham and Shamir

in 1990 [11, 12, 13, 14]. (A differential-like attack was also published by Murphy in

1990, and applied to FEAL [84].) Differential cryptanalysis was the first attack able

to break DES faster than exhaustive key search, with data complexity 247 and time

complexity 237 [14]. Differential cryptanalysis makes use of relatively large differential

probability values (Section 2.6.2) over the entire cipher minus one or more outer

rounds. Given sufficiently many chosen 〈plaintext, ciphertext〉 pairs, the subkeys for

these outer rounds can be determined with high probability. These rounds can then
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be stripped off, and differential cryptanalysis can be reapplied to obtain the remaining

subkeys (or other techniques can be used to derive the remaining subkeys from the

known subkey(s)).

2.7.4 Higher-Order Differential Cryptanalysis

Higher-order differential cryptanalysis makes use of the concept of the derivative of

a Boolean mapping, due to Lai [68].

Definition 2.7.2. Let B : {0, 1}d → {0, 1}d, and let a ∈ {0, 1}d. The derivative of

B at a is the mapping ∆aB : {0, 1}d → {0, 1}d, given by

∆aB(x)
def
= B(x⊕ a)⊕B(x) .

The ith derivative of B at (ai, . . . , a1) is defined recursively by

∆(i)
ai,...,a1

B
def
= ∆ai

(
∆(i−1)

ai−1,...,a1
B

)
.

Lai proved the following inequality concerning algebraic degree:

deg(∆aB) ≤ deg(B)− 1 .

It follows that if deg(B) = m, then the (m + 1)st derivative of B is 0. Higher-order

differential cryptanalysis, due to Knudsen [66], makes use of this observation to break

ciphers whose component mappings have low algebraic degree. The attack involves

setting up a series of equations involving such derivatives and incorporating certain

subkey bits (these equations are greatly simplified by the low algebraic degree), and

then using exhaustive search to determine the correct values of these subkey bits.

Jakobsen and Knudsen [44, 45] demonstrate that ciphers that are secure against

traditional differential cryptanalysis may be vulnerable to higher-order differential

cryptanalysis.
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2.7.5 Algebraic Attacks

Algebraic attacks exploit cipher components that can be represented by operations

in certain algebraic structures (e.g., groups, rings, fields [42]). These attacks attempt

to derive and solve equations relating various input, output, and key values, with

the goal of determining key bits. Interest in such attacks has increased since the

introduction of the AES—this is due to the fact that operations in the finite field

GF (28) were fundamental to the design of the AES [25]. The AES s-box is based on

inversion in a particular representation of GF (28) (together with an affine mapping),

and the 32-bit linear transformation inside the 128-bit AES linear transformation

(Figure 2.6) consists of multiplication by a 4× 4 matrix of elements from GF (28).

Ferguson et al. [30] show that any AES ciphertext byte can be written as an equa-

tion involving plaintext and key bytes with the operations addition, multiplication,

and inversion in GF (28). This equation contains approximately 250 terms, which is

feasible to store and manipulate. At this time, there is no practical algorithm for solv-

ing such an equation, but the existence of such a (relatively) simple representation is

significant.

Murphy and Robshaw [85] prove that the AES can be embedded within a new

block cipher (the BES) that consists exclusively of operations in GF (28). This allows

an AES encryption to be written as a system of 5248 equations, all of which have

algebraic degree at most 2 (quadratic), and all of which are very sparse. There is

currently no efficient algorithm for solving such a system of equations, but it follows

that the security of the AES depends on the continued hardness of this problem.



Chapter 3

Linear Cryptanalysis

In Sections 3.1 and 3.2 we develop the theory of linear cryptanalysis in the general

context of Markov ciphers. In Section 3.3 we focus on linear cryptanalysis of SPNs,

and in Section 3.4 we describe extensions to the basic linear cryptanalytic attack.

3.1 Markov Ciphers

Definition 3.1.1 ([70]). Let E : {0, 1}N → {0, 1}N be an R-round block cipher for

which round r is given by the function y = εr(x;kr) (x ∈ {0, 1}N is the round input,

and kr is the round-r subkey). Then E is a Markov cipher with respect to the group

operation XOR (⊕) on {0, 1}N if, for 1 ≤ r ≤ R and any x, ∆x, ∆y ∈ {0, 1}N ,

ProbK {εr(x;K)⊕ εr(x⊕∆x;K) = ∆y} =

ProbX,K {εr(X;K)⊕ εr(X⊕∆x;K) = ∆y} , (3.1)

where X and K are independent and uniformly distributed over {0, 1}N and the space

of all subkeys, respectively.

33
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According to Definition 3.1.1, a block cipher is a Markov cipher if, for each round,

the probability (over the uniform distribution of subkeys) that a pair of round inputs

with XOR difference ∆x will produce a pair of outputs with XOR difference ∆y is

independent of the actual choice of inputs, but depends only on ∆x and ∆y.

The terminology “Markov cipher” is based on the concept of a Markov chain from

probability theory; the connection is made in Theorem 3.1.3 below.

Definition 3.1.2 ([70]). A sequence of discrete random variables Z0,Z1,Z2, . . . is a

Markov chain if, for any i ≥ 1 and any fixed values α0, α1, . . . , αi,

Prob {Zi = αi |Zi−1 = αi−1, . . . ,Z0 = α0} = Prob {Zi = αi |Zi−1 = αi−1} .

That is, Zi depends only on Zi−1, not on any of the other previous random vari-

ables. A Markov chain is called homogeneous if these conditional probabilities are

independent of i, i.e., if, for any fixed values α,β and for all i, j ≥ 1,

Prob {Zi = α |Zi−1 = β} = Prob {Zj = α |Zj−1 = β} .

Theorem 3.1.3 ([70]). Given an R-round Markov cipher, consider the encryption

of pairs of plaintexts. Define the random variables ∆Y0, ∆Y1, . . . , ∆YR as follows:

∆Y0 represents the XOR of the current plaintext pair, and ∆Yr represents the XOR

of the corresponding pair of outputs from round r, for 1 ≤ r ≤ R. If the plaintexts

and all subkeys are chosen independently and uniformly from their respective domains,

then ∆Y0, ∆Y1, . . . , ∆YR is a homogeneous Markov chain.

It is easy to show that the SPN structure we are using is a Markov cipher (see

Lemma 3.3.1), as are certain Feistel networks, such as DES [70]. Markov ciphers pro-

vide a general context in which to define and discuss cipher properties, and facilitate

the analysis of a number of attacks.
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Remark 3.1.4. The Markov cipher property was originally formulated in the exami-

nation of differential cryptanalysis [70], which is based directly on the idea of XOR

differences. However, it is also relevant for linear cryptanalysis—the connection is

via the relationship between linear probability and differential probability given in

Theorem 2.6.5.

3.2 Linear Cryptanalysis of Markov Ciphers

Note that we continue to assume the use of independent keys (Section 2.4.1).

Matsui introduced two versions of linear cryptanalysis [74]. The first version,

called Algorithm 1, extracts only a single bit of key information. The second version,

Algorithm 2, can be used to extract one or both of the outermost subkeys. We will

focus on Algorithm 2, and assume that it is being used to obtain the first subkey, k1.

(We demonstrate the use of linear cryptanalysis to attack both outermost subkeys

simultaneously in Chapter 7, where we use linear cryptanalysis to break the Q cipher.)

Once k1 is known, round 1 can be stripped off, and linear cryptanalysis can be

reapplied to obtain k2, and so on, until all subkeys are known.

The attacker views rounds 2 . . . R as a single key-dependent function mapping

{0, 1}N → {0, 1}N , where
(
k̃ =

〈
k2,k3, . . . ,kR

〉)
is the key being used. Ideally, the

attacker wants to precompute masks a,b ∈ {0, 1}N \ 0 that maximize LP(a,b; k̃)

for this function. The number of known 〈plaintext, ciphertext〉 pairs required for

a successful attack (the data complexity), denoted NL, is then determined from

LP(a,b; k̃). Given an assumption about the behavior of round-1 output [74], Matsui
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shows that if

NL =
c

LP(a,b; k̃)
, (3.2)

then Algorithm 2 has the success rates in Table 3.1, for various values of the constant c.

c 8 16 32 64

Success rate 48.6% 78.5% 96.7% 99.9%

Table 3.1: Success rates for linear cryptanalysis (Algorithm 2)

Remark 3.2.1. Note that Table 3.1 is the same as Table 3 given by Matsui in [74],

except that the constant values in Table 3.1 are larger by a factor of 4, since Matsui

uses bias values, not LP values.

Given the attacker’s choice of a and b, linear cryptanalysis follows the steps

outlined in Figure 3.1. The attacker first obtains NL 〈plaintext, ciphertext〉 pairs,

〈p1, c1〉 , 〈p2, c2〉 , . . . , 〈pNL
, cNL

〉 .

The method by which these pairs are acquired is mostly outside the scope of this

thesis, but two possibilities are worth mentioning. First, many files have standard

header information, so eavesdropping on the ciphertexts produced by the encryption

of such files will yield a number of known 〈plaintext, ciphertext〉 pairs. Second, the

attacker may be able to submit transactions to an entity (e.g., a server) that performs

encryption as part of its processing; depending on the nature of the transactions, this

may yield chosen 〈plaintext, ciphertext〉 pairs.
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Obtain NL known 〈plaintext, ciphertext〉 pairs:

〈p1, c1〉 , 〈p2, c2〉 , . . . ,
〈
pNL

, cNL

〉

Guess k1 = k̂. Encrypt each pi through round 1 to obtain xi

If a • xi = b • ci then increment counter µ(k̂)

Choose the k̂ which maximizes
(
2 · µ(k̂)−NL

)2

2 . . . R

rounds

round 1

pi

Guess k1 = k̂

xi Form a • xi

ci Form b • ci

Figure 3.1: Summary of linear cryptanalysis (Algorithm 2)

The attacker then tries all possible values for the round-1 subkey, k1—each such

value is called a guess. Denote the current guess by k̂, and let µ(k̂) denote a counter

associated with k̂ (initially, µ(k̂) = 0). The attacker proceeds as if k̂ is the correct

value of k1; under this assumption, round 1 is completely known, so each plaintext

pi (1 ≤ i ≤ NL) is encrypted through round 1 to obtain the corresponding interme-

diate value xi. There are now NL input/output pairs for the key-dependent function

consisting of rounds 2 . . . R, namely

〈x1, c1〉 , 〈x2, c2〉 , . . . , 〈xNL
, cNL

〉 .

For each pair 〈xi, ci〉, the attacker computes a • xi and b • ci and increments µ(k̂) if

a • xi = b • ci. Once this process has been carried out for all possible guesses, the
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guess that maximizes
(
2 · µ(k̂)−NL

)2

is taken to be the correct value of k1.

The theory behind linear cryptanalysis [74] states that if k̂ is an incorrect guess

of the round-1 subkey, then xi will be an incorrect (and random) guess of the input

to round 2, so the equation a•xi = b•ci will hold with probability approximately 1
2
,

and therefore, on average, µ(k̂) will be close to NL

2
and

(
2 · µ(k̂)−NL

)2

will be close

to 0. On the other hand, if k̂ = k1, then, on average, µ(k̂) will deviate significantly

from NL

2
and

(
2 · µ(k̂)−NL

)2

will be significantly larger than 0—in this case, k̂ will

maximize
(
2 · µ(k̂)−NL

)2

with probability as given in Table 3.1.

Reducing the Number of Counters

In the above, Algorithm 2 has been used to derive k1 in its entirety. Since the

space of all subkeys may be large, it is usually not realistic to maintain a counter for

each possible value of k1. Instead, the following modified approach is typically used to

derive a subset of the bits of k1 while maintaining a practical number of counters [74].

The ability to employ this modified approach depends on the structure of round 1

(or, in general, on the structure of the round whose subkey is being attacked).

Since computation of a • xi only requires knowledge of the bits of xi for which

the corresponding bits of a are 1, it may suffice to guess a (strict) subset of the bits

of k1—these are called effective key bits [76]—and then to use these bits to perform

a partial encryption through round 1 in order to obtain the desired bits of xi. If this

is the case, then the attacker only needs to maintain a counter for each guess of the

effective key bits.

Once the effective bits of k1 are known, various techniques can be used to finish

breaking the cipher. In attacking DES, Matsui was able to determine 26 subkey bits
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by the above method, and since these corresponded to 26 bits of the original 56-bit

key (due to the simplicity of DES’s key-scheduling algorithm), the remaining 30 key

bits could be determined by exhaustive search [76]. (We further discuss Matsui’s

attack on DES in Section 3.4.1.) Another technique is to reapply linear cryptanalysis

using new values for a and b in order to derive other subkey bits, until all the desired

key bits are known or until exhaustive search becomes feasible. We employ this latter

approach in our break of the Q cipher, as described in Chapter 7.

Notational Conventions

Above, we have discussed input and output masks and the associated LP values for

rounds 2 . . . R of an R-round cipher. It is useful to consider these and other related

concepts as applying to any T ≥ 2 consecutive “core” rounds—we say that these are

the rounds being approximated. Hereafter, unless specified otherwise, terms such as

“first round” and “last round” will be relative to the T rounds under consideration.

For Algorithm 2 as given above, T = R − 1, and the “first round,” or “round 1,” is

actually the second round of the cipher.

We will use single-variable superscripts in our notation to refer to individual

rounds, so LP t(a,b;kt) and ELP t(a,b) denote LP and ELP values, respectively,

for round t. We will use superscripts of the form [x . . . y] to refer to a sequence of

consecutive rounds being considered as a single unit. For example, ELP [1...t](a,b) is

an ELP value over rounds 1 . . . t.
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3.2.1 The Use of Expected Linear Probability

Let k̃ denote the vector of subkeys used in the T core rounds under consideration. In

terms of linear cryptanalysis, both the attacker and the cipher designer are interested

in the following value:

max
a,b∈{0,1}N\0

LP [1...T ](a,b; k̃) . (3.3)

The designer wants to prove that the value in (3.3) is sufficiently small that the cor-

responding data complexity (see (3.2)) is prohibitively large; the attacker, of course,

wants the opposite, i.e., wants the value in (3.3) to be relatively large.

Direct computation of (3.3) is generally infeasible for two reasons: first, for all

masks a,b ∈ {0, 1}N \0 it requires encrypting all N -bit vectors through rounds 1 . . . T

(see Definition 2.6.2), which is prohibitive for typical values of N (e.g., N = 64,

N = 128); and second, it depends on an unknown key. Researchers have dealt with

the latter problem by working instead with the expected value ELP [1...T ](a,b), and

making the assumption that for almost all values of k̃,

LP [1...T ](a,b; k̃) ≈ ELP [1...T ](a,b) . (3.4)

Harpes et al. call this the Hypothesis of Fixed-Key Equivalence, and present an

argument for its effectiveness [36]. The data complexity of Algorithm 2 in (3.2) is

now taken to be

NL =
c

ELP [1...T ](a,b)
. (3.5)

For the purpose of this thesis, we will adopt the assumption in (3.4). In Section 8.2

a closer examination of (3.4) is listed as a possible direction for future research.
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Given (3.4), the first problem listed above now becomes the computational infea-

sibility of computing

max
a,b∈{0,1}N\0

ELP [1...T ](a,b) . (3.6)

Although (3.6) has the advantage that it does not depend on an unknown value, its

direct computation is even more prohibitive than that of (3.3), since a single term

ELP [1...T ](a,b) is computed over all N -bit inputs to rounds 1 . . . T and over all inde-

pendent keys for rounds 1 . . . T . Researchers have traditionally solved this complexity

problem through the use of linear characteristics (or simply characteristics), which

allow us to reduce this approximation of rounds 1 . . . T to a series of T one-round

approximations, each of which is feasible to compute.

3.2.2 Linear Characteristics

Definition 3.2.2. A one-round characteristic for round t is a pair of N-bit masks,

〈at,bt〉; we view at and bt as input and output masks, respectively, for round t.

Definition 3.2.3. A T -round characteristic for rounds 1 . . . T is a (T + 1)-tuple of

N-bit masks, Ω =
〈
a1, a2, . . . , aT , aT+1

〉
; we view at and at+1 as input and output

masks, respectively, for round t (1 ≤ t ≤ T ).

Definition 3.2.4. Let Ω =
〈
a1, a2, . . . , aT , aT+1

〉
be a T -round characteristic for

rounds 1 . . . T , and let k̃ =
〈
k1,k2, . . . ,kT

〉
be the vector of subkeys being used for
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these rounds. The linear characteristic probability (LCP) and expected linear char-

acteristic probability (ELCP) of Ω are defined as

LCP(Ω; k̃)
def
=

T∏
t=1

LP t(at, at+1;kt)

ELCP(Ω)
def
=

T∏
t=1

ELP t(at, at+1) . (3.7)

Feasibility of Computing ELCP(Ω)

Let Ω be a T -round characteristic. Since a single cipher round usually exhibits a

simple structure, often there is a shortcut for computing the values ELP t(at, at+1)

(this is true for SPNs, as we show in Section 3.3). Then ELCP(Ω) is obtained by the

simple product in (3.7).

Choosing the Best Characteristic (Practical Security)

We now consider how characteristics are used to handle the computational complexity

problem described at the end of Section 3.2.1. In carrying out linear cryptanalysis,

the attacker typically runs a straightforward search algorithm to find the T -round

characteristic, Ω̂, for which ELCP(Ω̂) is maximal ; such a characteristic (not nec-

essarily unique) is called the best characteristic [75]. If Ω̂ =
〈
a1, a2, . . . , aT , aT+1

〉
,

and if the input and output masks used in Algorithm 2 are taken to be a = a1 and

b = aT+1, respectively, then the value ELP [1...T ](a,b), which is used to determine the

data complexity in (3.5), is approximated by

ELP [1...T ](a,b) ≈ ELCP(Ω̂) . (3.8)

The approximation in (3.8) has been widely used to evaluate the security of block

ciphers against linear cryptanalysis [39, 51, 75, 114]. Knudsen calls a block cipher
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practically secure if the data complexity determined by this method is prohibitive [65].

For certain ciphers, the approximation in (3.8) is very good—this happens to be the

case for DES [46]. However, by introducing the concept of linear hulls, Nyberg [90]

showed that the approximation in (3.8) can result in an overestimation of the data

complexity required for a given success rate—clearly this is advantageous for an at-

tacker, but problematic for a cipher designer.

3.2.3 Linear Hulls

The following definition and theorem are due to Nyberg [90].

Definition 3.2.5. Given N-bit masks a,b, the corresponding linear hull, denoted

ALH(a,b),1 is the set of all T -round characteristics (for the T rounds under con-

sideration) having a as the input mask for round 1 and b as the output mask for

round T , i.e., all characteristics of the form

Ω =
〈
a, a2, a3, . . . , aT ,b

〉
.

Theorem 3.2.6. Let a,b ∈ {0, 1}N . Then

ELP [1...T ](a,b) =
∑

Ω∈ALH(a,b)

ELCP(Ω) .

It follows immediately from Theorem 3.2.6 that the approximation in (3.8) does not

hold in general, since ELP [1...T ](a,b) is seen to be equal to a sum of terms ELCP(Ω)

over a (large) set of characteristics, and therefore, in general, the ELCP of any char-

acteristic will be strictly less than the corresponding ELP value, resulting in an over-

estimation of the data complexity for a given success rate. This is referred to as the

linear hull effect.

1Nyberg originally used the term approximate linear hull, hence the abbreviation ALH.
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Remark 3.2.7. The linear hull effect is significant for the AES, since the ELCP of

any characteristic over T = 8 rounds is upper bounded by 2−300 [25], but the largest

nontrivial ELP value has 2−128 as a lower bound.2

The next lemma follows easily from Definition 3.2.4 and Theorem 3.2.6.

Lemma 3.2.8. Let T ≥ 2, and let a,b ∈ {0, 1}N . Then

ELP [1...T ](a,b) =
∑

x∈{0,1}N

ELP [1...(T−1)](a,x) · ELPT (x,b) .

Maximum Average Linear Hull Probability (Provable Security)

Although linear characteristics have the advantage of computational tractability, be-

cause of the linear hull effect the ELCP of the best characteristic should be viewed

only as a first approximation to the value we want to compute, namely the value

in (3.6), which we repeat here:

max
a,b∈{0,1}N\0

ELP [1...T ](a,b) .

This value is called the maximum average linear hull probability (MALHP).3 A block

cipher is considered to be provably secure [90] against linear cryptanalysis if the

MALHP is sufficiently small that the resulting data complexity is prohibitive. For

Algorithm 2 as described in Section 3.2, this must be true for T = R − 1. Since

variations of linear cryptanalysis can be used to attack the first and last subkeys

simultaneously, it may also be important that the data complexity remain prohibitive

for T = R− 2.

2This follows by observing that Lemma 2.6.3 is contradicted if the maximum ELP value is less
than 2−d.

3It would be more consistent with our current terminology to use the name maximum expected
linear probability (MELP), but we retain MALHP because of its use in existing literature, including
works by the author.
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Because of the computational difficulty of evaluating the MALHP, researchers have

adopted the approach of upper bounding this value [5, 41, 55, 96, 97, 101]. If such an

upper bound is sufficiently small, provable security can be claimed. Deriving upper

bounds on the MALHP has been an important focus of the author’s work [58, 60],

and is the topic of Chapter 6.

Remark 3.2.9. The term provable security is well established in the context of linear

cryptanalysis of block ciphers. However, to avoid confusion, it should be noted that

this term has another common usage: a cryptographic method is called provably

secure if the difficulty of attacking the method has been proven to be at least as great

as the difficulty of solving some well-known problem that is believed to be hard (such

as integer factorization). In this alternate terminology, our definition of provable

security is an example of computational security [81].

3.3 SPN-Specific Considerations

We now adapt certain results related to linear cryptanalysis to the SPN structure.

Note that where matrix multiplication is involved, we view all vectors as column

vectors. Also, if M is a matrix, M′ denotes the transpose of M. We start with the

following foundational lemma.

Lemma 3.3.1. The SPN structure as given in Section 2.4.2 is a Markov cipher.

Proof. This follows easily from the fact that key mixing in an SPN involves the XOR

of an N -bit subkey at the beginning of a round. Let 1 ≤ r ≤ R, and consider (3.1)

in Definition 3.1.1. For round input x ∈ {0, 1}N and subkey kr ∈ {0, 1}N , the round

function is εr(x⊕ kr). Let x, ∆x, ∆y ∈ {0, 1}N be fixed. The left-hand side of (3.1)
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now becomes

ProbK {εr(x⊕K) ⊕ εr(x⊕∆x⊕K) = ∆y} . (3.9)

If we replace K with the random variable X = x⊕K, we get

ProbX {εr(X) ⊕ εr(X⊕∆x) = ∆y} ,

which yields the same value as (3.9). The result follows.

A final technical detail: if the last subkey (kR+1) is considered to be part of

round R, then the above argument continues to hold for round R.

In the rest of this section, we again consider values over T core rounds.

Lemma 3.3.2. Let 1 ≤ t ≤ T , and let a,b,kt ∈ {0, 1}N . Then LP t(a,b;kt) is

independent of kt, and therefore

LP t(a,b;kt) = ELP t(a,b) .

Proof. Let X ∈ {0, 1}N and X̂ = X⊕kt be random variables, and denote round t by

εt( ). It suffices to show that LP t(a,b;kt) = LP t(a,b;0) for all kt ∈ {0, 1}N . From

Definition 2.6.2 we have

LP t(a,b;kt) =
(
2 · ProbX

{
a •X = b • εt(X⊕ kt)

}− 1
)2

=
(
2 · ProbX̂

{
a • (X̂⊕ kt) = b • εt(X̂)

}
− 1

)2

=
(
2 · ProbX̂

{
(a • X̂)⊕ (a • kt) = b • εt(X̂)

}
− 1

)2

. (3.10)

If a • kt = 0, then the expression in (3.10) is equal to LP t(a,b;0). If a • kt = 1, then

ProbX̂

{
(a • X̂)⊕ (a • kt) = b • εt(X̂)

}
= 1− ProbX̂

{
a • X̂ = b • εt(X̂)

}
,

so the expression in (3.10) again reduces to LP t(a,b;0).
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Corollary 3.3.3. Let Ω be a T -round characteristic, and let k̂ be the vector of subkeys

for the T rounds under consideration. Then LCP(Ω; k̂) = ELCP(Ω).

Proof. Follows from Definition 3.2.4 and Lemma 3.3.2.

As in Section 2.4.2, let L denote the SPN linear transformation represented as

an invertible N × N binary matrix, i.e., if x,y ∈ {0, 1}N are the input and output,

respectively, for the linear transformation, then y = Lx.

Lemma 3.3.4 ([25]). If a ∈ {0, 1}N is a mask applied to the inputs of the linear

transformation, then there is a unique corresponding mask b ∈ {0, 1}N applied to the

outputs, i.e., there is a mask b such that for all x ∈ {0, 1}N ,

a • x = b • (Lx) .

The relationship between the masks a and b is given by a = L′b.

It follows from Lemma 3.3.4 that if at and at+1 are input and output masks for

round t, respectively, then the resulting input and output masks for the substitution

stage of round t are at and bt = L′at+1. Further, at and bt can be naturally partitioned

to determine input and output masks for each s-box in round t. Number the s-boxes

from left to right as St
1, S

t
2, . . . , S

t
M , and let the masks for St

i be denoted at
i and bt

i.

Then from Matsui’s Piling-up Lemma [74] and Lemma 3.3.2,

ELP t(at, at+1) =
M∏
i=1

LPSt
i (at

i,b
t
i) . (3.11)

From the above, any characteristic Ω ∈ ALH(a,b) determines an input and an output

mask for each s-box in rounds 1 . . . T . If there is at least one s-box for which the input

mask is zero and the output mask is nonzero, or vice versa, the linear probability
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associated with that s-box will trivially be 0, and therefore ELCP(Ω) = 0 by (3.11)

and (3.7). We exclude such characteristics from consideration via the following two

definitions.

Definition 3.3.5 ([114]). Let Ω be a T -round characteristic for rounds 1 . . . T . Then

Ω is called consistent if, for each s-box in rounds 1 . . . T , the input and output masks

determined by Ω for that s-box are either both zero or both nonzero.

Definition 3.3.6. For a,b ∈ {0, 1}N , let ALH(a,b)∗ consist of all the consistent

characteristics in ALH(a,b).

Definition 3.3.7 ([10]). Given a characteristic Ω ∈ ALH(a,b)∗, any s-box for which

the resulting input and output masks are nonzero is called active.

Definition 3.3.8. Given Ω ∈ ALH(a,b)∗, let A(Ω) denote the number of s-boxes

made active by Ω.

Definition 3.3.9. Given Ω ∈ ALH(a,b)∗, let v be the input or output mask for the

substitution stage of round t. Then the active s-boxes in round t can be determined

from v (without knowing the corresponding output/input mask). We define γv to be

the M-bit vector that encodes this pattern of active s-boxes: γv = γ1γ2 . . . γM , where

γi = 1 if the ith s-box is active, and γi = 0 otherwise, for 1 ≤ i ≤ M .

Definition 3.3.10. Let γ, γ̂ ∈ {0, 1}M . Then

W [γ, γ̂]
def
= #

{
y ∈ {0, 1}N : γx = γ, γy = γ̂, where x = L′y}

.

Informally, the value W [γ, γ̂] represents the number of ways the linear transfor-

mation can “connect” a pattern of active s-boxes in one round (γ) to a pattern of
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active s-boxes in the next round (γ̂). It is easy to see that W [0,0] = 1, and if

γ, γ̂ ∈ {0, 1}M \ 0, then W [γ,0] = W [0, γ̂] = 0.

The diffusive power of a linear transformation is its ability to force some minimum

number of s-boxes to be active over a sequence of rounds. We quantify this in the

following definition.

Definition 3.3.11 ([25]). The linear branch number, Bl, of an SPN linear transfor-

mation is the minimum number of active s-boxes in two consecutive rounds for any

Ω ∈ ALH(a,b)∗, i.e.,

Bl
def
= min

{
wt(γx) + wt(γy) : y ∈ {0, 1}N \ 0, x = L′y}

= min
{
wt(γ) + wt(γ̂) : γ, γ̂ ∈ {0, 1}M \ 0, W [γ, γ̂] > 0

}
.

Remark 3.3.12. It is trivial to show that 2 ≤ Bl ≤ (M + 1). If Bl = (M + 1), then

the linear transformation is called maximally diffusive [41].

Definition 3.3.13. Let q be the maximum nontrivial LP value over all SPN s-boxes.

Symbolically,

q
def
= max

S∈SPN
max

α,β∈{0,1}n\0
LP S(α,β) .

3.4 Extensions of Linear Cryptanalysis

We now consider extensions to the basic linear cryptanalytic attack described in

Section 3.2.
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3.4.1 Key Ranking

Key ranking is a technique that was used by Matsui in applying linear cryptanalysis to

DES [74]. In our exposition of linear cryptanalysis in Section 3.2, the attacker adopts

the subkey guess (or, more commonly, the guess of the effective bits of the subkey),

denoted k̂, that maximizes the statistic
(
2 · µ(k̂)−NL

)2

. Key ranking extends this

by first sorting the guesses based on nonincreasing values of this statistic—denote

these sorted guesses by k̂1, k̂2, k̂3, . . .. Then for each k̂i, beginning with k̂1, an ex-

haustive search is performed on the remaining key bits needed to break the cipher.

For each value of the overall key determined by this method, a trial encryption is

performed with a known 〈plaintext, ciphertext〉 pair, (p, c). If the encryption of p

is equal to c, the correct key has been found (it may be judicious to encrypt a few

additional pairs to verify this conclusion). If the exhaustive search fails for k̂i, then

the process is repeated for k̂i+1. The basic idea is that since the most likely guess

may not be correct, the guesses should be tried in decreasing order of likelihood.

In his attack on DES, Matsui had the advantage that guessing 26 subkey bits

immediately yielded 26 bits of the original 56-bit key, so exhaustive search of the

remaining 30 key bits was feasible. However, if the number of remaining key bits is

large, exhaustive search will not be possible. In this case, the attacker can assume

that k̂1 is the correct guess, and proceed to attack the rest of the cipher (e.g., by

reapplication of linear cryptanalysis to determine the next subkey, etc.). If the guess

of k̂1 is wrong, it may be necessary to backtrack at some point.

Junod [46] and Junod and Vaudenay [47] have examined the theoretical underpin-

nings of key ranking, noting that key ranking for linear cryptanalysis is a particular

example of Vaudenay’s more general statistical cryptanalysis concept [113].
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3.4.2 Multiple Linear Approximations

Kaliski and Robshaw investigate the use of multiple linear approximations to improve

the success rate of linear cryptanalysis and/or to reduce the data complexity [48, 49].

The basic idea is to use multiple pairs of 〈input, output〉 masks for the T rounds being

approximated, 〈a1,b1〉 , 〈a2,b2〉 , 〈a3,b3〉 , . . ., such that each pair 〈ai,bi〉 attacks the

same effective key bits. For a given data complexity, each pair of masks suggests the

most likely guess of the effective key bits, or, if key ranking is employed, an ordering

of the possible guesses. This information can be combined in such a way that the

most likely guess has a significantly higher probability of being correct, or, for a fixed

success rate, such that a lower data complexity is required.

The existing literature on multiple linear approximations is based on the use of

linear characteristics. Further work is required to adapt this to an approach based

on linear hulls. This is listed in Section 8.2 as a topic for future investigation.

3.4.3 Generalized Form of Linear Cryptanalysis

Harpes et al. present a generalized form of linear cryptanalysis that is more effective

than the original linear cryptanalysis for certain ciphers [36]. The basic observation

is that for a fixed mask a ∈ {0, 1}N \ 0, the inner product a • x defines a function

mapping {0, 1}N → {0, 1} that is 0 for exactly half the inputs—such a function

is called balanced [80]. However, there are many balanced functions not defined by

masks. Harpes et al. propose replacing the input and output masks for T core rounds

with two general balanced binary functions, say f and g, for which the following value

is relatively large:

|2 · ProbX {f(X) = g(Y)} − 1| (3.12)
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(here X,Y ∈ {0, 1}N are random variables representing the input and corresponding

output for rounds 1 . . . T ). Harpes et al. refer to the value in (3.12) as imbalance—

when f and g are determined by masks, the imbalance is the positive square root of

the associated linear probability. Having found such f and g, the resulting attack

closely resembles the original linear cryptanalysis.

For ciphers in which key mixing is via the XOR operation, as for SPNs, Harpes

et al. note that their generalized approach essentially reduces to the original linear

cryptanalysis. However, they construct a cipher in [36] that is secure against the

original linear cryptanalysis, but vulnerable to their generalized attack. It follows that

generalized linear cryptanalysis needs to be considered for certain cipher structures.



Chapter 4

Expected Linear Probability

Values for SPNs with Randomly

Selected S-Boxes

As stated in Section 2.4.5, the true random cipher is generally taken to be the ideal

block cipher model. One important direction of research involves demonstrating that

certain block cipher properties converge to the corresponding properties for the true

random cipher as the number of cipher rounds is increased. In this chapter we show

this convergence for the SPN structure when the values under consideration are ex-

pected linear probability (ELP) values. The results in this chapter were published

in [62].

53
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4.1 Approximating the True Random Cipher

A number of researchers have analyzed the relationship between SPNs and the true

random cipher. Chen and Tavares [21] give statistical evidence that the distribution

of entries in the XOR table of an SPN with a fixed key approaches the corresponding

distribution for the true random cipher with an increasing number of rounds.

Heys and Tavares consider the avalanche properties of SPNs [38], developing a

model for the number of bit changes in the ciphertext given a one-bit change in the

plaintext. Based on this model, the expected number of bit changes in the ciphertext

after R rounds appears to converge to N
2
—the value for the true random cipher—as

R increases. Convergence is fairly fast: for a 64-bit SPN with 8 × 8 s-boxes and the

permutation of Kam and Davida [50], the value from the model almost exactly equals

N
2

for R ≥ 5. Youssef [116] extends the analysis in [38] by considering a variety of

linear transformations; in all cases, the same convergence is observed.

Heys and Tavares incorporate certain assumptions into their model, most notably

the use of an “idealized” s-box with a uniform XOR table (no such s-box exists1).

However, identical results can be obtained by viewing the problem from another

perspective that does not require any assumptions: the values derived in [38] are

equal to the expected number of bit changes in the ciphertext given a one-bit change

in the plaintext, where the expectation is over all independent keys and all choices of

SPN s-boxes, where each s-box is chosen independently and uniformly from the set

of all bijective n × n s-boxes. We adopt the latter approach in this chapter and in

Chapter 5. In addition, instead of treating differential properties of SPNs, we consider

linear properties.

1Since XOR table entries are even, and the entries in any row sum to 2n, the “most uniform”
XOR table contains 2n−1 0’s and 2n−1 2’s in any row indexed by a nonzero input difference.
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4.2 SPNs with Randomly Selected S-Boxes

We continue to deal with linear approximations over T ≥ 2 core SPN rounds. Let

a,b ∈ {0, 1}N \ 0 be input and output masks, respectively, for these core rounds.

Recall that M is the number of s-boxes per round.

We have two expressions for the value ELP [1...T ](a,b) for an SPN with fixed

s-boxes, the first from Definition 2.6.2, and the second from Nyberg’s linear hull

theorem (Theorem 3.2.6). Both expressions appear to be difficult to compute ex-

actly. However, by considering SPNs in which the s-boxes are selected independently

and uniformly from the set of all 2n! bijective n × n s-boxes, we are able to derive

a formula for the expected ELP value, where the outer expectation is over all SPNs

generated by this random selection of s-boxes. In other words, we are able to answer

the following question: If the SPN s-boxes are randomly selected, and an independent

key is randomly selected, what is the expected value of LP [1...T ](a,b)? We then com-

pute our formula for some SPNs with practical block sizes, and make the observation

that the resulting values converge to the corresponding value for the true random

cipher as T increases. This gives quantitative support to the claim that the SPN

structure is a practical approximation to the true random cipher. We conjecture that

this convergence holds for any SPN whose s-boxes and linear transformation satisfy

some simple conditions.

The study of SPNs in which the s-boxes are randomly selected is relevant in light

of the fact that several block ciphers with pseudorandomly generated (key-dependent)

s-boxes have been proposed and analyzed, including Khufu [82], Blowfish [102], and

Twofish [105]. Some researchers argue for the advantage of this approach, based on

the fact that randomly selected s-boxes of sufficient size (e.g., 8 × 8) possess good
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cryptographic properties with high probability (see [56]). Further, when the s-boxes

are key dependent, it appears that many attacks that rely on known s-boxes cannot

be applied [104]. On the other hand, there exists a nonzero probability that randomly

selected s-boxes will produce an SPN that is weak according to some measure, but

given the use of a good pseudorandom number generator, this probability is vanish-

ingly small. Additional steps can also be taken to avoid this contingency, for example,

s-boxes can be screened for certain properties before being accepted (mathematically,

of course, this means that we deviate from the original model).

Definition 4.2.1. Let SPN denote the set of SPNs generated by selecting each s-box

independently and uniformly from the set of all bijective n× n s-boxes.

Remark 4.2.2. Clearly, all SPNs in SPN are equally probable, i.e., SPN has the

uniform distribution.

Remark 4.2.3. Although Definition 4.2.1 deals with the entire SPN, for our purposes

it suffices to restrict the random selection of s-boxes to the T core rounds under

consideration.

4.2.1 Distribution of LP Values for Random S-Boxes

Lemma 4.2.4 ([94]). Let S be a bijective n × n s-box (n ≥ 2), and let masks

α,β ∈ {0, 1}n \ 0 be fixed. If S varies uniformly over the set of all bijective n × n

s-boxes, then the resulting distribution of values LPS(α,β) is given by the following

set of ordered pairs of the form 〈LP, probability〉:
{〈

0,

(
2n−1

2n−2

)2

(
2n

2n−1

)
〉} ⋃





〈(
i

2n−2

)2

,
2
(

2n−1

2n−2+i

)2

(
2n

2n−1

)
〉

: 1 ≤ i ≤ 2n−2



 .
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The distribution given in Lemma 4.2.4 is plotted in Figure 4.1 for n = 8 (with a

log10 scale on the y-axis).
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Figure 4.1: Distribution of LP values for random bijective 8× 8 s-box

We now consider the expected LP value over all s-boxes for one active s-box, and

for multiple active s-boxes (i.e., for a characteristic). We use the notation A(Ω) from

Definition 3.3.8.

Lemma 4.2.5. Let Z be a random variable that has the distribution of Lemma 4.2.4.

Then

E [Z] =
1

(2n − 1)
.

Proof. The distribution of Lemma 4.2.4 essentially consists of the squares of the terms

in the hypergeometric distribution [63]. The result follows easily from the second

moment of this distribution.
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Lemma 4.2.6. Let a,b ∈ {0, 1}N \ 0 be fixed, and let Ω ∈ ALH(a,b)∗. Let Z be a

random variable taking the value ELCP(Ω) for each SPN in SPN . Then

E [Z] =

(
1

2n − 1

)A(Ω)

.

Proof. Enumerate the s-boxes made active by Ω as S1, S2, . . . , SA(Ω) (order is unim-

portant). It follows that Ω determines a pair of nonzero input and output masks

for each Sa (1 ≤ a ≤ A(Ω)). Let Za be a random variable representing the LP

value for Sa. (The s-boxes not in {S1, S2, . . . , SA(Ω)} have zero input and output

masks, and therefore LP values that are always equal to 1.) The distribution of Za

is given by Lemma 4.2.4 (as far as Za is concerned, varying uniformly over SPN is

the same as varying uniformly over all choices of bijective n × n s-boxes for Sa), so

from Lemma 4.2.5 we have

E [Za] =
1

(2n − 1)
.

Since we vary uniformly over SPN , the Za are independent. From (3.7) and (3.11),

Z = Z1 · Z2 · · ·ZA(Ω) ,

and from the independence of the Za,

E [Z] = E [Z1] · E [Z2] · · ·E
[
ZA(Ω)

]

=

(
1

2n − 1

)A(Ω)

.

4.2.2 Expected ELP Values over all SPNs

In this section we state and prove the main result of this chapter (Theorem 4.2.9).

Since we are dealing with an expectation over SPN , we augment our notation with
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subscripts when appropriate to indicate a dependence on the underlying SPN: specif-

ically, spn denotes a fixed value in SPN and SPN denotes a random variable

over SPN .

Convention

For the remainder of this chapter, whenever we are dealing with consecutive rounds

1 . . . t, we adopt the convention that the linear transformation is omitted from round t.

(If we then extend our consideration to rounds 1 . . . (t + 1), the linear transformation

is “put back” into round t but omitted from round (t + 1).) This convention has

no cryptographic significance, but it has the advantage that given input and output

masks, a,b, for rounds 1 . . . t, we know that the pattern of active s-boxes in round t

is given by γb. Without this convention, we need to process b backwards through the

linear transformation (using Lemma 3.3.4) in order to obtain the pattern of active

s-boxes in round t; this would add unnecessary complexity to the development below.

Definition 4.2.7. For fixed masks a,b ∈ {0, 1}N \ 0 and positive integer A, let

Ca,b(A) denote the number of characteristics in ALH(a,b)∗ that activate A s-boxes.

Lemma 4.2.8. If Ω ∈ ALH(a,b)∗, then Amin ≤ A(Ω) ≤ Amax, where

Amin = wt(γa) + wt(γb) + (T − 2)

Amax = wt(γa) + wt(γb) + M(T − 2) .

Proof. Clearly the numbers of s-boxes made active in round 1 and round T are wt(γa)

and wt(γb), respectively. The result follows by observing that A(Ω) is minimized by

an Ω that activates one s-box in each of rounds 2 . . . (T − 1), and is maximized by an

Ω that activates all M s-boxes in each of rounds 2 . . . (T − 1).
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Theorem 4.2.9. Let T ≥ 2, and a,b ∈ {0, 1}M \ 0. If

Amin = wt(γa) + wt(γb) + (T − 2)

Amax = wt(γa) + wt(γb) + M(T − 2) ,

then

ESPN

[
ELP [1...T ](a,b)

]
=

Amax∑
A=Amin

Ca,b(A) ·
(

1

2n − 1

)A

.

Proof.

ESPN

[
ELP [1...T ](a,b)

]
=

1

#SPN
∑

spn∈SPN
ELP [1...T ]

spn (a,b)

=
1

#SPN
∑

spn∈SPN

∑

Ω∈ALH(a,b)∗
ELCPspn(Ω) (4.1)

=
∑

Ω∈ALH(a,b)∗

[
1

#SPN
∑

spn∈SPN
ELCPspn(Ω)

]

=
∑

Ω∈ALH(a,b)∗

(
1

2n − 1

)A(Ω)

(4.2)

=
Amax∑

A=Amin

Ca,b(A) ·
(

1

2n − 1

)A

(4.3)

In the above, (4.1) follows from Theorem 3.2.6, (4.2) follows from Lemma 4.2.6,

and (4.3) is obtained by grouping characteristics in ALH(a,b)∗ according to the

numbers of s-boxes they make active. The limits on the summation in (4.3) are from

Lemma 4.2.8.

In Section 4.3 we compute ESPN

[
ELP [1...T ](a,b)

]
directly for a specific SPN struc-

ture by using Theorem 4.2.9. We also approximate this value experimentally by pseu-

dorandomly generating the SPN s-boxes. For such an approximation, the following

lemma is useful.
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Lemma 4.2.10. Consider T core SPN rounds. Let the s-boxes and the independent

key be fixed. Then for any other fixed independent key (e.g., the all-zero key), there

is a selection of s-boxes that produces the equivalent SPN, i.e., the same mapping

from plaintexts to ciphertexts. Moreover, varying uniformly over both SPN and the

set of all independent keys results in the same distribution of SPNs as does fixing an

independent key and varying uniformly over SPN .

Proof. Let S be a bijective n×n s-box, let κ ∈ {0, 1}n, and define Sκ(x) = S(x⊕κ) for

all x ∈ {0, 1}n. Since the s-boxes in the T rounds are chosen independently, it suffices

to prove that varying uniformly over all choices of S and all choices of κ produces the

same distribution of s-boxes as simply varying uniformly over all choices of S. This

follows easily from the well-known fact that if S is fixed, then the s-boxes Sκ form

an equivalence class of 2n bijective s-boxes [109] (the Sκ are called cryptographically

equivalent s-boxes).

4.2.3 Recursive Formulation for Ca,b(A)

In order to make use of Theorem 4.2.9, we need a method for computing the values

Ca,b(A). We start by thinking of “constructing” a characteristic in ALH(a,b)∗ in

a round-by-round fashion. Clearly the active s-boxes in round 1 and round T are

determined by a and b, respectively. In each round t (2 ≤ t ≤ T − 1), we select the

s-boxes to be made active, ensuring that we are able to “connect” these active s-boxes

to the active s-boxes in the previous round, i.e., verifying that the relevant W [γ, γ̂]

entry is nonzero (recall Definition 3.3.10 and the comment immediately following).

For t = T − 1, we also need to be able to connect to the active s-boxes in round T .

This suggests a recursive formulation for Ca,b(A).
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Definition 4.2.11. For t ≥ 2 and γ, γ̂ ∈ {0, 1}M \ 0, let D[t, A, γ, γ̂] denote the

number of characteristics over rounds 1 . . . t that activate a total of A s-boxes, with

the restriction that all the characteristics have the same (arbitrary) fixed input mask

for round 1 that activates the pattern of s-boxes given by γ, and the same (arbitrary)

fixed output mask for round t that activates the pattern of s-boxes given by γ̂.

It follows immediately that

Ca,b(A) = D[T, A, γa, γb] .

Remark 4.2.12. Although we refer to fixed input and output masks in Definition 4.2.11,

these need not be specified, since we are only interested in the number of characteris-

tics satisfying the given conditions, and this number depends entirely on the patterns

of active s-boxes in round 1 and round t, i.e., on γ and γ̂.

Lemma 4.2.13. Let t ≥ 2, γ, γ̂ ∈ {0, 1}M \ 0, and Amin ≤ A ≤ Amax, where

Amin = wt(γ) + wt(γ̂) + (t− 2)

Amax = wt(γ) + wt(γ̂) + M(t− 2) .

If t = 2, then

D[t, A, γ, γ̂] =





W [γ, γ̂] if A = wt(γ) + wt(γ̂)

0 otherwise

If t ≥ 3, then

D[t, A, γ, γ̂] =
wmax∑

w=wmin

∑

γ∈{0,1}M

wt(γ)=w

W [γ, γ̂] · D [t− 1, A− wt(γ̂), γ, γ] ,

where

wmin = max {1, A− wt(γ)− wt(γ̂)−M(t− 3)}

wmax = min {M, A− wt(γ)− wt(γ̂)− (t− 3)} .
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Proof. If t = 2, then Amin = Amax = wt(γ) + wt(γ̂). Clearly, D[2,wt(γ) + wt(γ̂), γ, γ̂]

is equal to the number of ways the active s-boxes in round 1 can be connected to the

active s-boxes in round 2, that is,

D[2,wt(γ) + wt(γ̂), γ, γ̂] = W [γ, γ̂] .

It follows that if A 6= wt(γ) + wt(γ̂),

D[2, A, γ, γ̂] = 0 .

If t ≥ 3, then each of the t-round characteristics counted by D[t, A, γ, γ̂] can be

viewed as consisting of a (t − 1)-round characteristic for rounds 1 . . . (t − 1) that

makes (A − wt(γ̂)) s-boxes active, concatenated with a final mask that activates

s-boxes in round t according to the pattern γ̂. If γ is the pattern of active s-boxes

in round (t − 1), then D [t− 1, A− wt(γ̂), γ, γ] is the number of such (t − 1)-round

characteristics. It follows that D[t, A, γ, γ̂] is given by a sum of terms of the form

W [γ, γ̂] · D [t− 1, A− wt(γ̂), γ, γ] ,

where the summation is over all γ ∈ {0, 1}M satisfying certain conditions. Trivially,

we have 1 ≤ wt(γ) ≤ M . Now (A − wt(γ) − wt(γ̂)) active s-boxes must be “dis-

tributed” among rounds 2 . . . (t−1). Clearly wt(γ) is minimized when all the s-boxes

in rounds 2 . . . (t− 2) are active, and the remaining (A− wt(γ)− wt(γ̂)−M(t− 3))

active s-boxes are located in round (t− 1). It follows that

wt(γ) ≥ wmin = max {1, A− wt(γ)− wt(γ̂)−M(t− 3)} .

On the other hand, wt(γ) is maximized when there is one active s-box in each of

rounds 2 . . . (t− 2), forcing the remaining (A−wt(γ)−wt(γ̂)− (t− 3)) active s-boxes
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to be located in round (t− 1), so

wt(γ) ≤ wmax = min {M, A− wt(γ)− wt(γ̂)− (t− 3)} .

4.3 Application to Specific SPN Structure

In this section we apply the results of the preceding sections to a specific SPN struc-

ture. We consider SPNs in which M = n, so N = n2 (these are called square SPNs),

and in which the linear transformation is a well-known permutation given by Kam

and Davida [50]—the permutation connects output bit j of s-box i in round t to input

bit i of s-box j in round (t + 1) (here we number bits from left to right, beginning

at 1). Figure 4.2 gives an example of such an SPN for the parameters M = n = 4

(N = 16), and R = 3. This SPN structure is useful for testing various results, since

not only does it exhibit good cryptographic properties with an increasing number of

rounds, but the simplicity of the linear transformation facilitates analysis.

4.3.1 Evaluating the Terms Ca,b(A)

The main task in computing ESPN

[
ELP [1...T ](a,b)

]
using Theorem 4.2.9 is evaluating

the terms Ca,b(A), and the challenge here is obtaining the values W [γ, γ̂]. In theory,

we can apply the expression in Definition 3.3.10 directly, but this is prohibitive for

practical block sizes. However, the symmetry of the Kam and Davida permutation

makes derivation of the values W [γ, γ̂] straightforward, as we show in the next lemma.
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plaintext

s-boxes

ciphertext

round 3

round 2

round 1

k2

k3

k4

(N = 16)

k1

Figure 4.2: SPN with M = n = 4 (N = 16), R = 3, and the permutation of Kam
and Davida [50]

Lemma 4.3.1. Consider an SPN in which M = n, and in which the linear transfor-

mation is the permutation of Kam and Davida [50]. Let γ, γ̂ ∈ {0, 1}M \ 0, and let

f = wt(γ), ` = wt(γ̂). Then

W [γ, γ̂] =
∑̀
i=1

(−1)`−i

(
`

i

) (
2i − 1

)f
.

Proof. Let 1 ≤ t ≤ (T − 1), let F be a fixed set of f active s-boxes in round t, and let

L be a fixed set of ` active s-boxes in round (t+1). We want to determine the number

of ways we can connect F to L through the linear transformation, i.e., we want to

determine the number of output masks for round t that activate exactly the s-boxes

in F , and which are transformed by the linear transformation into input masks for
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round (t + 1) that activate exactly the s-boxes in L.

Let 1 ≤ i ≤ `, and suppose we “mark” i of the s-boxes in L. Let ci be the number

of output masks for round t that activate exactly the s-boxes in F , and which, when

transformed by the linear transformation into input masks for round (t + 1), activate

some subset of the i marked s-boxes. Note that each s-box in round t has exactly

one output “wire” connecting it to any given s-box in round (t + 1). So if S ∈ F ,

an output mask counted by ci will have 1’s or 0’s on the i wires connecting S to

the i marked s-boxes in round (t + 1), and will have 0’s on the remaining (n − i)

output wires for S. Therefore, there are (2i − 1) possible n-bit output masks for S

(the all-zero mask is not allowed, since S is active). Since this same argument applies

for each s-box in F , we have

ci =
(
2i − 1

)f
.

Noting that there are
(

`
i

)
ways to mark i s-boxes in L, and applying the inclusion-

exclusion principle, we get

W [γ, γ̂] =
∑̀
i=1

(−1)`−i

(
`

i

)
ci

=
∑̀
i=1

(−1)`−i

(
`

i

) (
2i − 1

)f
.

4.3.2 Computational Results

For the specific SPN structure given above, we used Theorem 4.2.9 to compute

ESPN

[
ELP [1...T ](a,b)

]
for a range of parameters:

2 ≤ n ≤ 10, 2 ≤ T ≤ 16, and 1 ≤ wt(γa),wt(γb) ≤ M = n .
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(For this SPN structure, the result of Theorem 4.2.9 does not depend on the specific

values of γa and γb, but only on wt(γa) and wt(γb).)

In Figure 4.3 we plot the values ESPN

[
ELP [1...T ](a,b)

]
for M = n = 4 and

2 ≤ T ≤ 16, in the case that wt(γa) = wt(γb) = 1 (with a log10 scale on the

y-axis). On the same graph we also plot experimental values, obtained as follows.

For fixed masks a = D000 (hex) and b = 0050 (hex) (chosen arbitrarily to satisfy

wt(γa) = wt(γb) = 1), and for each value of T , we generated 1000 SPNs at random,

and for each SPN we computed LP [1...T ]
spn (a,b;0) directly from Definition 2.6.2 (by

fixing the all-zero key, we’re making use of Lemma 4.2.10). We plot the average of

these 1000 LP values. Note the strong correspondence between the theoretical values

and the experimental values.
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Number of rounds being approximated (T )

Theorem 4.2.9

Figure 4.3: ESPN

[
ELP [1...T ](a,b)

]
for M = n = 4 and a = D000(hex), b = 0050(hex)

In Figure 4.3 we also observe the apparent convergence of the theoretical and

experimental values to a limiting value. Applying Lemma 4.2.5 to an N × N s-box,
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we know that ELP [1...T ](a,b) for the true random cipher is given by

1

(2N − 1)
=

1

(216 − 1)
≈ 1.526× 10−5 .

We plot a horizontal line at y = log10(1.526× 10−5) ≈ −4.82 in Figure 4.3; this value

indeed appears to be the limit approached by both the theoretical and experimental

curves.

In Figure 4.4 we plot ESPN

[
ELP [1...T ](a,b)

]
for a 64-bit block size (M = n = 8).

(It is not practical to compute experimental values of LP [1...T ]
spn (a,b;0) for N = 64.)

Again we observe a strong correspondence between what appears to be a limiting

value for ESPN

[
ELP [1...T ](a,b)

]
and the value ELP [1...T ](a,b) for the true random

cipher, where the latter is given by

1

(264 − 1)
≈ 5.421× 10−20.

A horizontal line at y = log10(5.421× 10−20) ≈ −19.27 is plotted in Figure 4.4.

4.4 Conjectures

In carrying out further experiments, the convergence seen in Figure 4.3 and Figure 4.4

was consistently observed for various values of wt(γa) and wt(γb). This leads us to

the following conjecture.

Conjecture 4.4.1. Consider an SPN for which M = n and for which the linear

transformation is the permutation of Kam and Davida [50]. Let a,b ∈ {0, 1}N \ 0.

Then

lim
T→∞

ESPN

[
ELP [1...T ](a,b)

]
=

1

(2N − 1)
.
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Figure 4.4: ESPN

[
ELP [1...T ](a,b)

]
for M = n = 8 and wt(γa) = wt(γb) = 1

We would like to generalize Conjecture 4.4.1 to SPNs based on a much larger

class of linear transformations. It is easy to show that if an SPN does not satisfy

the completeness property (Definition 2.6.7) after some number of rounds, then there

are choices of masks a and b such that ESPN

[
ELP [1...T ](a,b)

]
does not converge to

1
(2N−1)

. For example, suppose there are infinitely many values of T such that output

bit j does not depend on input bit i over rounds 1 . . . T . Let a be the mask containing

a single 1 in position i, and let b be the mask containing a single 1 in position j. Then

ELP [1...T ](a,b) = 0 for the same infinite set of values of T , and therefore convergence

to 1
(2N−1)

is impossible. In light of the above, we introduce the following definition.

Definition 4.4.2. The linear transformation component of an SPN is called high-

level-complete, or HL-complete, if, when all the s-boxes of the SPN are complete, the

SPN itself is complete after some number of rounds.
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Remark 4.4.3. Note that we cannot bypass Definition 4.4.2 simply by requiring that

the linear transformation be complete, because Lemma 2.6.8 shows that an SPN linear

transformation is never complete.

For any SPN linear transformation, the HL-completeness property is easy to verify.

In particular, the permutation of Kam and Davida is HL-complete—for complete

s-boxes, it yields a complete SPN after two rounds [50].

We now give our generalized conjecture.

Conjecture 4.4.4. Consider an SPN whose linear transformation is HL-complete.

Let a,b ∈ {0, 1}N \ 0. Then

lim
T→∞

ESPN

[
ELP [1...T ](a,b)

]
=

1

(2N − 1)
.

4.5 Summary

In this chapter we have considered SPNs with randomly selected s-boxes. For fixed

input and output masks, we have derived an exact expression for the expected lin-

ear probability value over all choices of s-boxes and all independent keys, and have

computed this expression for SPNs with practical block sizes. Further, we have given

experimental evidence that the resulting values converge to the corresponding value

for the true random cipher with an increasing number of rounds, and we conjecture

that this convergence can be proven analytically for a large class of SPNs. This work

provides additional quantitative evidence that the SPN structure is a good approxi-

mation to the true random cipher.



Chapter 5

Practical Security Against Linear

Cryptanalysis for SPNs with

Randomly Selected S-Boxes

In this chapter we consider the practical security of SPNs against linear cryptanalysis.

We focus primarily on the situation in which the SPN s-boxes are chosen indepen-

dently and uniformly from the set of all bijective n × n s-boxes. As explained in

Section 4.2, this model is relevant in light of the fact that a number of block ciphers

with pseudorandomly generated s-boxes have been proposed and analyzed. We derive

a new lower bound on the probability that an SPN with randomly selected s-boxes

is practically secure against linear cryptanalysis. For common block sizes, this lower

bound rapidly approaches 1 with an increasing number of rounds. Our work in this

chapter was published in [57].

71
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5.1 Practical Security for Fixed S-Boxes

We continue to let a,b ∈ {0, 1}N \ 0 denote input and output masks, respectively,

for T ≥ 2 core SPN rounds, and we make use of several definitions from Section 3.3,

including the value q, the maximum nontrivial LP value over the SPN s-boxes (Defi-

nition 3.3.13).

Most research concerning the practical security of SPNs against linear cryptanal-

ysis has focused on the situation in which the s-boxes are fixed and public (as is

the case for the majority of block ciphers). Heys and Tavares [39] make the initial

observation that any characteristic Ω ∈ ALH (a,b)∗ activates at least one s-box in

each round, which leads to the following theorem.

Theorem 5.1.1. If T ≥ 2 and Ω ∈ ALH (a,b)∗, then ELCP(Ω) ≤ qT .

(In our development, the result in Theorem 5.1.1 follows from (3.7) and (3.11).)

In general, however, if the linear transformation is well designed, any characteristic

Ω ∈ ALH (a,b)∗ will activate (many) more than T s-boxes. The main tool here is

the linear branch number, Bl, given in Definition 3.3.11. The next theorem is due to

Kang et al. [54, 55].

Theorem 5.1.2. If T ≥ 2, then for any Ω ∈ ALH (a,b)∗, ELCP(Ω) ≤ qBl.

By partitioning any T ≥ 2 core rounds into pairs of consecutive rounds, we get a

useful corollary.

Corollary 5.1.3. Let T ≥ 2. Then for any Ω ∈ ALH (a,b)∗,

ELCP(Ω) ≤




qBl(T
2 ) if T is even

qBlbT
2 c+1 if T is odd .
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Clearly the common theme above is to derive a lower bound, B, on the number

of active s-boxes for any Ω ∈ ALH (a,b)∗, from which it follows that ELCP(Ω) ≤ qB.

Many results concerning practical security adopt this approach, often using arguments

that are tailored to a specific linear transformation or to a class of linear transforma-

tions [39]. Daemen and Rijmen [25] use the phrase wide trail strategy to refer to a

general design methodology that involves choosing a linear transformation to guar-

antee a large number of active s-boxes (here trail is another term for characteristic).

Daemen and Rijmen show that q = 2−6 and Bl = 5 for the AES [25]. It fol-

lows from Corollary 5.1.3 that when T = 4, ELCP(Ω) ≤ q10 = 2−60 for any

Ω ∈ ALH (a,b)∗. However, more involved analysis of the AES linear transformation

proves that a minimum of 25 s-boxes must be active for any 4-round characteristic,

so ELCP(Ω) ≤ 2−150 for T = 4 [25]. (By extension, ELCP(Ω) ≤ 2−300 for T = 8,

as noted in Remark 3.2.7.)

Kanda et al. [52], Kanda [51], and Kang et al. [54, 55] consider 64-bit SPNs

with 8× 8 s-boxes in which the linear transformation has the following structure:

each output byte is the XOR of a nonempty subset of the input bytes (such linear

transformations are incorporated into the round functions of the Feistel networks

Camellia [6] and E2 [53]). Kang et al. prove that for such linear transformations,

Bl ≤ 5 (they do not show whether or not this upper bound is tight).

In light of Theorem 5.1.2 and Corollary 5.1.3, it is natural to consider maximally

diffusive linear transformations, i.e., those for which Bl = (M + 1) (Remark 3.3.12).
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One fruitful approach to the construction of maximally diffusive linear transforma-

tions is based on maximum distance separable (MDS) codes from the theory of error-

correcting codes [73]. MDS codes are used as building blocks for the linear transfor-

mations in several SPNs, including the AES (for the smaller 32-bit linear transfor-

mation in Figure 2.6), SHARK [99] and Square [24] (predecessors of the AES), and

Hierocrypt [95].

5.2 Practical Security for Random S-Boxes

We now consider the practical security of SPNs in which the s-boxes are chosen

independently and uniformly from the set of all 2n! bijective n×n s-boxes. Specifically,

we answer the following question: If the SPN s-boxes are randomly selected, what is

the probability that the resulting SPN is practically secure against linear cryptanalysis?

We derive a lower bound on this probability, and we give experimental evidence that

this probability rapidly approaches 1 as the number of rounds is increased.

5.2.1 Distribution of ELCP values for Random S-Boxes

Lemma 4.2.4 gives the distribution of LP values for a randomly selected bijective

s-box, for fixed input and output masks. In this section we extend Lemma 4.2.4 by

deriving the distribution of ELCP values for a fixed (consistent) characteristic when

the SPN s-boxes are randomly selected. (Note that Lemma 4.2.6 gives the expected

value of this distribution.)

Definition 5.2.1. Let E [1...t] denote the set of all consistent characteristics over

rounds 1 . . . t (see Definition 3.3.5). For A ≥ 2, let E [1...t]
A ⊆ E [1...t] consist of those
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characteristics in E [1...t]
A that make exactly A s-boxes active.

It is also useful to define the following family of sets, for A ≥ 2:

IA =
{
i1i2 · · · iA : ia ∈

{
1, 2, . . . , 2n−2

}
, for 1 ≤ a ≤ A

}
.

Lemma 5.2.2. Let A ≥ 2, and let Ω ∈ E [1...T ]
A be fixed. If the SPN s-boxes are chosen

independently and uniformly from the set of all bijective n × n s-boxes, then the set

of nonzero values for ELCP(Ω) is

{(
I

2(n−2)A

)2

: I ∈ IA

}
, (5.1)

where the value
(

I
2(n−2)A

)2
occurs with probability

2A




∑

i1,i2,...,iA∈{1,2,...,2n−2}
i1i2··· iA=I

A∏
a=1

(
2n−1

2n−2+ia

)2

(
2n

2n−1

)


 . (5.2)

The probability that ELCP(Ω) = 0 is given by

((
2n−1

2n−2

)2

(
2n

2n−1

)
)A

+
A−1∑
B=1




(
A

B

)
2B


 ∑

i1,i2,...,iB∈{1,2,...,2n−2}

B∏

b=1

(
2n−1

2n−2+ib

)2

(
2n

2n−1

)



((
2n−1

2n−2

)2

(
2n

2n−1

)
)A−B


 .

Proof. The basic approach here is the same as in the proof of Lemma 4.2.6. Enu-

merate the s-boxes made active by Ω as S1, S2, . . . , SA. Let Za be a random variable

representing the LP value for Sa (1 ≤ a ≤ A). Since we vary over all choices of SPN

s-boxes, the Za are independent, and the distribution of Za is given by Lemma 4.2.4.

If Z is a random variable representing the value ELCP(Ω), then

Z = Z1 · Z2 · · ·ZA .
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It remains to derive the distribution of Z. Any nonzero value for Z is the product of

nonzero values for the Za, and therefore has the form

(
i1

2n−2

)2 (
i2

2n−2

)2

· · ·
(

iA
2n−2

)2

,

for some i1, . . . , iA ∈ {1, 2, . . . , 2n−2}, which simplifies to (5.1). Since the Za are

independent,

Prob

{
Z1 =

(
i1

2n−2

)2

, . . . , ZA =

(
iA

2n−2

)2
}

= 2A

A∏
a=1

(
2n−1

2n−2+ia

)2

(
2n

2n−1

) . (5.3)

For fixed I ∈ IA, Prob {Z = I} is obtained by summing all terms having the form

in (5.3), for all choices of i1, i2, . . . , iA ∈ {1, 2, . . . , 2n−2} satisfying i1i2 · · · iA = I; this

gives (5.2).

If Z = 0, then at least one of the Za must be zero. Let B be the number of Za

that are nonzero. The probability that B = 0, i.e., that all the Za are zero, is

((
2n−1

2n−2

)2

(
2n

2n−1

)
)A

. (5.4)

Now suppose 1 ≤ B ≤ (A − 1). There are
(

A
B

)
ways to choose B of the A active

s-boxes to have nonzero LP values; the probability that these B s-boxes will have

nonzero LP values is given by

2B


 ∑

i1,i2,...,iB∈{1,2,...,2n−2}

B∏

b=1

(
2n−1

2n−2+ib

)2

(
2n

2n−1

)

 . (5.5)

The probability that the remaining (A−B) s-boxes will have zero LP values is

((
2n−1

2n−2

)2

(
2n

2n−1

)
)A−B

. (5.6)

Combining (5.4), (5.5), and (5.6) completes the proof.
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5.2.2 Practical Security Lower Bound

Theorem 5.2.3. Consider T ≥ 2 core SPN rounds. Let 0 < δ ≤ 1. If the SPN

s-boxes are chosen independently and uniformly from the set of all bijective n × n

s-boxes, then

Prob

{
max

Ω∈E [1...T ]
ELCP(Ω) ≤ δ

}
≥

1 −
MT∑
A=T


#E [1...T ]

A · 2A
∑
I∈IA

I>(δ·2(n−2)A)




∑

i1,i2,...,iA∈{1,2,...,2n−2}
i1i2··· iA=I

A∏
a=1

(
2n−1

2n−2+ia

)2

(
2n

2n−1

)





 . (5.7)

Proof.

Prob

{
max

Ω∈E [1...T ]
ELCP(Ω) ≤ δ

}

= 1− Prob
{∃Ω ∈ E [1...T ] such that ELCP(Ω) > δ

}

≥ 1−
MT∑
A=T

Prob
{
∃Ω ∈ E [1...T ]

A such that ELCP(Ω) > δ
}

≥ 1−
MT∑
A=T

[
#E [1...T ]

A · Prob
{
ELCP(Ω) > δ for an arbitrary Ω ∈ E [1...T ]

A

}]

= 1−
MT∑
A=T


#E [1...T ]

A · 2A
∑
I∈IA

I>(δ·2(n−2)A)




∑

i1,i2,...,iA∈{1,2,...,2n−2}
i1i2··· iA=I

A∏
a=1

(
2n−1

2n−2+ia

)2

(
2n

2n−1

)





 .

The limits on the summation indexed by A are based on the obvious fact that the

number of s-boxes made active by any nontrivial Ω ∈ E [1...T ] is in the range T . . .MT .

The final equality follows from application of Lemma 5.2.2. Note that the inequality

I >
(
δ · 2(n−2)A

)
is simply a convenient form of

(
I

2(n−2)A > δ
)
.

Remark 5.2.4. The definition of practical security given in Section 3.2.2 requires that

the data complexity associated with the best linear characteristic be prohibitive. To
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guarantee practical security, it is common to stipulate that the data complexity be

greater than the total number of 〈plaintext, ciphertext〉 pairs available, i.e., greater

than 2N . For Theorem 5.2.3, it suffices to choose δ = c
2N for some c < 8 (this gives a

data complexity greater than 2N for all the success rates in Table 3.1).

Deriving the Terms E [1...T ]
A

In order to apply Theorem 5.2.3, we need to compute the values #E [1...T ]
A . This is

easily done using the values D[t, A, γ, γ̂] from Definition 4.2.11.

Lemma 5.2.5.

#E [1...T ]
A =

∑

γ,γ̂∈{0,1}M\0
D[T, A, γ, γ̂] · (2n − 1)wt(γ)+wt(γ̂) . (5.8)

Proof. Since there are no restrictions on the patterns of active s-boxes in the first

and last masks of the characteristics in E [1...T ]
A , we sum over all γ, γ̂ ∈ {0, 1}M \ 0

in (5.8). Further, since the first and last masks are not required to be fixed (as in the

definition of D[t, A, γ, γ̂]), for each choice of γ, γ̂ we multiply by the numbers of first

and last masks that activate patterns of s-boxes given by γ and γ̂, respectively; this

yields the terms (2n − 1)wt(γ)+wt(γ̂).

5.3 Computational Results

To test the effectiveness of the lower bound in Theorem 5.2.3, we return to the SPN

structure introduced in Section 4.3. Table 5.1 gives our lower bound for the 64-bit

version of this SPN (M = n = 8) for various numbers of rounds. We use the value

δ = 4
2N = 2−62 in Theorem 5.2.3 (see Remark 5.2.4). No entries are given for 10 or

11 rounds, since the resulting lower bound is less than 0, and therefore not useful.
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Clearly, for 12 or more rounds, the probability of generating an SPN that is practically

secure against linear cryptanalysis rapidly approaches 1.

Number of Lower bound from
rounds Theorem 5.2.3

10 −
11 −
12 1− 2−8

13 1− 2−31

14 1− 2−60

15 1− 2−95

16 1− 2−136

Table 5.1: Practical security lower bound for 64-bit SPN with Kam and Davida
permutation and randomly selected s-boxes

5.3.1 Application to Other SPNs

For SPNs with more diffusive linear transformations, we expect that the lower bound

in Theorem 5.2.3 will approach 1 even more rapidly. The reasoning for this is based

on the following two points.

1. For fixed 0 < δ ≤ 1, if Ω ∈ E [1...T ]
A then it can be shown that Prob {ELCP(Ω) > δ}

decreases with increasing values of A (for A in the range T . . .MT ).

2. For SPNs with more diffusive linear transformations, it is not possible to form

consistent characteristics that activate small numbers of s-boxes, i.e., E [1...T ]
A = 0

for small values of A.
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Overall, this results in the elimination of the larger terms in (5.7) of the form

2A
∑
I∈IA

I>(δ·2(n−2)A)




∑

i1,i2,...,iA∈{1,2,...,2n−2}
i1i2··· iA=I

A∏
a=1

(
2n−1

2n−2+ia

)2

(
2n

2n−1

)


 .

Although a more diffusive linear transformation will increase the terms E [1...T ]
A for

larger values of A, in general this does not appear to compensate for the effect of the

first point above, and therefore the outermost sum in (5.7) will be smaller, resulting

in a larger lower bound.

5.4 Summary

In this chapter we have considered the practical security of SPNs. Our main result

(Theorem 5.2.3) is a lower bound on the probability that an SPN with randomly se-

lected s-boxes is practically secure against linear cryptanalysis. This lower bound can

be computed for SPNs with typical block sizes, and experimental evidence indicates

that this lower bound rapidly approaches 1 with an increasing number of rounds. This

lends further support to the cryptographic strength of SPNs with randomly selected

s-boxes.



Chapter 6

Provable Security Against Linear

Cryptanalysis for SPNs with Fixed

S-Boxes

In this chapter we present two new algorithms for evaluating provable security against

linear cryptanalysis for SPNs with fixed s-boxes—these algorithms are named KMT1

and KMT2.1 Both algorithms compute an upper bound on the maximum average

linear hull probability (MALHP) for an SPN. In general, KMT2 gives a tighter up-

per bound than KMT1, but is also, in general, more computationally expensive.

KMT1 and KMT2 are the first completely general algorithms for upper bounding

the MALHP for SPNs. By “general,” we mean that these algorithms can be applied

to an SPN with any linear transformation, and they yield an upper bound that is

a function of the number of core encryption rounds. In contrast, other approaches

to upper bounding the MALHP either require that the linear transformation have a

1From the initials of Keliher, Meijer, Tavares.

81
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specific structure, or compute a single value independent of the number of rounds.

Section 6.1 summarizes existing results concerning upper bounding the MALHP

for SPNs. After proving some technical lemmas in Section 6.2, we begin our main

development in Section 6.3 with a thorough analysis of the underlying approach com-

mon to KMT1 and KMT2. In Section 6.4 we present the details specific to KMT1,

and in Section 6.5 we do the same for KMT2.

Simplifying Assumption

For the remainder of this chapter, we make the simplifying assumption that the same

set of s-boxes is used in every SPN round (these s-boxes may be distinct, or there

may be repeated s-boxes within a round). It is straightforward to extend KMT1 and

KMT2 to the more general situation in which all the SPN s-boxes are distinct. (It is

also straightforward to extend these algorithms to apply to SPNs in which the linear

transformation changes from round to round.)

6.1 Upper Bounding the MALHP for SPNs

We now survey the results related to upper bounding the MALHP for SPNs. Since

the AES is generally considered to be the most important SPN-based block cipher at

the present time, we will use it as a point of comparison. In Section 7.1 we give a

much more detailed explanation of the application of KMT1 and KMT2 to the AES.

We continue to use T to denote a number of core SPN rounds, and we make use

of Bl, the linear branch number (Definition 3.3.11), and q, the maximum nontrivial

LP value over the SPN s-boxes (Definition 3.3.13). We will focus on the variant of

the AES that consists of 10 rounds and uses a 128-bit key (the most widely analyzed
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variant so far). Recall that for the AES, M = 16, q = 2−6, and Bl = 5 (the latter

holds because Bl = 5 for the 32-bit linear transformation component of the AES).

Lemma 6.1.1. Let 0 < δ ≤ 1, and suppose MALHP ≤ δ for T core SPN rounds.

Then MALHP ≤ δ for T + 1 core SPN rounds.

Proof. Follows directly from Lemma 3.2.8 and Lemma 2.6.3.

Hong et al. [41] presented the first upper bound on the MALHP for SPNs, focusing

on SPNs with highly diffusive linear transformations. Their main result is given in

the following theorem.

Theorem 6.1.2. Let T ≥ 2. If Bl = (M + 1), then MALHP ≤ qM . If Bl = M , then

MALHP ≤ qM−1.

Since M = 16 and Bl = 5 for the AES, Theorem 6.1.2 does not apply. However,

Kang et al. [55] later published the following natural generalization of Theorem 6.1.2.

Theorem 6.1.3. Let T ≥ 2. Then MALHP ≤ qBl−1.

Applying Theorem 6.1.3 to the AES gives an upper bound of q4 = 2−24. This

corresponds to a data complexity of 229 for a success rate of 96.7% (see Table 3.1),

which is not prohibitive.

The next result to appear after that of Hong et al. was our work in [58], in which

we presented the KMT1 algorithm. As stated above, KMT1 is completely general in

that it can be applied to an SPN with any linear transformation, and it computes

an upper bound as a (nonincreasing) function of the number of encryption rounds.

The only information KMT1 extracts from the SPN s-boxes is the value q. The

upper bound from KMT1 for the AES is plotted in Figure 6.1 (the upper curve). For
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T ≥ 7, the upper bound is 2−75, corresponding to a data complexity of 280 for a 96.7%

success rate. This result established the provable security of the AES against linear

cryptanalysis.

KMT2
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Figure 6.1: Upper bounds from KMT1 and KMT2 for the AES

In [60] we presented our improved algorithm, KMT2. The main difference between

KMT1 and KMT2 is that KMT2 incorporates much more detailed information about

the distribution of LP values for the s-boxes, resulting in a tighter upper bound in

general (KMT2 is also more computationally expensive than KMT1 in general). The

upper bound from KMT2 for the AES is plotted in Figure 6.1 (the lower curve). The

values from KMT2 are also given in Table 6.1, for 2 ≤ T ≤ 16 (the values for the

larger values of T are included to illustrate the continued downward progression of

the KMT2 upper bound).

Sano et al. [101] then published a result concerning provable security for nested

SPNs. A nested SPN is an SPN with “large” s-boxes that are themselves small
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Number of Upper bound Number of Upper bound
rounds from KMT2 rounds from KMT2

1 − 9 2−92.4

2 2−22.6 10 2−94.0

3 2−40.0 11 2−95.2

4 2−80.8 12 2−96.2

5 2−83.4 13 2−97.0

6 2−84.7 14 2−97.8

7 2−87.0 15 2−98.4

8 2−90.6 16 2−99.0

Table 6.1: Upper bound from KMT2 for the AES

SPNs. S-boxes and linear transformations are referred to as high-level or low-level as

appropriate. Sano et al. gave the following theorem.

Theorem 6.1.4. Consider a nested SPN with M1 high-level s-boxes, each of which

is a 2-round SPN containing M2 low-level s-boxes in each round. Suppose all linear

transformations are maximally diffusive, i.e., the high-level linear branch number is

(M1 + 1) and the low-level linear branch number is (M2 + 1). Then for T ≥ 2 core

high-level rounds, MALHP ≤ qM1M2.

Sano et al. demonstrated that the AES can be made to fit the nested SPN

structure, with M1 = 4 and M2 = 4. (In fact, this holds for any AES-like SPN

(Section 2.5.2).) It follows from Theorem 6.1.4 that for T ≥ 4 core AES rounds, the

MALHP is upper bounded by q16 = 2−96. This improves on the upper bound from

KMT2 for 4 ≤ T ≤ 12, but KMT2 gives a tighter upper bound for T ≥ 13 (this is
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relevant because the version of the AES that uses a 256-bit key consists of 14 rounds).

The next result to appear was that of Park et al. [96], which considers provable

security for AES-like SPNs. Park et al. proved the following theorem.

Theorem 6.1.5. Let T ≥ 4 for an AES-like SPN. Then the MALHP is upper bounded

by

max
{
4q19 + 6q18 + 4q17 + q16, 184q22 + 912q21 + 438q20 + 72q19 + 4q18 + q16

}
.

Applying Theorem 6.1.5 to the AES gives an upper bound of 1.06×2−96 for T ≥ 4.

This is almost identical to the upper bound of 2−96 obtained by Sano et al. [101], and

was apparently obtained independently.

Park et al. then gave an improved result for the AES in [97]. The basis of their

result is the following theorem, which applies to any SPN.

Theorem 6.1.6. Let the s-boxes in the SPN substitution stage be enumerated from

left to right as S1, S2, . . . , SM . Then for T ≥ 2, the MALHP is upper bounded by

max



 max

1≤i≤M
α∈{0,1}n\0


 ∑

χ∈{0,1}n\0

(
LPSi(α,χ)

)Bl


 , max

1≤i≤M
β∈{0,1}n\0


 ∑

χ∈{0,1}n\0

(
LPSi(χ, β)

)Bl






 .

When applied to the AES, Theorem 6.1.6 gives an upper bound of 1.44× 2−27 for

T ≥ 2 rounds. Park et al. were able to use Theorem 6.1.6 in an analysis tailored to

AES-like SPNs to obtain an upper bound of (1.44× 2−27)
4 ≈ 1.075× 2−106 for T ≥ 4

AES rounds.

In conclusion for this section, there has been much interest recently in upper

bounding the MALHP for SPNs. This has resulted in a series of advances, and, in

particular, has established the provable security of the AES against linear cryptanal-

ysis (beginning with our KMT1 algorithm). At the time of this writing, however, it
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remains the case that KMT1 and KMT2 are the only completely general methods for

upper bounding the MALHP for SPNs. We now proceed to an explanation of these

two algorithms.

6.2 Technical Lemmas

Lemma 6.2.1. Let m ≥ 2, and suppose {ci}m
i=1, {di}m

i=1 are sequences of nonnega-

tive values. Let {ċi}m
i=1,

{
ḋi

}m

i=1
be the sequences obtained by sorting {ci} and {di},

respectively, in nonincreasing order. Then
∑m

i=1 cidi ≤
∑m

i=1 ċiḋi.

Proof. Without loss of generality, assume {di} is sorted in nonincreasing order, so

ḋi = di. If m = 2 and {ci} is not sorted, i.e., if c1 < c2, then ċ1 = c2 and ċ2 = c1, so

2∑
i=1

cidi ≤
2∑

i=1

ċiḋi ⇐⇒ c1d1 + c2d2 ≤ c2ḋ1 + c1ḋ2

⇐⇒ (c2 − c1)d2 ≤ (c2 − c1)d1

⇐⇒ d2 ≤ d1 ,

and d2 ≤ d1 holds because {di} was assumed to be sorted. Let m ≥ 3 and assume

the lemma holds for (m − 1). Let s be the index of a minimal term in {ci}, and let

{ĉi}m
i=1 be the sequence obtained by exchanging cs and cm in {ci}. Then ċm = ĉm,

and therefore sorting {ĉi}m−1
i=1 in nonincreasing order gives {ċi}m−1

i=1 . By an argument

similar to that of the m = 2 case, we have
∑m

i=1 ciḋi ≤
∑m

i=1 ĉiḋi. Applying the

induction hypothesis to the first (m − 1) terms of {ĉi} and
{

ḋi

}
gives

∑m−1
i=1 ĉiḋi ≤

∑m−1
i=1 ċiḋi. Combining these facts, we get

m∑
i=1

cidi ≤
m∑

i=1

ĉiḋi =
m−1∑
i=1

ĉiḋi + ĉmḋm ≤
m−1∑
i=1

ċiḋi + ċmḋm =
m∑

i=1

ċiḋi .
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Lemma 6.2.2. Suppose {ċi}m
i=1, {c̈i}m

i=1, and
{

ḋi

}m

i=1
are sequences of nonnegative

values, with
{

ḋi

}
sorted in nonincreasing order. Suppose there exists m̃, 1 ≤ m̃ ≤ m,

such that

(a) c̈i ≥ ċi, for 1 ≤ i ≤ m̃

(b) c̈i ≤ ċi, for (m̃ + 1) ≤ i ≤ m

(c)
∑m

i=1 ċi ≤
∑m

i=1 c̈i

Then
∑m

i=1 ċiḋi ≤
∑m

i=1 c̈iḋi.

Proof. If m̃ = m, the lemma clearly holds, so assume 1 ≤ m̃ < m. Let

Ȧ =
m̃∑

i=1

ċi Ḃ =
m∑

i=m̃+1

ċi Ċ =
m∑

i=1

ċi

Ä =
m̃∑

i=1

c̈i B̈ =
m∑

i=m̃+1

c̈i C̈ =
m∑

i=1

c̈i

By assumption, Ȧ ≤ Ä, Ḃ ≥ B̈, and Ċ ≤ C̈. Let ∆A = Ä − Ȧ and ∆B = Ḃ − B̈.

Then ∆A ≥ 0 and ∆B ≥ 0. Note that ∆A−∆B = (Ä+ B̈)− (Ȧ+ Ḃ) = C̈ − Ċ ≥ 0.

We have

m̃∑
i=1

c̈iḋi ≥
m̃∑

i=1

ċiḋi + ∆A · ḋm̃ (6.1)

m∑
i=m̃+1

c̈iḋi ≥
m∑

i=m̃+1

ċiḋi −∆B · ḋm̃+1 . (6.2)

Adding (6.1) and (6.2), we get

m∑
i=1

c̈iḋi ≥
m∑

i=1

ċiḋi + ∆A · ḋm̃ −∆B · ḋm̃+1 ≥
m∑

i=1

ċiḋi + ∆A · ḋm̃+1 −∆B · ḋm̃+1

=
m∑

i=1

ċiḋi + (∆A−∆B) · ḋm̃+1

≥
m∑

i=1

ċiḋi .
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6.3 General Approach for KMT1 and KMT2

In this section we develop the underlying approach common to KMT1 and KMT2.

We continue to use the convention for superscripts introduced in Section 3.2, as well as

the convention of omitting the linear transformation from the last round of a sequence

of consecutive rounds under consideration (Section 4.2.2).

Consider the evaluation of the MALHP for T ≥ 2 core SPN rounds:

MALHP = max
a,b∈{0,1}N\0

ELP [1...T ](a,b) . (6.3)

Direct computation would involve encrypting all 2N inputs through the T rounds for

all possible choices of the T subkeys, and then applying the mask a to each input and

the mask b to each corresponding output—and this would need to be done for all

a,b ∈ {0, 1}N \ 0. This is computationally infeasible for any practically sized SPN.

An alternate approach to computing each term ELP [1...T ](a,b) is to use Nyberg’s

linear hull theorem (Theorem 3.2.6):

ELP [1...T ](a,b) =
∑

Ω∈ALH (a,b)∗
ELCP(Ω) . (6.4)

Computation of the right-hand side of (6.4) would involve constructing all character-

istics Ω ∈ ALH (a,b)∗ and summing the terms ELCP(Ω). Again, this is infeasible

for practically sized SPNs. However, viewing the problem from this perspective has

proven to be very useful, giving us the basis for the KMT1 and KMT2 algorithms.

We developed our intuition through the following stages.

1. For all a,b ∈ {0, 1}N \0, derive an upper bound on ELP [1...T ](a,b)—clearly the

maximum of these termwise upper bounds is an upper bound on the MALHP.
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2. To upper bound ELP [1...T ](a,b), derive a value B(a,b) that upper bounds

ELCP(Ω) for all Ω ∈ ALH (a,b)∗, and compute #ALH (a,b)∗. Then

ELP [1...T ](a,b) ≤ B(a,b) · #ALH (a,b)∗.

3. To reduce computational complexity, note that the number of characteristics in

ALH (a,b)∗ depends only on γa and γb, not on the specific values of a and b.

Therefore, for γ, γ̂ ∈ {0, 1}M \0, let C(γ, γ̂) be the number of characteristics in

ALH (a,b)∗ for any a,b ∈ {0, 1}N \0 satisfying γa = γ, γb = γ̂. Let B(γ, γ̂) be

a value that upper bounds ELCP(Ω) for all a,b ∈ {0, 1}N \0 satisfying γa = γ,

γb = γ̂, and for all Ω ∈ ALH (a,b)∗. If we define

UB [1...T ][γ, γ̂]
def
= B(γ, γ̂) · C(γ, γ̂) ,

it follows that

ELP [1...T ](a,b) ≤ UB [1...T ][γa, γb] ,

and therefore

MALHP ≤ max
γ,γ̂∈{0,1}M\0

UB [1...T ][γ, γ̂] . (6.5)

Note that the maximum in (6.5) is taken over approximately 22M elements,

which is feasible for many modern block ciphers (e.g., M = 16 for the AES).

4. Computation of the values B(γ, γ̂) and C(γ, γ̂) can be simplified through a

recursive approach, i.e., the values computed for (T − 1) core rounds can be

used to derive the corresponding values for T core rounds.

5. It remains to determine the values B(γ, γ̂) and C(γ, γ̂) in the “base case,”

namely T = 2. The method for choosing the values B(γ, γ̂) is especially critical

here.
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Remark 6.3.1. The above steps capture the essence of the KMT1 and KMT2 algo-

rithms. However, additional refinements are necessary to ensure that the resulting

upper bounds on the MALHP are sufficiently small to be useful. Because of these

refinements, the basic structure above may not be immediately apparent in the pseu-

docode given later in the chapter.

It is worth singling out one of the main ideas in Step 3, namely the derivation of

upper bound values UB [1...T ][γ, γ̂] such that the following property holds:

UB Property (for T rounds). For all a,b ∈ {0, 1}N \ 0,

ELP [1...T ](a,b) ≤ UB [1...T ][γa, γb] .

6.3.1 Recursive Method for Computing UB [1...T ][γ, γ̂]

In what follows, we detail our method for computing the values UB [1...T ][γ, γ̂], leaving

certain parameters unspecified, and we prove the correctness of our approach. The

KMT1 and KMT2 algorithms are defined by selecting particular values for these

unspecified parameters.

Let T ≥ 2, and let a and b be nonzero N -bit input and output masks, respectively,

for T core SPN rounds. Consider the diagram in Figure 6.2. If x ∈ {0, 1}N is

an output mask for rounds 1 . . . (T − 1) (minus the linear transformation for round

(T − 1)), and if y is the corresponding input mask for round T (x and y are related

according to Lemma 3.3.4), then from Lemma 3.2.8 we have

ELP [1...T ](a,b) =
∑

x∈{0,1}N

ELP [1...(T−1)](a,x) · ELPT (y,b) . (6.6)

We can eliminate terms from the sum in (6.6) that are trivially zero by making

the following observations based on Section 3.3.
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y

x

Rounds 1 . . . (T − 1)
(minus final LT)

Round T
(minus LT)

LT for round (T − 1)

b

a

Figure 6.2: Important values for KMT1 and KMT2

Observation 6.3.2. For T ≥ 2, if γy 6= γb, then ELPT (y,b) = 0, so we can limit

consideration to values x for which the corresponding values y satisfy γy = γb.

Observation 6.3.3. If T = 2 and γx 6= γa, then ELP [1...(T−1)](a,x) = ELP1(a,x) = 0,

so we can eliminate all such x.

Let L be the number of values x ∈ {0, 1}N that are not eliminated by Observa-

tions 6.3.2 and 6.3.3. Enumerate these values as x1,x2, . . . ,xL, and let the corre-

sponding y values be y1,y2, . . . ,yL, respectively. For 1 ≤ i ≤ L, let

ci = ELP [1...(T−1)](a,xi)

di = ELPT (yi,b) .
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Then (6.6) can be rewritten as

ELP [1...T ](a,b) =
L∑

i=1

cidi . (6.7)

Now let {ċi} and
{

ḋi

}
be the sequences obtained by sorting {ci} and {di}, respec-

tively, in nonincreasing order. It follows from Lemma 6.2.1 that

L∑
i=1

cidi ≤
L∑

i=1

ċiḋi . (6.8)

Since computation of the values ci, di is generally infeasible, it is not practical to

compute the right-hand side of (6.8). However, suppose it is feasible to find nonin-

creasing sequences {ui} and {vi} (each of length at least L) that upper bound {ċi}
and

{
ḋi

}
, respectively, i.e., ċi ≤ ui and ḋi ≤ vi, for 1 ≤ i ≤ L. It follows that

L∑
i=1

ċiḋi ≤
L∑

i=1

uivi , (6.9)

and therefore
∑L

i=1 uivi is an upper bound on ELP [1...T ](a,b), i.e.,

ELP [1...T ](a,b) ≤
L∑

i=1

uivi (6.10)

(combine (6.7), (6.8), and (6.9)). Moreover, it is possible to refine this upper bound

by application of Lemma 6.2.2. The key observation is this: if we wish to obtain an

upper bound by replacing a nonincreasing sequence such as {ċi} with a nonincreasing

sequence {ηi}, it is not necessary that {ηi} “completely dominate” {ċi}, i.e., it is not

necessary that ċi ≤ ηi for 1 ≤ i ≤ L. Instead, under certain conditions, it suffices

for an initial subsequence of {ηi} to dominate the corresponding subsequence of {ċi}
(see Lemma 6.2.2). Therefore, given a sequence {ui} satisfying ċi ≤ ui for all i, we

can tighten the upper bound in (6.10) by truncating {ui} to obtain a sequence {ũi}
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(similarly, we truncate {vi} to obtain {ṽi}) in the following fashion. We know that
∑L

i=1 ċi =
∑L

i=1 ci ≤ 1 (similarly,
∑L

i=1 ḋi ≤ 1) by Lemma 2.6.3. If
∑L

i=1 ui ≤ 1, let

ũi = ui, for 1 ≤ i ≤ L. If
∑L

i=1 ui > 1, let Lu be maximum such that
∑Lu

i=1 ui ≤ 1,

and let {ũi}L
i=1 consist of the first L terms of

〈
u1, u2, . . . , uLu ,

(
1−

Lu∑
i=1

ui

)
, 0, 0, 0, . . .

〉
. (6.11)

Since {ċi}, {ũi}, and
{

ḋi

}
, respectively, satisfy the conditions on the three sequences

in the statement of Lemma 6.2.2, we have

L∑
i=1

ċiḋi ≤
L∑

i=1

ũiḋi . (6.12)

Similarly, since
{

ḋi

}
, {ṽi}, and {ũi}, respectively, also satisfy the same conditions,

we have

L∑
i=1

ũiḋi ≤
L∑

i=1

ũiṽi . (6.13)

Combining (6.7), (6.8), (6.12), and (6.13) gives

ELP [1...T ](a,b) ≤
L∑

i=1

ũiṽi . (6.14)

The inequality in (6.14) is the basis for the upper bound computed by KMT1 and

KMT2. (Of course, it remains to specify the sequences {ũi} and {ṽi}.)
Clearly the upper bound in (6.14) improves on that in (6.10), since

L∑
i=1

ũiṽi ≤
L∑

i=1

uivi ,

and in many cases the inequality is strict.

Remark 6.3.4. In most instances the upper bound on ELP [1...T ](a,b) computed by

KMT1/KMT2 is exactly
∑L

i=1 ũiṽi; however, there are certain cases in which the
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upper bound will be strictly larger than
∑L

i=1 ũiṽi—this contingency is discussed at

length in the proof of Theorem 6.3.7 and again briefly in the proof of Theorem 6.3.8.

Conditions on {ui} and {vi}

We require that the following conditions on {ui} and {vi} be satisfied:

1. The sequence {ui} depends only on γa (not on the specific value of a). Augment-

ing our current notation, for each γ ∈ {0, 1}M \ 0, we require a nonincreasing

sequence {uγ
i } such that for any a ∈ {0, 1}N \ 0 satisfying γa = γ, if {ċi}L

i=1

consists of terms of the form ELP [1...(T−1)](a,x) (each for a distinct value of x)

sorted in nonincreasing order, then ċi ≤ uγ
i , for 1 ≤ i ≤ L.

2. Similarly, the sequence {vi} depends only on γb—for each γ̂ ∈ {0, 1}M \ 0,

we require a nonincreasing sequence
{

vγ̂
i

}
such that for any b ∈ {0, 1}N \ 0

satisfying γb = γ̂, if
{

ḋi

}L

i=1
consists of terms of the form ELPT (y,b) (each for

a distinct value of y) sorted in nonincreasing order, then ḋi ≤ vγ̂
i , for 1 ≤ i ≤ L.

3. Derivation of the values in the sequences {uγ
i } and

{
vγ̂

i

}
is computationally

feasible.

Using this augmented notation, the truncated version of {uγ
i } is {ũγ

i }, the truncated

version of
{

vγ̂
i

}
is

{
ṽγ̂

i

}
, and (6.14) becomes

ELP [1...T ](a,b) ≤
L∑

i=1

ũγ
i ṽ

γ̂
i (6.15)

(where γ = γa, γ̂ = γb).

Remark 6.3.5. For all γ, γ̂ ∈ {0, 1}N \ 0, clearly we require that the lengths of the

sequences {uγ
i } and

{
vγ̂

i

}
be at least as large as any value L that may occur.
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Repeated Terms in {uγ
i } and

{
vγ̂

i

}

We address a final technical matter before presenting general algorithms for the two

cases T = 2 and T ≥ 3. Since L may be large, direct computation of the sum
∑L

i=1 ũγ
i ṽ

γ̂
i in (6.15) may not be possible, even if calculation of individual values ũγ

i

and ṽγ̂
i is feasible. However, actual sequences that we have used for {uγ

i } and
{

vγ̂
i

}

have had large numbers of repeated terms, greatly simplifying the computation. We

now develop notation to handle this.

Let D
γ

be the number of distinct terms in {uγ
i }; represent these distinct terms in

nonincreasing order as

〈
ρ γ

1 , ρ γ
2 , . . . , ρ γ

D
γ

〉
.

Let φ
γ

j be the number of occurrences of ρ γ
j in {uγ

i }, for 1 ≤ j ≤ D
γ
. With this

notation, {uγ
i } is given by

〈
ρ γ

1 , . . . , ρ γ
1︸ ︷︷ ︸

φ
γ
1 terms

, ρ γ
2 , . . . , ρ γ

2︸ ︷︷ ︸
φ

γ
2 terms

, . . . , ρ γ

D
γ , . . . , ρ γ

D
γ︸ ︷︷ ︸

φ
γ

D
γ terms

〉
. (6.16)

Similarly, let Dγ̂ be the number of distinct terms in
{

vγ̂
i

}
; represent these distinct

terms in nonincreasing order as

〈
ργ̂

1
, ργ̂

2
, . . . , ργ̂

Dγ̂

〉
.

Let φγ̂

j
be the number of occurrences of ργ̂

j
in

{
vγ̂

i

}
, for 1 ≤ j ≤ Dγ̂. Then

{
vγ̂

i

}
is

given by

〈
ργ̂

1
, . . . , ργ̂

1︸ ︷︷ ︸
φγ̂

1
terms

, ργ̂

2
, . . . , ργ̂

2︸ ︷︷ ︸
φγ̂

2
terms

, . . . , ργ̂

Dγ̂ , . . . , ργ̂

Dγ̂︸ ︷︷ ︸
φγ̂

Dγ̂ terms

〉
. (6.17)
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Remark 6.3.6. The use of the overline symbol in notation such as D
γ
, ρ γ

j , and φ
γ

j is

a mnemonic indicating that these values relate to LP values that are derived using

a fixed input mask (namely a). Correspondingly, the use of the underline symbol

indicates values related to LP values derived using a fixed output mask (namely b).

We also define the partial sums Φ
γ

0 = Λ
γ

0 = Φγ̂
0 = Λγ̂

0 = 0, and

Φ
γ

J =
J∑

j=1

φ
γ

j and Λ
γ

J =
J∑

j=1

ρ γ
j · φ

γ

j , for 1 ≤ J ≤ D
γ
,

Φγ̂
J =

J∑
j=1

φγ̂

j
and Λγ̂

J =
J∑

j=1

ργ̂

j
· φγ̂

j
, for 1 ≤ J ≤ Dγ̂ .

6.3.2 T = 2 Case

In the case T = 2, the situation in Figure 6.2 simplifies to that in Figure 6.3.

Specifically, the values ELP [1...(T−1)](a,x), which are upper bounded by {uγ
i }, are

y

x

Round 2
(minus LT)

LT for round 1

(minus LT)
Round 1

b

a

Figure 6.3: Important values for KMT1 and KMT2 (T = 2 case)
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computed over a single substitution stage, as are the values ELPT (y,b), which are

upper bounded by
{

vγ̂
i

}
. As well, when T = 2, both Observations 6.3.2 and 6.3.3

apply, and therefore the number of terms in {ci} and {di}, namely L, is equal to the

number of ways we can connect a pattern of s-boxes specified by γ = γa to a pattern

of s-boxes specified by γ̂ = γb via the linear transformation, i.e., L = W [γ, γ̂] (see

Definition 3.3.10).

Theorem 6.3.7. Let T = 2, and suppose the values UB [1...2][γ, γ̂] are computed using

the algorithm in Figure 6.4. Then the UB Property holds.

Proof. For this proof, “Line X” refers to the Xth line in Figure 6.4. We want to

show that the value UB [1...2][γ, γ̂] computed in Figure 6.4 is either the sum
∑L

i=1 ũγ
i ṽ

γ̂
i

from (6.15) (the general case), or a value that upper bounds this sum (a contingency

we discuss at the end of this proof). Recall that {ũγ
i } is the possibly truncated version

of {uγ
i }, and

{
ṽγ̂

i

}
is the possibly truncated version of

{
vγ̂

i

}
.

First we deal with the general case. We want to show that the algorithm com-

putes the sum of the first L = W [γ, γ̂]
def
= W term-by-term products of the sequences

in (6.16) and (6.17), stopping if the partial sum for either sequence is ≥ 1 (appropri-

ately handling the final term).

Note that the algorithm proceeds “group-by-group” through the groups of re-

peated terms in {uγ
i } and

{
vγ̂

i

}
, not term-by-term. The variable h is the index of the

current group in {uγ
i }. Since all the terms in this group have the same value, namely

ρ γ
h , the function IncSum2( ) computes the sum of the matching terms in

{
vγ̂

i

}
, and

multiplies this sum (stored in ∆λ) by ρ γ
h (Line 20).

To ensure that we sum at most W terms of the form uγ
i v

γ̂
i , we use the check

(
Φ

γ

h ≤ W
)

in Line 6, and handle the case
(
Φ

γ

h > W
)

in the conditional statement
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beginning at Line 9. Since {uγ
i } and

{
vγ̂

i

}
are assumed to have length at least W = L

(see Remark 6.3.5), then either the condition
(
Φ

γ

h ≤ W
)

will fail for some h satisfying

1 ≤ h ≤ D
γ
; or, if it happens that W is exactly equal to Φ

γ

D
γ , h will be incremented

to D
γ
+ 1, and the condition

(
h ≤ D

γ)
in Lines 6 and 9 will fail (assuming no other

condition fails first).

If {uγ
i } needs to be truncated, i.e., if

∑W
i=1 uγ

i > 1, there will be an h
(
1 ≤ h ≤ D

γ)

for which
(
Λ

γ

h > 1
)
; we check for this in Line 6, and handle this occurrence in the

conditional statement beginning at Line 9. In Line 10, the value W ′ is calculated—this

is the number of terms of {uγ
i } required for a partial sum equal to 1. The minimum

of W and W ′ is then passed to IncSum2( ) via the variable Wend. Note that W ′ may

not be an integer, but may instead be equal to m + ε, where m is an integer and

0 < ε < 1. Here ε represents the fraction of the term uγ
m+1 required for a partial sum

equal to 1, that is, (
∑m

i=1 uγ
i )+

(
ε · uγ

m+1

)
= 1. In the notation of (6.11), m = Lu and

ε =
(
1−∑Lu

i=1 ui

)
.

The variable λ is the partial sum of the terms in
{

vγ̂
i

}
that have already been

“used,” i.e., multiplied by the corresponding terms of {uγ
i }. If

{
vγ̂

i

}
needs to be

truncated, IncSum2( ) will set λ to 1, and the check (λ < 1) in Lines 6 and 9 will fail.

Finally, we consider the technical situation in which the value UB [1...2][γ, γ̂] com-

puted in Figure 6.4 is not the sum
∑W

i=1 ũγ
i ṽ

γ̂
i , but instead is strictly larger than this

sum (a contingency first mentioned in Remark 6.3.4). This occurs when:

1. both {uγ
i } and

{
vγ̂

i

}
need to be truncated, i.e.,

∑W
i=1 uγ

i > 1 and
∑W

i=1 vγ̂
i > 1,

2. both {uγ
i } and

{
vγ̂

i

}
need to be truncated at exactly the same point—in other

words, if Lu is maximum such that
∑Lu

i=1 uγ
i ≤ 1, and Lv is maximum such that

∑Lv

i=1 vγ̂
i ≤ 1, then Lu = Lv,



CHAPTER 6. PROVABLE SECURITY 100

3. the residual terms for both sequences are nonzero, i.e.,
[
1−

(∑Lu

i=1 uγ
i

)]
> 0

and
[
1−

(∑Lv

i=1 vγ
i

)]
> 0.

Define W̃
def
= Lu = Lv (clearly, W̃ < W ). Let 0 < εu < 1 be the fraction of the term

uγ

W̃+1
required for a partial sum of {uγ

i } equal to 1, i.e.,




W̃∑
i=1

uγ
i


 +

(
εu · uγ

W̃+1

)
= 1 . (6.18)

Similarly, let 0 < εv < 1 be the fraction of the term vγ̂

W̃+1
required for a partial sum

of
{

vγ̂
i

}
equal to 1, i.e.,




W̃∑
i=1

vγ̂
i


 +

(
εv · vγ̂

W̃+1

)
= 1 . (6.19)

Then

W∑
i=1

ũγ
i ṽ

γ̂
i =

W̃∑
i=1

uγ
i v

γ̂
i +

(
εu · uγ

W̃+1

)(
εv · vγ̂

W̃+1

)
. (6.20)

However, the actual upper bound computed in Figure 6.4 will be one of the two values

W̃∑
i=1

uγ
i v

γ̂
i +

(
εu · uγ

W̃+1
· vγ̂

W̃+1

)
,

W̃∑
i=1

uγ
i v

γ̂
i +

(
εv · uγ

W̃+1
· vγ̂

W̃+1

)
,

both of which are strictly larger than the right-hand side of (6.20). To see this, note

that there will be a value of h for which
(
Λ

γ

h > 1
)

(since
∑W

i=1 uγ
i > 1). This will

cause the While loop in Lines 6–8 to terminate, and execution will jump to Line 9.

The value W ′ computed in Line 10 will be
(
W̃ + εu

)
< W , and therefore

(
W̃ + εu

)

will be assigned to Wend and passed to IncSum2( ). In Line 16, the value assigned to

∆λ will be such that

(λ + ∆λ) =
W̃∑
i=1

vγ̂
i +

(
εu · vγ̂

W̃+1

)
(6.21)



CHAPTER 6. PROVABLE SECURITY 101

(note the appearance of the term εu, not εv, in (6.21)). If εu ≤ εv, then (λ+∆λ) ≤ 1

(from (6.19) and (6.21)), so the condition in Line 17 fails and Line 18 is skipped. The

value returned by IncSum2( ) is (ρ γ
h ·∆λ) =

(
u γ

W̃+1
·∆λ

)
, and therefore the value

assigned to UB [1...2][γ, γ̂] is

W̃∑
i=1

uγ
i v

γ̂
i +

(
εu · uγ

W̃+1
· vγ̂

W̃+1

)
.

If εu > εv, then (λ + ∆λ) > 1, so Line 18 is executed. It follows that the value

assigned to UB [1...2][γ, γ̂] is

W̃∑
i=1

uγ
i v

γ̂
i +

(
εv · uγ

W̃+1
· vγ̂

W̃+1

)
.

6.3.3 T ≥ 3 Case

The structure of our approach in the case T ≥ 3 is essentially the same as in the

case T = 2, but takes into account the following differences. (As above, let a,b ∈
{0, 1}N \ 0 be fixed, and let γ = γa, γ̂ = γb.)

1. In order to upper bound a nonincreasing sequence {ċi} consisting of terms of the

form ELP [1...(T−1)](a,x), we replace the sequence {uγ
i } used in the case T = 2

with a sequence of values of the form UB [1...(T−1)][ ] (computed recursively). We

continue to use the sequence
{

vγ̂
i

}
.

2. Since Observation 6.3.2 applies in the case T ≥ 3, but Observation 6.3.3 does

not, we do not have a simple expression for the value L (the number of terms

in (6.15)), so there is no condition in the pseudocode for the case T ≥ 3 that

corresponds to the condition
(
Φ

γ

h ≤ W
)

in Line 6 of Figure 6.4.
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Theorem 6.3.8. Let T ≥ 3. Assume that the values UB [1...(T−1)][γ, γ̂] have been

computed for all γ, γ̂ ∈ {0, 1}M \ 0 such that the UB Property holds (for (T − 1)

rounds). Let the values UB [1...T ][γ, γ̂] be computed using the algorithm in Figure 6.5.

Then the UB Property holds (for T rounds).

Proof. For this proof, “Line X” refers to the Xth line in Figure 6.5. We continue to

use notation from Section 6.3.1. The sequence
{

vγ̂
i

}
will be used to bound

{
ḋi

}
in

exactly the same fashion as in the case T = 2. Now consider the sequence {ċi}. For

any i (1 ≤ i ≤ L), ċi = ELP [1...(T−1)](a,x), for some x ∈ {0, 1}N . By assumption,

ċi ≤ UB [1...(T−1)][γ, γx]. Moreover, the number of elements z ∈ {0, 1}N that activate

the same set of s-boxes as x (i.e., for which γz = γx), and that are not eliminated by

Observation 6.3.2, is W [γx, γ̂]. Note that for any such z, if ċk = ELP [1...(T−1)](a, z),

then ċk is also upper bounded by UB [1...(T−1)][γ, γx]. In other words, the sequence of

terms of the form UB [1...(T−1)][ ] used to upper bound {ċi} consists of natural groups

of repeated terms.

Consider the operations in Lines 3–7. We enumerate the elements ξ ∈ {0, 1}M \ 0

for which W [ξ, γ̂] > 0 and UB [1...(T−1)][γ, ξ] > 0 as γ1, γ2, . . . , γH , such that

UB [1...(T−1)][γ, γ1] ≥ UB [1...(T−1)][γ, γ2] ≥ · · · ≥ UB [1...(T−1)][γ, γH ] .

We then set Uh = UB [1...(T−1)][γ, γh] and Wh = W [γh, γ̂], for 1 ≤ h ≤ H. It follows

that {ċi}L
i=1 is upper bounded in a term-by-term fashion by the first L terms of the

sequence
〈

U1, . . . , U1︸ ︷︷ ︸
W1 terms

, U2, . . . , U2︸ ︷︷ ︸
W2 terms

, . . . , UH , . . . , UH︸ ︷︷ ︸
WH terms

〉
. (6.22)

In other words, the sequence in (6.22) plays the role played by {uγ
i } in the case T = 2.

The remainder of Figure 6.5 almost exactly parallels Figure 6.4. We use Wtotal and
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ψ as counterparts of the partial sums Φ
γ

h and Λ
γ

h , respectively, and the role of λ is

unchanged. Finally, the function IncSum2( ) in Figure 6.4 is replaced by IncSumT( ),

which is almost identical, except that ψ is also updated inside IncSumT( ).

As in the case T = 2, there is a technical situation in which the upper bound

computed is strictly larger than
∑L

i=1 ũγ
i ṽ

γ̂
i (again, with {ũγ

i } being replaced by the

sequence in (6.22)). The details exactly parallel those at the end of the proof of

Theorem 6.3.7.

6.3.4 Minimum Lengths of {uγ
i } and

{
vγ̂

i

}

In the case T = 2, since we have eliminated all x for which γx 6= γa via Observa-

tion 6.3.3, and all y for which γy 6= γb via Observation 6.3.2, it suffices for {uγ
i } to

have length (2n − 1)wt(γ), and for
{

vγ̂
i

}
to have length (2n − 1)wt(γ̂).

In the case T ≥ 3, only Observation 6.3.2 applies, so we require that
{

vγ̂
i

}
have

minimum length (2n − 1)wt(γ̂), but there is no corresponding restriction on the length

of the sequence in (6.22); we simply use these recursively computed values.

6.3.5 Complexity Analysis

The algorithms in Figure 6.4 (T = 2 case) and Figure 6.5 (T ≥ 3 case) both consist of

double outer For loops that cause the inner lines to be executed
(
2M − 1

)×(
2M − 1

) ≈
22M times. The complexity of executing these inner lines (Lines 3–13 in Figure 6.4 and

Lines 3–17 in Figure 6.5) depends on the numbers of distinct terms in the sequences

involved. In Figure 6.4, these sequences are {ũγ
i } and

{
ṽγ̂

i

}
, and in Figure 6.5 they

are
{

ṽγ̂
i

}
and the sequence in (6.22). Let H be the maximum number of distinct

terms in any of these sequences.
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It follows that Lines 3–13 in Figure 6.4 have complexity O(H log2H). This is

because the While loop in Lines 6–8 is executed at most H times, and each call to

IncSum2( ) has complexity O(log2H) due to the binary search required to find the

minimum in Line 15. This gives an overall complexity of O
(
22M · H log2H

)
for the

algorithm in Figure 6.4.

For Figure 6.5, we also obtain an overall complexity of O
(
22M · H log2H

)
. The

inner lines (Lines 3–17) have complexity O(H log2H) for two reasons: first, because

of the sorting in Lines 4–5,2 and second, because the While loop in Lines 10–13 is

executed at most H times and each call to IncSumT( ) has complexity O(log2H) due

to the binary search required to find the minimum in Line 19.

Finally, since computation of the terms UB [1...T ][γ, γ̂] in Figure 6.5 requires pre-

computation of the terms UB [1...(T−1)][γ, γ̂], the complexity of executing the entire

algorithm for T core rounds is

O
(
T · 22M · H log2H

)
.

Remark 6.3.9. The value H depends on the choice of the sequences {ũγ
i } and

{
ṽγ̂

i

}
,

as well as on the values Uh defined in Lines 3–6 in Figure 6.5. The values Uh are

derived recursively, and therefore precomputation of H is difficult in general.

Remark 6.3.10. The feasibility of computing the values W [ ] depends on the linear

transformation of the SPN. In Section 7.1.1 we show that it is feasible to compute

these values for the AES.

2Here we assume the use of a comparison sort, for which a complexity lower bound of Ω(n log n)
is known [22] (n is the number of elements being sorted).
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6.4 The KMT1 Algorithm

As stated earlier, in order to complete the descriptions of the KMT1 and KMT2

algorithms, it remains to specify the sequences {uγ
i } and

{
vγ̂

i

}
. For KMT1, we make

use of q, the maximum nontrivial LP value over all SPN s-boxes (Definition 3.3.13).

In general, 0 < q ≤ 1. We will assume that 0 < q < 1, which will be the case for

any reasonably designed SPN. Given a ∈ {0, 1}N \ 0, let f be the number of s-boxes

made active by a, that is, f = wt(γa). For any round t, and for any x ∈ {0, 1}N , it

follows from (3.11) that

ELP t(a,x) ≤ qf .

In general, for any γ ∈ {0, 1}M \0, let f = wt(γ), and define {uγ
i } to be the sequence

〈
qf , qf , qf , . . . , qf

︸ ︷︷ ︸
(2n−1)f terms

〉
.

Similarly, for any γ̂ ∈ {0, 1}M \ 0, let ` = wt(γ̂), and define
{

vγ̂
i

}
to be the sequence

〈
q`, q`, q`, . . . , q`

︸ ︷︷ ︸
(2n−1)` terms

〉
. (6.23)

Then {uγ
i } and

{
vγ̂

i

}
satisfy the conditions listed in Section 6.3.1. Section 6.3.4

explains why {uγ
i } and

{
vγ̂

i

}
have lengths (2n − 1)f and (2n − 1)`, respectively.

With these choices for {uγ
i } and

{
vγ̂

i

}
, KMT1 is entirely specified by the pseu-

docode in Figure 6.4 and Figure 6.5. However, the simple nature of these sequences

allows us to restate the case T = 2 in a concise form in Theorem 6.4.1 below. We

also restate the case T ≥ 3 in Theorem 6.4.2.
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Theorem 6.4.1. Let γ, γ̂ ∈ {0, 1}M \ 0, f = wt(γ), ` = wt(γ̂), and W = W [γ, γ̂]. If

UB [1...2][γ, γ̂]
def
=





min
{
qf , q`

}
if max

{
qf , q`

} ·W > 1

qf+` ·W if max
{
qf , q`

} ·W ≤ 1

then the UB Property holds (for 2 rounds).

Proof. Let a,b ∈ {0, 1}N \ 0, and set γ = γa, γ̂ = γb. Recall that the value

UB [1...2][γ, γ̂] computed in Figure 6.4 is the right-hand side of (6.15), namely
∑L

i=1 ũγ
i ṽ

γ̂
i

(here L = W ), where {ũγ
i } and

{
ṽγ̂

i

}
are the possibly truncated versions of {uγ

i } and
{

vγ̂
i

}
, respectively. If max

{
qf , q`

} ·W ≤ 1, then no truncation is required, so

UB [1...2][γ, γ̂] =
W∑
i=1

uγ
i v

γ̂
i = qf+` ·W .

Now suppose max
{
qf , q`

} ·W > 1. It follows that at least one of the two sequences

will be truncated. If f < ` (so qf > q`), then either {uγ
i } will be truncated and

{
vγ̂

i

}

will not, or both will be truncated, with {uγ
i } being truncated earlier than

{
vγ̂

i

}
.

Suppose there are W̃ nonzero terms in the truncated version of {uγ
i }. Since the first

W̃ terms of
{

vγ̂
i

}
are all equal to q`, we have

W∑
i=1

ũγ
i ṽ

γ̂
i = q`

W̃∑
i=1

uγ
i = q` · 1 = q` = min

{
qf , q`

}
= UB [1...2][γ, γ̂] .

If f > `, a symmetric argument gives

UB [1...2][γ, γ̂] = qf = min
{
qf , q`

}
.

If max
{
qf , q`

} ·W > 1 and f = `, then

W∑
i=1

ũγ
i ṽ

γ̂
i ≤ q`

W̃∑
i=1

ũγ
i = q` = qf = min

{
qf , q`

}
.

Here the upper bound may be strictly larger than
∑W

i=1 ũγ
i ṽ

γ̂
i . This is exactly the

contingency discussed at the end of the proof of Theorem 6.3.7.
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Theorem 6.4.2. Let T ≥ 3. Assume that values UB [1...(T−1)][γ, γ̂] have been computed

for all γ, γ̂ ∈ {0, 1}M \ 0 such that the UB Property holds (for (T − 1) rounds). Let

values UB [1...T ][γ, γ̂] be computed using the algorithm in Figure 6.6. Then the UB

Property holds (for T rounds).

Proof. Here “Line X” refers to the Xth line in Figure 6.6. The algorithm in Figure 6.6

follows readily from the general algorithm in Figure 6.5. Consider lines 9 and 10.

Clearly Su > 1 if and only if the sequence in (6.22) needs to be truncated, and

Sq > 1 if and only if
{

vγ̂
i

}
(as given in (6.23)) needs to be truncated. In Lines 19–

26 we deal with the four possible cases involving truncation/non-truncation of these

sequences.

6.4.1 Complexity Analysis of KMT1

For KMT1, in the case T = 2, computation of a single term UB [1...2][γ, γ̂] requires

constant time using Theorem 6.4.1, and therefore computing the maximum of all

such terms has complexity O(22M). In the case T ≥ 3, the overall complexity is

the same as in Section 6.3.5, namely O(T · 22M · H log2H). The reason for this un-

changed complexity is that the inner lines in Figure 6.6 (Lines 3–26) have complexity

O(H log2H) due to the sorting step in Lines 5–6. Recall that H is the maximum

number of distinct terms in the sequences involved; since
{

vγ̂
i

}
consists of a single

repeated term, H will be the maximum value of H as defined in Line 5 in Figure 6.6

(or Line 4 in Figure 6.5). In Section 7.1.3 we discuss the actual running time of our

implementation of KMT1 as applied to the AES.
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6.5 The KMT2 Algorithm

As seen above, the KMT1 algorithm makes use of q, the maximum s-box LP value.

The KMT2 algorithm is based on the following observation: the upper bound obtained

by KMT1 can potentially be improved by incorporating more detailed information

about the distribution of LP values for the SPN s-boxes. The KMT2 algorithm is,

in general, more computationally expensive than KMT1, but has proven to be of

manageable complexity for SPNs of practical size, such as the AES (Section 7.1.4).

We construct the sequences {uγ
i } and

{
vγ̂

i

}
by considering how to upper bound

LP values for the SPN s-boxes. The KMT2 algorithm is then entirely specified by

the pseudocode in Figure 6.4 and Figure 6.5.

6.5.1 Upper Bounding LP Values for One S-Box

Let S be an n× n s-box. For fixed input mask α ∈ {0, 1}n \ 0, let

〈
eS

α,1, eS
α,2, . . . , eS

α,2n−1

〉
(6.24)

be the sequence obtained by sorting the values
{
LPS(α,β) : β ∈ {0, 1}n \ 0

}
in non-

increasing order. For 1 ≤ i ≤ (2n − 1), define

uS
i = max

α∈{0,1}n\0
eS

α,i .

It follows that if α ∈ {0, 1}n \ 0 is a fixed input mask for S, if 〈χ1,χ2, . . . , χL〉 is

a sequence of distinct output masks for S, and if ci = LPS(α,χi), for 1 ≤ i ≤ L,

then the sequence {ċi}L
i=1 obtained by sorting {ci} in nonincreasing order is upper

bounded by
{
uS

i

}
in a term-by-term fashion, i.e., ċi ≤ uS

i , for 1 ≤ i ≤ L. Let D
S

be

the number of distinct terms in
{
uS

i

}
, and let

〈
ρS

1 , ρS
2 , . . . , ρS

D
S

〉
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be the sequence of these distinct terms sorted in decreasing order. Finally, define φ
S

j

to be the frequency of occurrence of ρS
j in

{
uS

i

}
, for 1 ≤ j ≤ D

S
(it follows trivially

that φ
S

1 + φ
S

2 + . . . + φ
S

D
S = (2n − 1)). Then

{
uS

i

}
is the sequence

〈
ρS

1 , . . . , ρS
1︸ ︷︷ ︸

φ
S
1 terms

, ρS
2 , . . . , ρS

2︸ ︷︷ ︸
φ

S
2 terms

, . . . , ρS

D
S , . . . , ρS

D
S︸ ︷︷ ︸

φ
S

D
S terms

〉
. (6.25)

In the above development, if we begin instead with fixed output masks, we obtain the

corresponding values DS, ρS
j
, and φS

j
(1 ≤ j ≤ DS), and we define

{
vS

i

}
to be the

sequence
〈

ρS

1
, . . . , ρS

1︸ ︷︷ ︸
φS

1
terms

, ρS

2
, . . . , ρS

2︸ ︷︷ ︸
φS

2
terms

, . . . , ρS

DS , . . . , ρS

DS︸ ︷︷ ︸
φS

DS terms

〉
. (6.26)

Remark 6.5.1. It is easy to see that ui ≤ q and vi ≤ q, for all i. This is the reason

that KMT2 produces a tighter upper bound than KMT1 in general.

6.5.2 Upper Bounding ELP Values for One Round

In this section we extend the sequences
{
uS

i

}
and

{
vS

i

}
to apply to multiple s-boxes.

Enumerate the s-boxes in a substitution stage from left to right as S1, S2, . . . , SM . Let

γ = γ1γ2 · · · γM ∈ {0, 1}M \0 represent a pattern of active s-boxes, and let A = wt(γ).

Denote the indices of the nonzero γm (i.e., the active s-boxes) by m1,m2, . . . , mA.

Consider all terms of the form

A∏
a=1

ρSma
ra

, (6.27)

where ra is free to range over {1, 2, . . . , D Sma}. Let D
γ

be the number of distinct

terms of this form, and let

〈
ρ γ

1 , ρ γ
2 , . . . , ρ γ

D
γ

〉
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be the sequence of these distinct terms sorted in decreasing order. For 1 ≤ j ≤ D
γ
,

define φ
γ

j to be the frequency of occurrence of ρ γ
j in the formation of the terms in

(6.27), and define {uγ
i } to be the sequence

〈
ρ γ

1 , . . . , ρ γ
1︸ ︷︷ ︸

φ
γ
1 terms

, ρ γ
2 , . . . , ρ γ

2︸ ︷︷ ︸
φ

γ
2 terms

, . . . , ρ γ

D
γ , . . . , ρ γ

D
γ︸ ︷︷ ︸

φ
γ

D
γ terms

〉
. (6.28)

It follows that if a is a fixed input mask for round t (1 ≤ t ≤ T ), and if {ċi} consists

of terms of the form ELP t(a,x) sorted in nonincreasing order (with each such term

based on a distinct value of x), then {uγ
i } upper bounds {ċi} in a term-by-term

fashion. (Notice that we have switched from the LP values in Section 6.5.1 to ELP

values by making use of (3.11).)

The construction of the sequence
{

vγ̂
i

}
is the counterpart of the above. Let

γ̂ = γ̂1γ̂2 · · · γ̂M ∈ {0, 1}M \ 0. If Â = wt(γ̂) and the indices of the nonzero γ̂m are

m1,m2, . . . , mÂ, then we consider all terms of the form

Â∏
a=1

ρSma

ra
. (6.29)

We define Dγ̂, ργ̂
j
, and φγ̂

j
to be the counterparts of D

γ
, ρ γ

j , and φ
γ

j , respectively, and
{

vγ̂
i

}
is defined to be the sequence

〈
ργ̂

1
, . . . , ργ̂

1︸ ︷︷ ︸
φγ̂

1
terms

, ργ̂

2
, . . . , ργ̂

2︸ ︷︷ ︸
φγ̂

2
terms

, . . . , ργ̂

Dγ̂ , . . . , ργ̂

Dγ̂︸ ︷︷ ︸
φγ̂

Dγ̂ terms

〉
. (6.30)

It is not hard to see that

φ
γ

1 + φ
γ

2 + . . . + φ
γ

D
γ = (2n − 1)A = (2n − 1)wt(γ)

φγ̂

1
+ φγ̂

2
+ . . . + φγ̂

Dγ̂ = (2n − 1)Â = (2n − 1)wt(γ̂) ,

satisfying the minimum lengths of {uγ
i } and

{
vγ̂

i

}
as given in Section 6.3.4.
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Remark 6.5.2. The complexity of computing the sequences {uγ
i } and

{
vγ̂

i

}
depends

to a large extent on the numbers of distinct terms in the s-box-level sequences
{
uSm

i

}

and
{
vSm

i

}
, respectively. It also depends, of course, on M , the number of s-boxes

per round. In the worst case, there are (2n − 1)M distinct terms of the form given

in (6.27) or (6.29). However, typically there will be repeated terms in the sequences
{
uSm

i

}
and

{
vSm

i

}
, greatly simplifying computation. (For the AES, this simplification

is particularly pronounced—see Section 7.1.4.)

6.5.3 Complexity Analysis of KMT2

It follows directly from Section 6.3.5 that the complexity of KMT2 for T core rounds

is O
(
T · 22M · H log2H

)
. In Section 7.1.4 we discuss the actual running time of our

implementation of KMT2 as applied to the AES.

6.6 Summary

We have presented two new algorithms for computing an upper bound on the max-

imum average linear hull probability (MALHP) for SPNs. These algorithms are de-

noted KMT1 and KMT2, and they are, to our knowledge, the first completely general

algorithms for this purpose. KMT2 is a refinement of KMT1; in general, KMT2 pro-

vides a tighter upper bound but is more computationally intensive. We developed the

structure that is common to these two algorithms, and proved the correctness of our

approach. We then specified the parameters particular to each of KMT1 and KMT2.
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7.

8.

9.

10.

13.

12.

11.

6.

2.

3.

4.

5.

1.

14.

15.

16.

17.

18.

19.

20.

h ← h + 1

Sum ← Sum + IncSum2
(
Φ

γ
h

)

If
(
h ≤ D

γ)
and (ρ γ

h > 0) and
[(

Φ
γ
h > W

)
or

(
Λ

γ
h > 1

)]
and (λ < 1)

W ′ ← Φ
γ
h−1 +

(
1− Λ

γ
h−1

)
/ ρ γ

h

Sum ← Sum + IncSum2 (Wend)

Wend ← min {W, W ′}

UB [1...2][γ, γ̂] ← Sum

While
(
h ≤ D

γ)
and (ρ γ

h > 0) and
(
Φ

γ
h ≤ W

)
and

(
Λ

γ
h ≤ 1

)
and (λ < 1)

For each γ̂ ∈ {0, 1}M \ 0

W ← W [γ, γ̂]

λ ← 0, Sum ← 0

h ← 1

For each γ ∈ {0, 1}M \ 0

Function IncSum2 (Z)

J ← min
{

j : 1 ≤ j ≤ Dγ̂ , Φ γ̂
j ≥ Z

}

∆λ ←
(
Λ γ̂

J − λ
)
−

[(
Φ γ̂

J − Z
)
∗ ρ γ̂

J

]

∆λ ← 1− λ

λ ← λ + ∆λ

return (ρ γ
h ∗∆λ)

If (λ + ∆λ) > 1

Figure 6.4: General algorithm for upper bounding the MALHP (T = 2 case)
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19.

20.

21.

18.

22.

23.

24.

25.

7.

8.

9.

10.

11.

12.

13.

15.

16.

6.

14.

17.

3.

4.

5.

2.

1.

∆λ ←
(
Λγ̂

J − λ
)
−

[(
Φγ̂

J − Z
)
∗ ργ̂

J

]

ψ ← ψ + (Uh ∗Wh)

J ← min
{

j : 1 ≤ j ≤ Dγ̂ , Φγ̂
j ≥ Z

}Function IncSumT (Z)

If (λ + ∆λ) > 1

∆λ ← 1− λ

λ ← λ + ∆λ

return (Uh ∗∆λ)

Uh ← UB [1...(T−1)][γ, γh], for 1 ≤ h ≤ H

Wh ← W [γh, γ̂], for 1 ≤ h ≤ H

ψ ← 0, λ ← 0, Wtotal ← 0, Sum ← 0

h ← 1

While (h ≤ H) and (ψ + (Uh ∗Wh) ≤ 1) and (λ < 1)

Wtotal ← Wtotal + Wh

h ← h + 1

If (h ≤ H) and (ψ + (Uh ∗Wh) > 1) and (λ < 1)

Wtotal ← Wtotal + (1− ψ)/Uh

Sum ← Sum + IncSumT (Wtotal)

UB [1...T ][γ, γ̂] ← Sum

Order the H = #Γ elements of Γ as γ1, γ2, . . . , γH such that

UB [1...(T−1)][γ, γ1] ≥ · · · ≥ UB [1...(T−1)][γ, γH ]

For each γ̂ ∈ {0, 1}M \ 0

Γ ←
{

ξ ∈ {0, 1}M \ 0 : W [ξ, γ̂] > 0 and UB [1...(T−1)][γ, ξ] > 0
}

Sum ← Sum + IncSumT (Wtotal)

For each γ ∈ {0, 1}M \ 0

Figure 6.5: General algorithm for upper bounding the MALHP (T ≥ 3 case)
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1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

11.
12.

13.

14.

15.
16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

[Case I]

[Case II]

[Case III]

[Case IV]

UB [1...(T−1)] [γ, γ1] ≥ · · · ≥ UB [1...(T−1)] [γ, γH ]

For each γ ∈ {0, 1}M \ 0

For each γ̂ ∈ {0, 1}M \ 0

Γ ←
{

ξ ∈ {0, 1}M \ 0 : W [ξ, γ̂] > 0 and UB [1...(T−1)][γ, ξ] > 0
}` ← wt(γ̂)

If Su > 1 then
Hu ← H

Hu ← max
{

G :
∑G

h=1 UhWh ≤ 1
}

δu ← 1−
(∑Hu

h=1 UhWh

)

Hq ← H
If Sq > 1 then

δq ← 1−
(
q`

∑Hq

h=1 Wh

)
Hq ← max

{
G : q`

∑G
h=1 Wh ≤ 1

}

Su ←
∑H

h=1 UhWh

Wh ← W [γh, γ̂], for 1 ≤ h ≤ H

Uh ← UB [1...(T−1)] [γ, γh], for 1 ≤ h ≤ H

Else if (Su ≤ 1 < Sq) or (1 < min {Su, Sq} and Hu > Hq) then

UB [1...T ] [γ, γ̂] ←
(
q`

∑Hq

h=1 UhWh

)
+ UHq+1 · δq

Else if
(
1 < min {Su, Sq} and Hu = Hq

def
= H̃

)
then

Sq ← q`
∑H

h=1 Wh

UB [1...T ] [γ, γ̂] ←
(
q`

∑H̃
h=1 UhWh

)
+ min

{
UH̃+1 · δq , q` · δu

}

If (Sq ≤ 1 < Su) or (1 < min {Su, Sq} and Hu < Hq) then

UB [1...T ] [γ, γ̂] ← q`

Else if (Su, Sq ≤ 1) then

UB [1...T ] [γ, γ̂] ← q`Su

Order the H = #Γ elements of Γ as γ1, γ2, . . . , γH such that

Figure 6.6: KMT1 Algorithm (T ≥ 3 case)



Chapter 7

Analysis of Specific SPN Ciphers

In this chapter we discuss the analysis of specific SPN ciphers with respect to linear

cryptanalysis. In Section 7.1 we describe the application of the KMT1 and KMT2

algorithms from Chapter 6 to the AES. In Section 7.2 we explain our use of linear

hulls to break the Q cipher.

7.1 Application of KMT1/KMT2 to the AES

In Section 6.1 we summarized the results of applying the KMT1 and KMT2 algorithms

to the AES. In this section we give details concerning the actual execution of these

algorithms, focusing on important data structures and on the computational effort

required. We start with considerations common to both KMT1 and KMT2. Note

that much of the material in this section applies to any AES-like SPN (Section 2.5.2).

115



CHAPTER 7. ANALYSIS OF SPECIFIC SPN CIPHERS 116

7.1.1 Computation of W [ ] Entries

An important element of the KMT1 and KMT2 algorithms is the W [ ] table (Defi-

nition 3.3.10). For the AES, W [ ] has dimensions 216 × 216. Direct computation of

W [ ] from the definition is infeasible, since it requires in the order of 2128 operations.

In addition, storage for the 232 entries in W [ ] would be 32GB, assuming 8 bytes per

entry (not a problem for disk space, but still a challenge at the time of this writing

if we want to store the entire table in RAM). We can significantly reduce the space

requirement for W [ ] by storing only the nonzero entries (more on this below). And

we can significantly reduce the time requirement for computing W [ ] by making use

of the corresponding table for the 32-bit maximally diffusive linear transformation

component of the AES linear transformation (see Figure 2.6); let W 32[ ] denote this

24 × 24 table. Direct computation of W 32[ ] requires in the order of 232 operations

(feasible), and storage is negligible.

For T = 2 core rounds, both KMT1 and KMT2 loop through all γ, γ̂ ∈ {0, 1}16 \0
(a total of approximately 232 iterations), making use of each value W [γ, γ̂]. For a

given pair γ, γ̂, permute the 16 bits of γ in exactly the same fashion as the first step

in the AES linear transformation permutes the 16 bytes of its input (Figure 2.6).

Partition the resulting 16-bit vector from left to right into γ1, γ2, γ3, γ4 ∈ {0, 1}4, and

similarly partition γ̂ into γ̂1, γ̂2, γ̂3, γ̂4 ∈ {0, 1}4. It follows that

W [γ, γ̂] =
4∏

i=1

W 32[γi, γ̂i] . (7.1)

By using (7.1), we can compute the entire W [ ] table in the order of 232 operations

(as opposed to 2128 operations).

For T ≥ 3, KMT1 and KMT2 access the entries of W [ ] in the following manner:

for each nonzero output mask γ̂, it is necessary to find all the nonzero input masks γ
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such that W [γ, γ̂] > 0. To avoid wasting time accessing zero entries in W [ ], we

precompute and store the list of all such γ for each γ̂. The average length of these

lists is 1191 [58], for a total of approximately 78,000,000 entries (so roughly 2% of

the entries in W [ ] are nonzero). Since each entry can be stored using a 16-bit value,

we require approximately 150MB of storage. For this reason, our implementations of

KMT1 and KMT2 perform best on computers with at least this amount of free RAM

(on machines with less RAM, disk swapping seriously impedes performance).

7.1.2 Parallel/Distributed Processing

Both KMT1 and KMT2 are amenable to parallel or distributed computing, indepen-

dent of the SPN to which they are applied. To see this, consider Figure 6.4 and

Figure 6.5, which give the algorithmic structure common to KMT1 and KMT2. For

fixed γ ∈ {0, 1}M \ 0, the values UB [1...2][γ, ·] do not depend on any other values

UB [1...2][·, ·]; and for T ≥ 3, the values UB [1...T ][γ, ·] depend only on previously com-

puted values of the form UB [1...(T−1)][γ, ·]. Therefore, we can parallelize/distribute

the outermost For loop in Figure 6.4 and Figure 6.5, with linear speedup (i.e., using

ω processors increases performance by a factor of ω).

7.1.3 Considerations Specific to KMT1

Consider the complexity analysis of KMT1 in Section 6.4.1. It follows from the dis-

cussion of W [ ] in Section 7.1.1 that the average value of H is upper bounded by 1191.

As a first approximation to the number of operations involved in applying KMT1 to

the AES, we can substitute this value for H in the expression
(
T · 22M · H log2H

)
,
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8
64

)2 (
7
64
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6
64
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64
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64

)2 (
3
64

)2 (
2
64

)2 (
1
64

)2
0

φi 5 16 36 24 34 40 36 48 17

Table 7.1: Distribution of LP values for the AES s-box

together with M = 16 and T = 16. This gives

16 · 232 · 1191 · log21191 ≈ 1015 ≈ 250.

This is a large but feasible number of operations. On a 2.8 GHz Pentium 4 (Dell

Optiplex GX260, Red Hat Linux 9, Intel C++ Compiler 7.1), our implementation of

KMT1 as applied to the AES requires roughly 2400 hours of computation time. For

the results published in [58], our benchmark machine was a Sun Ultra 5, for which

the estimated total running time was 44,000 hours. We completed the computation

by distributing it to approximately 60 CPUs for several weeks.

7.1.4 Considerations Specific to KMT2

In order to apply KMT2 to the AES, it is necessary to derive the sequences {uγ
i }

and
{

vγ̂
i

}
as specified in Section 6.5. The general situation is greatly simplified by

the fact that the AES uses a single repeated s-box, and by the fact that the table

of LP values for this s-box is highly structured. In fact, all the nontrivial rows and

columns of this LP table have the same distribution of entries, given in Table 7.1 [60]

(ρj denotes a distinct LP value, and φj denotes the frequency of occurrence of ρj). It

follows that the sequences
{
uS

i

}
and

{
vS

i

}
as given in (6.25) and (6.26), respectively,

are identical, and are exactly specified by Table 7.1 (D
S

= DS = 9).
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To compute the sequences {uγ
i } and

{
vγ̂

i

}
as given in (6.28) and (6.30), respec-

tively, we are essentially making use of the following. Let 1 ≤ m ≤ M , and let

Z1,Z2, . . . ,Zm be independent random variables distributed according to Table 7.1

(convert φj to the probability
φj

256
). Define Zm = Z1 ·Z2 · · ·Zm. Then {uγ

i } (
{

vγ̂
i

}
) has

the same distribution as Zwt(γ) (Zwt(γ̂)); the only difference is that for {uγ
i } and

{
vγ̂

i

}

we are interested in the frequency with which distinct terms occur, namely the values

φ
γ

j and φγ̂

j
, respectively, not in the corresponding probabilities, namely

(
φ

γ
j

256wt(γ)

)
and(

φγ̂
j

256wt(γ̂)

)
, respectively. It is important to note that {uγ

i } and
{

vγ̂
i

}
depend only on

wt(γ) and wt(γ̂), not on the specific values of γ and γ̂, and that {uγ
i } and

{
vγ̂

i

}
are

identical when wt(γ) = wt(γ̂). Therefore, we compute one sequence for each value of

wt(γ) (1 ≤ wt(γ) ≤ 16). Actual computation is straightforward.

Because of the complexity of the sequences used in KMT2 relative to KMT1, there

is a significant increase in execution time (the average number of distinct terms in

{uγ
i } over all γ ∈ {0, 1}M \ 0 is 1873; the corresponding sequences for KMT1 consist

of a single repeated term). On our benchmark 2.8 GHz Pentium 4 (Section 7.1.3), our

implementation of KMT2 as applied to the AES requires approximately 12,000 hours

of computation time (5× the running time of KMT1). For the results published

in [60], our benchmark machine was a Sun Ultra 5, for which the estimated total

running time was 200,000 hours. We completed this computation by distributing it

to approximately 50 CPUs for several months.
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7.2 Linear Cryptanalysis of Q

Q is a block cipher submitted to the NESSIE project by Leslie McBride [79]. Q is

a straightforward SPN, only deviating from the SPN architecture as given in Sec-

tion 2.4.2 in the fact that s-boxes of different sizes are used. We show that the

structure of the s-boxes and linear transformations in Q allows the construction of

linear characteristics with relatively large ELCP values. By combining many such

characteristics into a linear hull, we demonstrate the existence of large ELP values

for Q. The best ELP value determined by our method is 2−90.1; this constitutes a

theoretical break of the Q cipher (Section 2.7.1). To our knowledge, this is the first

use of linear hulls to break a proposed cipher. This work was published in [61].

7.2.1 Basic Components of Q

Q has a block size of N = 128 bits. Q uses three different s-boxes, one 8 × 8 s-box

named S (this is the AES s-box [25]), and two 4×4 s-boxes named A and B (B is used

in Serpent[4], and A is “Serpent-like”). (Note that A and B can be implemented with

an efficient bit-slicing technique [4]; for clarity, we will use the equivalent representa-

tion that involves bitwise permutations before and after application of these s-boxes.)

Each substitution stage applies multiple copies of a single s-box to the 128-bit input

(16 copies of S, or 32 copies of A or B).

Before continuing, we need to clarify the convention used in Q for numbering

consecutive bytes and words, namely that numbering begins at 0 with the object in the

lowest memory location—this is also the least significant object, since Q uses “little-

endian” ordering. This convention extends to numbering the bits of bytes/nibbles,

i.e., the least significant bit is numbered 0. Pictorially, numbering always increases
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W1 W2 W3W0

Figure 7.1: PreSerpent( ) bitwise permutation

from left to right (it follows that the bits in a 128-bit block are numbered 0 . . . 127,

left to right).

Three linear transformations are used in Q. The permutation P operates on a

128-bit block represented as four 32-bit words, W0,W1,W2,W3, as follows: W0 is

unchanged; W1,W2, andW3 are rotated to the right by one byte, two bytes, and three

bytes, respectively. The other two linear transformations are bitwise permutations

that we term PreSerpent( ) and PostSerpent( ), since they are positioned immediately

before and after each application of s-boxes A and B. If we again view a 128-bit block

as consisting of words W0,W1, W2,W3, PreSerpent( ) sends the bits of W0 to the first

(leftmost) input bits of the 32 repeated 4×4 s-boxes, the bits of W1 to the second input

bits of these s-boxes, and so on. This is represented in Figure 7.1. PostSerpent( ) is

simply the inverse of PreSerpent( ).

7.2.2 High-Level Structure of Q

Q accepts keys of any length, although keys longer than 256 bits are shortened to 256

bits. We will consider the version of Q that consists of 8 “full rounds” and uses a key

of at most 128 bits (our attack works for any key length, but keys longer than 128
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bits make the analysis slightly more complicated). McBride also proposed a 9-round

version of Q for “high security applications” [79]. The Q key-scheduling algorithm

generates twelve 128-bit subkeys:

KW 1, KA, KB , K0, K1, . . . , K7, KW 2 .

Only two details of the key-scheduling algorithm are important for our attack. First,

although KA and KB are 128 bits in length, each contains only 32 bits of information,

since each is the concatenation of four 32-bit words, any two of which are rotations

of each other. Second, the key-scheduling algorithm is reversible—given any subkey

other than KA or KB , it is easy to determine the remaining subkeys [79].

For 0 ≤ r ≤ 7, full round r has the structure in Figure 7.2.1 Note that a full

round actually contains three substitution stages (S, A, and B), and therefore would

be considered three rounds according to Section 2.4.2. The entire cipher is described

by:

⊕KW1 , Round0, . . . , Round7, [⊕KA, Substitution (S), ⊕KB ] , ⊕KW2 .

It follows that the 8-round version of Q contains a total of 25 substitution stages.

The application of subkeys KA and KB before and after substitution with S can

be viewed as making S key-dependent (from this perspective, KW 1 and KW 2 are

used for whitening (Section 2.4.1)). However, Q also conforms to the standard SPN

structure in which a single subkey is XOR’d before each fixed substitution stage; this

is easily seen by combining pairs of subkeys that are applied in immediate succession,

e.g., KW 1 and KA.

1This figure is taken from [79]; however, it disagrees slightly with the test code included in
McBride’s NESSIE submission, which specifies that permutation P should be applied before appli-
cation of subkey Kr [43].
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PreSerpent( ), A, PostSerpent( )

Substitution (S)

PreSerpent( ), B, PostSerpent( )

⊕KA

⊕KB

⊕Kr

Permutation (P )

Figure 7.2: Structure of a full round of Q

7.2.3 Select LP Values for the Q S-Boxes

In what follows, we will focus on LP values for the s-boxes of Q corresponding to

masks containing a single 1. We give these values in Tables 7.2, 7.3, and 7.4. Entry

[i, j] is the LP value for input (output) mask with 1 in position i (j) and all other

bits equal to 0. (Recall that we number bits from left to right starting at 0, with 0

indicating least significance.) For S, we denote this entry LPS[i, j] (entries for A and

B are subscripted accordingly).

7.2.4 High Probability Linear Hulls in Q

McBride performs preliminary linear cryptanalysis of Q by considering consistent

characteristics in which each 128-bit mask contains a single 1—we call these re-

stricted characteristics. A restricted characteristic is guaranteed to activate exactly
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Table 7.2: LP values for s-box S
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Table 7.3: LP values for s-box A
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1
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0

3 0 0 1
16

1
16

Table 7.4: LP values for s-box B
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one s-box in each substitution stage, and therefore, in general, restricted character-

istics will yield the largest ELCP values among all consistent characteristics (this

follows from (3.7) and (3.11)). McBride gives a partial argument that the best re-

stricted characteristic has an ELCP value in the range of 2−118 [79]; this corresponds

to a data complexity of 2123 for a 96.7% success rate (Table 3.1).2

However, as we show below, it is straightforward to combine all restricted charac-

teristics with the same first and last masks into a linear hull for which the resulting

ELP value is significantly higher than 2−118 (in the range of 2−90), i.e., the linear hull

effect is significant for Q.

Remark 7.2.1. Technically, we are building sub-linear hulls, since we are including

only a subset of all the characteristics belonging to a particular linear hull. We will

continue to use the term linear hull, since this will not be a source of confusion.

In order to form linear hulls over T core substitution stages, our algorithm uses

a 3-dimensional data structure DS[ ] of size 128 × (T + 1) × 128, in which each

entry is a record of two values: an integer Count, and a floating-point value ELP.

After running the algorithm, DS[i, t, j] contains information about the linear hull over

substitution stages 1 . . . t whose first mask contains a single 1 in position i, and whose

last mask contains a single 1 in position j—specifically, the Count field is the number

of restricted characteristics in the linear hull with nonzero ELCP values,3 and the

ELP field is the sum of the ELCP values of those restricted characteristics.

For our attack on Q, we strip off the first and last S-substitution stages, so T = 23

(our presentation is easily generalized to any number of core substitution stages).

2McBride estimates a bias value of 2−60, which is equivalent to an ELCP value of 2−118.
3A characteristic with a zero ELCP value makes no contribution to the ELP value of the corre-

sponding linear hull, so we omit all such characteristics.
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Thus the values that are important to us will be stored in the entries DS[i, 23, j].

Our algorithm is given in Figure 7.3 and Figure 7.4. (The pseudocode for subroutine

ApplyB( ) is omitted, as it is symmetric to that for ApplyA( )—simply replace LPA

with LPB. Also, the pseudocode for subroutine PostSerpent( ) is omitted, as it is

simply the inverse of PreSerpent( ). Note that we use the shorthand x += y to mean

x ← x + y.)

Theorem 7.2.2. If DS[ ] is filled using the algorithm in Figures 7.3 and 7.4, then

for 0 ≤ i, j ≤ 127 and 0 ≤ t ≤ 23, DS[i, t, j].Count is the number of restricted

characteristics over the first t of the 23 substitution stages whose first (last) mask

contains a single 1 in position i (j) and for which ELCP > 0, and DS[i, t, j].ELP is

the sum of the ELCP values of these characteristics.

Proof. Let 0 ≤ i ≤ 127 be fixed. The theorem is easily proven using induction

on t. Trivially, the base case (t = 0) is made true for all j by the initialization

statement and the first For loop in the main program (Figure 7.3). We assume

that the statement of the theorem holds for some t ≥ 0, and we demonstrate its

truth for (t + 1). Note that the truth of the statement is not affected by the linear

transformations (bitwise permutations) in Q; we simply perform the “bookkeeping”

of permuting the elements of DS[i, t, ·] accordingly.4 Therefore, we need only consider

the effect of the (t+1)st substitution stage on DS[i, t, ·]. Without loss of generality we

will limit our consideration to substitution using S; further, without loss of generality

we will consider only the effect of the first (leftmost) copy of S, denoted S0. The

4This works because given a mask before a linear transformation in Q, the corresponding mask
after the linear transformation is obtained by applying the linear transformation to the mask. And
this is true for Q because all linear transformations are bitwise permutations. However, this does not
hold in general—for an arbitrary linear transformation represented as a binary matrix, output masks
are transformed to input masks via multiplication by the transpose of the linear transformation
(Lemma 3.3.4).
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inputs/outputs for S0 are bits 0 . . . 7 of the relevant 128-bit blocks.

Let ̃ ∈ {0, . . . , 7}. Consider all restricted characteristics over the first (t + 1)

substitution stages whose first mask has a single 1 in position i, and whose last mask

has a single 1 in position ̃. Clearly all these characteristics make S0 active. Therefore,

in any of these characteristics, the mask preceding the (t+1)st substitution stage must

have the position of its single 1 in the range 0 . . . 7. It follows that

DS[i, t + 1, ̃ ].Count =
7∑

j=0

DS[i, t, j].Count, (7.2)

with one proviso: if LPS[j, ̃ ] = 0, then extending any t-stage restricted characteristic

enumerated by DS[i, t, j].Count (for 0 ≤ j ≤ 7) to (t + 1) stages will produce a zero

ELCP value ((3.7) and (3.11)). Therefore, we omit all such j by modifying (7.2) as

follows:

DS[i, t + 1, ̃ ].Count =
∑

0≤j≤7
LPS [j,̃ ]6=0

DS[i, t, j].Count (7.3)

(this is done via the If statement in subroutine ApplyS( )). It is easily seen that

DS[i, t + 1, ̃ ].ELP is correctly assigned the sum of the ELCP values of all the char-

acteristics enumerated by (7.3).

7.2.5 Computational Results

We ran the algorithm described above for various combinations of full and partial

rounds of Q (the main program in Figure 7.3 was modified appropriately). The best

ELP values found are listed in Table 7.5. As a point of contrast, we include Table 7.6,

which contains the corresponding best expected differential probability (EDP) values

(Section 2.6.2) for Q, due to Biham et al. [15]. For a given number of rounds, ELP and
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EDP values are roughly comparable in their significance. The ELP values represent

a minimum improvement in the exponent of approximately 17 relative to the EDP

values; the improvement in the exponent is 20.4 for the case that we will use to break

the cipher, namely 7 full rounds with A+B prepended, hereafter denoted A+B +7.

Also note the significant improvement relative to McBride’s estimate of 2−118 for the

best ELCP value of a restricted characteristic.

Number of Full rounds With additional With additional
rounds only S appended A + B prepended

6 2−72.3 2−77.2 2−78.8

7 2−83.7 2−88.6 2−90.1

8 2−95.1 2−100.0 2−101.5

9 2−106.4 2−111.3 -

Table 7.5: Best ELP values

Number of Full rounds With additional With additional
rounds only S appended A + B prepended

6 2−92.9 2−105.35 2−95.5

7 2−107.9 2−120.35 2−110.5

8 2−122.9 2−135.35 2−125.5

9 2−137.9 2−150.35 -

Table 7.6: Corresponding best EDP values from Biham et al. [15]
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7.2.6 Recovering the Full Key

A linear hull over A + B + 7 with input/output masks that each contain a single 1

can be used to derive two bytes of keying information: the byte XOR’d before the

active copy of S in the first substitution stage, and the byte XOR’d after the active

copy of S in the last substitution stage. Therefore we need 216 counters to carry out

linear cryptanalysis using such a linear hull. Note that the bytes we obtain are in

fact pieces of the 128-bit vectors (KW 1 ⊕ KA) and (KB ⊕ KW 2), respectively, i.e.,

they do not give us subkey bytes directly.

By carrying out linear cryptanalysis with 16 different linear hulls, each of which

activates a different copy of S in the last substitution stage, we can systematically

recover the bytes of (KB ⊕ KW 2). Using our algorithm, we found the best linear

hull for attacking each of these bytes; these are given in Table 7.7. The smallest of

the 16 ELP values is approximately 2−91, so opting for a 99.9% success rate for each

linear hull requires a data complexity of 64
2−91 = 297 (Table 3.1). Assuming that the

success rates of the 16 individual attacks are independent, the overall success rate is

(0.999)16 ≈ 98.4%.

Once we have determined (KB ⊕ KW 2), we can exhaustively search all 232 bits

of information in KB (see Section 7.2.2). For each guess of KB we obtain a guess

of KW 2, and this can be used to extract the remaining subkeys by running the key-

scheduling algorithm backwards. A simple trial encryption can be used to discard

wrong guesses of KB , so a total of 232 trial encryptions are required.

The above attack constitutes a theoretical break of Q.
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Byte of Position of 1 in mask ELP Number of characteristics
(KB ⊕KW 2) (input,output) in linear hull

0 (31, 3) 2−91.1 94,726,326

1 (7, 11) 2−91.1 94,726,326

2 (15, 19) 2−91.1 94,726,326

3 (23, 27) 2−91.1 94,726,326

4 (31, 35) 2−90.1 191,795,706

5 (7, 43) 2−90.1 191,795,706

6 (15, 51) 2−90.1 191,795,706

7 (23, 59) 2−90.1 191,795,706

8 (23, 67) 2−90.2 188,281,125

9 (31, 75) 2−90.2 188,281,125

10 (7, 83) 2−90.2 188,281,125

11 (15, 91) 2−90.2 188,281,125

12 (7, 99) 2−90.2 183,092,934

13 (15, 107) 2−90.2 183,092,934

14 (7, 115) 2−90.2 183,092,934

15 (15, 123) 2−90.2 183,092,934

Table 7.7: Best linear hulls for attacking the bytes of (KB ⊕KW 2)

7.2.7 Reasons for the Success of Our Attack

There are several reasons that we are able to find linear hulls with large ELP values

in Q. First, each of the three s-boxes in Q has multiple nonzero LP values correspond-

ing to input/output masks containing a single 1. In contrast, one of the design criteria

for A and B was the absence of nonzero DP values corresponding to input/output dif-

ferences containing a single 1 [79]. This is the primary reason that our ELP values are

superior to the EDP values in [15]. Second, the linear transformations in Q have low
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diffusion (branch number Bl = 2); in fact, since they are bitwise permutations, they

cause a mask containing a single 1 to be transformed into a mask that also contains

a single 1. Together, these two facts mean that there exist restricted characteristics

with nonzero ELCP values; in a well-designed cipher, no such characteristics would

exist.

Further, it is easy to combine a large number of restricted characteristics into a

linear hull, enabling the attack we have presented above. Finally, the cryptanalyst’s

job is made easier by the reversibility of the key-scheduling algorithm, which means

that determining any 128-bit subkey other than KA or KB allows the remaining

subkeys to be recovered. This could be avoided by building a one-way property into

the key-scheduling algorithm.



CHAPTER 7. ANALYSIS OF SPECIFIC SPN CIPHERS 132

For i = 0 to 127

For i = 0 to 127

Initialize all Count and LP entries in DS[ ] to 0

DS[i, 0, i].Count ← 1

DS[i, 0, i].ELP ← 1

t ← 0

ApplyA (i, t); t += 1

Permute (i, t)

ApplyB (i, t); t += 1

For Round = 1 to 7

ApplyS (i, t); t += 1

ApplyA (i, t); t += 1

Permute (i, t)

ApplyB (i, t); t += 1

Subroutine ApplyS (i, t)

J ← {j : DS[i, t, j].Count > 0}
For j ∈ J

BoxIndex ← j div 8

InBit ← j mod 8

For OutBit = 0 to 7

If LPS [InBit, OutBit] 6= 0

̃ ← 8× BoxIndex + OutBit

DS[i, t + 1, ̃ ].Count += DS[i, t, j].Count

DS[i, t + 1, ̃ ].ELP += DS[i, t, j].ELP× LPS [InBit, OutBit]

Figure 7.3: Pseudocode for computation of linear hulls over 23 core stages
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For j ∈ J
BoxIndex ← j div 4

InBit ← j mod 4

For OutBit = 0 to 3

If LPA[InBit, OutBit] 6= 0

̃ ← 4× BoxIndex + OutBit

J ← {j : DS[i, t, j].Count > 0}
PreSerpent (i, t)

DS[i, t + 1, ̃ ].Count += DS[i, t, j].Count

PostSerpent (i, t + 1)

Subroutine ApplyA (i, t)

DS[i, t + 1, ̃ ].ELP += DS[i, t, j].ELP× LPA[InBit, OutBit]

Subroutine PreSerpent (i, t)

For j = 0 to 127

Temp[j] ← DS[i, t, j]

For j = 0 to 127

̃ ← 4× (j mod 32) + (j div 32)

Subroutine Permute (i, t)

Partition DS[i, t, ·] into 4 “words” of size 32 (W0, W1, W2, W3):

Ws ← 〈DS[i, t, 32s], . . . , DS[i, t, 32s + 31] 〉, for s = 0 . . . 3

Leave W0 unchanged

Right rotate W1 by 8, W2 by 16, W3 by 24

DS[i, t, ̃ ] ← Temp[j]

Figure 7.4: Pseudocode for other subroutines
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Conclusions

8.1 Summary of Thesis

In this thesis we have dealt with linear cryptanalysis of substitution-permutation

networks. In particular, we have focused on the linear hull concept, an approach that

has proven especially fruitful.

Our consideration of SPNs with randomly selected s-boxes has produced new ex-

pressions for important values related to linear cryptanalysis. First, we have derived

an exact expression (feasible to compute) for expected linear probability values for

such SPNs. Experimental evidence indicates that this expression converges to the

corresponding value for the true random cipher with an increasing number of rounds.

This contributes to the quantitative evidence that the SPN structure is a good ap-

proximation to the true random cipher. Second, we have obtained a lower bound

on the probability that an SPN with randomly selected s-boxes is practically secure

against linear cryptanalysis after a given number of rounds. For common block sizes,

this bound appears to converge rapidly to 1.

134
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In our analysis of SPNs with fixed s-boxes, we have presented two new algorithms,

KMT1 and KMT2, for upper bounding the maximum average linear hull probability

for SPNs. At the time of this writing, these are the only such algorithms that are

completely general, in that they can be applied to any SPN, and they compute an

upper bound that is a function of the number of encryption rounds. In contrast,

other approaches to this problem either require that the SPN linear transformation

have a specific structure, or compute a single value independent of the number of

rounds. KMT2 produces a tighter upper bound than KMT1 by taking into account

detailed information about the distribution of linear probability values for the SPN

s-boxes. (As a consequence, KMT2 is also more computationally expensive.) By

applying KMT1 and KMT2 to the AES, we established the provable security of the

AES against linear cryptanalysis.

The concept of linear hulls played an instrumental role in the design of KMT1

and KMT2. Our work with linear hulls also gave us insight into certain fundamental

weaknesses in the Q cipher, a NESSIE candidate. This enabled us to break Q using

linear hulls, even though Q has good security against linear cryptanalysis when only

characteristics are used. To our knowledge, this is the first use of linear hulls to break

a proposed cipher.

In conclusion, the SPN structure possesses a simplicity that facilitates detailed

analysis. When we began this research, linear cryptanalysis of SPNs represented an

area that was largely untapped. By focusing particularly on linear hulls, we have made

several important contributions to the rigorous application of linear cryptanalysis to

this important block cipher architecture.
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8.2 Ideas for Future Research

The work presented in this thesis gives rise to many ideas for future research.

1. All of the results of this thesis are tailored to the SPN structure. It may be

possible to modify many of these results to apply to Feistel networks.

2. To this point, we have only applied KMT1 and KMT2 to the AES (due largely to

the computational complexity involved). There are many other SPNs for which

provable security against linear cryptanalysis has not yet been established—

applying these two algorithms would yield new results in this direction. For

AES-like SPNs, running times should be comparable to those for the AES.

3. Conjecture 4.4.1 and Conjecture 4.4.4 remain unproven.

4. As noted in Section 3.4.2, existing literature dealing with multiple linear approx-

imations is based on the use of linear characteristics. Adapting multiple linear

approximations to an approach based on linear hulls would be of theoretical

and practical interest.

5. We believe that the attack on the Q cipher can be significantly improved by

expanding the set of linear characteristics over which we sum ELCP values.

It should be straightforward to include characteristics that activate a small

number of s-boxes in each round (instead of just restricted characteristics).

This may result in an attack that can be carried out in practice. The use of

multiple linear approximations (see previous item) might yield an additional

improvement. Although Q is officially “broken,” improving our current attack

would further emphasize the importance of the linear hull effect.
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6. In Chapter 5 we lower bound the probability that an SPN with randomly se-

lected s-boxes is practically secure against linear cryptanalysis. The author is

not aware of any results concerning the provable security of this SPN model.

7. Although linear hulls remove the need for the approximation in (3.8), we are

still making use of the approximation in (3.4) (the Hypothesis of Fixed-Key

Equivalence). One approach to removing this assumption is to compute or

upper bound the following value:

max
k̃

max
a,b∈{0,1}N\0

LP [1...T ](a,b; k̃) .

Another approach is to compute/bound the fraction of keys, k̃, for which

max
a,b∈{0,1}N\0

LP [1...T ](a,b; k̃) .

is small/large. This matter of examining a “non-averaged” version of linear

cryptanalysis is almost entirely unexplored.
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Appendix A

Duality Between Linear and

Differential Cryptanalysis

In this appendix we outline the duality between linear cryptanalysis and differential

cryptanalysis. This duality enables us to translate certain results for one attack into

corresponding results for the other attack. Our main goal is to present the differential

cryptanalysis versions of KMT1 and KMT2, and to give the results of the application

of these dual algorithms to the AES.

A.1 Elements of the Duality

The duality between linear and differential cryptanalysis is well known [10, 75]. The

basis of the duality is a correspondence between pairs of concepts, one for each attack,

as given in Table A.1.

149



APPENDIX A. DUALITY WITH DIFFERENTIAL CRYPTANALYSIS 150

Linear Cryptanalysis Differential Cryptanalysis

input/output mask input/output XOR difference

linear probability (LP) differential probability (DP)

linear characteristic differential characteristic

linear hull differential

linear characteristic differential characteristic
probability (LCP) probability (DCP)

expected linear characteristic expected differential characteristic
probability (ELCP) probability (EDCP)

linearly active s-box differentially active s-box

linear branch number (Bl) differential branch number (Bd)

maximum average maximum expected
linear hull probability (MALHP) differential probability (MEDP)

Table A.1: Elements of duality between linear and differential cryptanalysis

A.2 Maximum Expected Differential Probability

In this section we simply highlight the details of differential cryptanalysis that are

relevant to our discussion. For a thorough explanation of the attack, see [14]. For a

description of differentials, which are the counterpart of linear hulls, see [70].

Before carrying out differential cryptanalysis, the attacker precomputes XOR dif-

ferences ∆x, ∆y ∈ {0, 1}N \0 for T core SPN rounds (often T = R− 1 or T = R− 2,

as for linear cryptanalysis) such that the expected differential probability over those

rounds, EDP [1...T ](∆x, ∆y), is relatively large (see Definition 2.6.4). The attacker

then chooses pairs of plaintexts 〈pi,p
′
i〉 satisfying pi⊕p′i = ∆p, and obtains the corre-

sponding ciphertexts 〈ci, c
′
i〉 (recall that differential cryptanalysis is a chosen-plaintext

attack). The number of such plaintext pairs required (the data complexity) [39] is in
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the order of

ND =
1

EDP [1...T ](∆x, ∆y)
. (A.1)

To guarantee provable security against differential cryptanalysis [91], it is necessary to

demonstrate that the maximum expected differential probability (MEDP) is sufficiently

small that the corresponding data complexity is prohibitively large, where

MEDP = max
∆x,∆y∈{0,1}N\0

EDP [1...T ](∆x, ∆y) .

The MEDP is the counterpart of the MALHP in linear cryptanalysis. As for the

MALHP, the exact value of the MEDP appears to be difficult to compute exactly,

and therefore researchers have focused on upper bounding this value.

A.3 Upper Bounding the MEDP for SPNs

A series of results have been published upper bounding the MEDP for SPNs. In each

case, such an upper bound was presented as a dual version of an upper bound on the

MALHP. In this section we survey these results, and consider their application to the

AES. Because of the duality, this material almost exactly parallels that in Section 6.1.

We start with the counterparts of some important definitions from Section 3.3. Note

that we continue to use L to denote the SPN linear transformation represented as an

invertible N ×N binary matrix.

Definition A.3.1 (dual version of Definition 3.3.10). Let γ, γ̂ ∈ {0, 1}M . Then

Wd[γ, γ̂]
def
= #

{
∆x ∈ {0, 1}N : γ∆x = γ, γ∆y = γ̂, where ∆y = L(∆x)

}
.
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Definition A.3.2 (dual version of Definition 3.3.11). The differential branch

number, Bd, of an SPN linear transformation is given by

Bd
def
= min

{
wt(γ∆x) + wt(γ∆y) : ∆x ∈ {0, 1}N \ 0, ∆y = L(∆x)

}

= min
{
wt(γ) + wt(γ̂) : γ, γ̂ ∈ {0, 1}M \ 0, Wd[γ, γ̂] > 0

}
.

Definition A.3.3 (dual version of Definition 3.3.13). Let p be the maximum

nontrivial DP value over all SPN s-boxes. Symbolically,

p
def
= max

S∈SPN
max

α,β∈{0,1}n\0
DP S(α,β) .

Daemen and Rijmen show that p = 2−6 and Bd = 5 for the AES [25] (the latter is

true because Bd = 5 for the 32-bit linear transformation component of the AES).

Lemma A.3.4 (dual version of Lemma 6.1.1). Let 0 < δ ≤ 1, and suppose

MEDP ≤ δ for T core SPN rounds. Then MEDP ≤ δ for T + 1 core SPN rounds.

Hong et al. [41] gave the first upper bound on the MEDP for SPNs in the following

theorem.

Theorem A.3.5 (dual version of Theorem 6.1.2). Let T ≥ 2. If Bd = (M + 1),

then MEDP ≤ pM . If Bd = M , then MEDP ≤ pM−1.

Since M = 16 and Bd = 5 for the AES, Theorem A.3.5 cannot be applied. The

first result applicable to the AES was due to Kang et al. [55].

Theorem A.3.6 (dual version of Theorem 6.1.3). Let T ≥ 2. Then MEDP ≤
pBd−1.

Evaluating Theorem A.3.6 for the AES gives an upper bound of p4 = 2−24, for

which the corresponding data complexity is not prohibitive (see (A.1)).
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We then presented the dual version of KMT1 (hereafter denoted KMT1-DC)

in [59], and applied this dual algorithm to the AES. The upper bound from KMT1-DC

for the AES is plotted in Figure A.1 (the upper curve). It happens that for the AES,

the upper bound from KMT1-DC is identical to the upper bound on the MALHP

from KMT1 (see Figure 6.1). (We explain the reasons for these identical results in

Section A.4.1.) For T ≥ 7, then, the upper bound on the MEDP from KMT1-DC

is 2−75. This result established the provable security of the AES against differential

cryptanalysis.
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Figure A.1: Upper bounds from KMT1-DC and KMT2-DC for the AES

We did not present the dual version of KMT2 (KMT2-DC) when we introduced

KMT2 in [60], due to a delay in obtaining computational results. In fact, the descrip-

tion of KMT2-DC in the current appendix is the first publication of this algorithm.1

The upper bound from KMT2-DC for the AES is plotted in Figure A.1 (the lower

1Therefore, in terms of our chronological listing of results, this discussion of KMT2-DC should
be placed at the end of this section.
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curve). The values from KMT2-DC are also given in Table A.2, for 2 ≤ T ≤ 16. It

is interesting to note that these values drop more rapidly than those for KMT2, but

begin to level out sooner (see Figure 6.1 and Table 6.1).

Number of Upper bound Number of Upper bound
rounds from KMT2-DC rounds from KMT2-DC

1 − 9 2−95.1

2 2−24.0 10 2−96.1

3 2−42.0 11 2−96.6

4 2−88.6 12 2−97.1

5 2−89.5 13 2−97.5

6 2−90.7 14 2−97.6

7 2−92.5 15 2−97.7

8 2−93.9 16 2−97.8

Table A.2: Upper bound from KMT2-DC for the AES

After KMT1-DC [59], Sano et al. [101] published the following theorem.

Theorem A.3.7 (dual version of Theorem 6.1.4). Consider a nested SPN with

M1 high-level s-boxes, each of which is a 2-round SPN containing M2 low-level s-boxes

in each round. Suppose all linear transformations have maximum differential branch

numbers, i.e., the high-level differential branch number is (M1 + 1) and the low-level

differential branch number is (M2 + 1). Then for T ≥ 2 core high-level rounds,

MEDP ≤ pM1M2.

For the AES, Theorem A.3.7 yields an upper bound of 2−96 on the MEDP, since

M1 = M2 = 4 and p = 2−6.
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The next result was due to Park et al. [96].

Theorem A.3.8 (dual version of Theorem 6.1.5). Let T ≥ 4 for an AES-like

SPN. Then the MEDP is upper bounded by

max
{
4p19 + 6p18 + 4p17 + p16, 184p22 + 912p21 + 438p20 + 72p19 + 4p18 + p16

}
.

Applying Theorem A.3.8 to the AES gives an upper bound on the MEDP of

1.06× 2−96 for T ≥ 4.

Park et al. then gave an improved result for the AES in [97], based on the following

theorem, which can be applied to any SPN.

Theorem A.3.9. Let the s-boxes in the SPN substitution stage be enumerated from

left to right as S1, S2, . . . , SM . Then for T ≥ 2, the MEDP is upper bounded by

max



 max

1≤i≤M
α∈{0,1}n\0


 ∑

χ∈{0,1}n\0

(
DPSi(α, χ)

)Bd


 , max

1≤i≤M
β∈{0,1}n\0


 ∑

χ∈{0,1}n\0

(
DPSi(χ,β)

)Bd






 .

When applied to the AES, Theorem A.3.9 gives an upper bound of 1.23 × 2−28

for T ≥ 2 rounds. Park et al. used this to obtain an upper bound on the MEDP of

(1.23× 2−28)
4 ≈ 1.144× 2−111 for T ≥ 4 AES rounds.

A.4 The KMT1-DC Algorithm

The KMT1-DC algorithm is identical to the KMT1 algorithm given in Theorem 6.4.1

and Figure 6.6, except that q is replaced by p, and W [ ] is replaced by Wd[ ]. The

complexity analysis from Section 6.4.1 remains unchanged, except that the value H
may be affected by the use of Wd[ ] in place of W [ ].
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A.4.1 Application of KMT1-DC to the AES

For the AES, p = q = 2−6, and further, Wd[ ] = W [ ] (see [59]). It follows that KMT1

and KMT1-DC are identical when applied to the AES.

A.5 The KMT2-DC Algorithm

The KMT2-DC algorithm is identical to the KMT2 algorithm given by the pseudocode

in Figure 6.4 and Figure 6.5, and by the sequences defined Section 6.5, except for two

modifications. First, W [ ] is replaced by Wd[ ]. Second, the sequence

〈
eS

α,1, eS
α,2, . . . , eS

α,2n−1

〉

in Section 6.5.1, which is the basis for the sequences {uγ
i } and

{
vγ̂

i

}
, is obtained by

using values of the form DPS(α,β) instead of values of the form LPS(α,β).

i 1 2 3

ρi

(
4

256

) (
2

256

)
0

φi 1 126 129

Table A.3: Distribution of DP values for the AES s-box

A.5.1 Application of KMT2-DC to the AES

As noted in Section A.4.1, Wd[ ] = W [ ] for the AES. When DP values are used in place

of LP values, as explained above, the sequences {uγ
i } and

{
vγ̂

i

}
are much simpler than

for KMT2, since not only does the AES s-box have the property that all nontrivial
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rows and columns of its DP table have the same distribution of entries, but this

distribution, given in Table A.3, is much simpler than the corresponding distribution

for the LP table (compare Table 7.1). Because {uγ
i } and

{
vγ̂

i

}
are greatly simplified,

our implementation of KMT2-DC runs significantly faster than KMT2 when applied

to the AES. On our benchmark 2.8GHz Pentium 4 (Section 7.1.3), the total running

time is approximately 7000 hours, roughly 60% of the running time of KMT2 (see

Section 7.1.4).
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