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Abstract

The conventional linear programming model requires the parameters
to be known as constants. In the real world, however, the parameters are
seldom known exactly and have to be estimated. Interval programming
is one of the tools to tackle uncertainty in mathematical programming
models. In this paper, it will be presented the interval linear program-
ming problems, where the coefficients and variables are in the form of
intervals. The problems will be solved by modification simplex method.
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1 Introduction

Linear programming is among the most widely and successfully used decision
tools in the quantitative analysis of practical problems where rational deci-
sions have to be made. The conventional linear programming model requires
the parameters to be known as constants. In the real world, however, the
parameters are seldom known exactly and have to be estimated. Classical
sensitivity analysis allows a study of the effect on the solution of changes to
single coefficients or very small groups of coefficients, but only to the extent
that the optimal basis is not changed. Therefore, we interest to study interval
linear programming where its the coefficients and variables are in the form of
interval [14].

In [2], the authors generalize known concepts of the solution of the linear
programming problem with interval coefficients in the objective function based
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on preference relations between intervals. [11], the authors provide an illus-
trated overview of the state of the art of interval programming in the context
of multiple objective linear programming models. In [10], the author computes
the exact upper and lower bounds of optimal values for linear programming
problems whose coefficients vary in given intervals. In [4], the author com-
putes exact range of the optimal value for linear programming problem in
which input data can vary in some given real compact intervals, and he able
to characterize the primal and dual solution sets, the bounds of the objective
function resulted from two nonlinear programming problems. In [3], the author
propose a new approach in which some or all of the coefficients of the LP are
specified as intervals, and find the best optimum and the worst optimum for
the model, and the point settings of the interval coefficients that yield these
two extremes. In [14], the authors solved linear programming problems with
interval in coefficients and variables by transformation interval linear program
model into real linear program.

In this paper, we propose a modification of simplex method and solve in-
terval linear programming problems using software Pascal-XSC to implemen-
tation the method without transforming interval linear program model into
real linear program.

2 Interval Arithmetic

The basic definitions and properties of interval numbers (or interval) and in-
terval arithmetic can be seen in [1], and [8].

Definition 2.1. A closed real interval [xI , xS] denoted by x, is a real interval
number which can be defined completely by

x = [xI , xS] = {x ∈ R \ xI ≤ x ≤ xS; xI , xS ∈ R}

where xI and xS are called infimum and supremum, respectively.

Definition 2.2. Two interval numbers x = [xI , xS] and y = [yI , yS] are called
equal if and only if xI = yI and xS = yS .

Definition 2.3. An interval number, x = [xI , xS] is called a point interval
number, if xI = xS .

Definition 2.4. An interval is called unbounded, if the lower bound or the
upper bound are infinity

Definition 2.5. A real interval vector x ∈ I(Rn)is a set of the form x =
(xi)nx1 , where i = 1, 2, . . . , n and xi = [xiI , xiS] ∈ I(R).
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Definition 2.6. A real interval matrix A ∈ I(M(Rn)) is a set of the form
A = (aij)nxn

, where i = 1, 2, . . . , n and aij = [aijI , aijS] ∈ I(R).
Let x = [xI , xS] and y = [yI , yS] , then

1. x + y = [xI + yI , xS + yS] (addition)

2. x − y = [xI − yS, xS + yI ] (subraction)

3. xy = [min{xIyI , xIyS, xSyI , xSyS}, max{xIyI , xIyS, xSyI , xSyS}]

(multiplication)

4. x \ y = [xI , xS][1 \ yS, 1 \ yI ] for 0 �∈ y. (division)

Let x, y and z ∈ I(R)

5. x + y = y + x, xy = yx (commutativity)

6. (x + y) + z = x + (y + z), (xy)z = x(yz) (associativity)

7. x(y + z) ⊆ xy + xz) (subdistributivity)

8. a(x + y) = ax + ay, a ∈ R.

3 On Comparing Intervals : A Discussion on

Existing Ideas

Let x and y be two interval numbers. In [1, 2, 5, 6, 7] and [12], the authors
present the following ways of comparing them.

Definition 3.1. 1. x ≤ y if and only if xS ≤ yI

2. x ≤ y if and only if xI ≥ yI and xS ≤ yS

3. x ≤ y if and only if xI ≤ yI and xS ≤ yS

4. (a) x ≤ y if and only if xI ≤ yI and m(x) ≤ m(y)

(b) x ≤ y if and only if xS > yI and m(x) < m(y)

(c) x ≤ y if and only if m(x) ≤ m(y) and w(x) ≥ w(y)

where m(x) = xI+xS

2
, w(x) = xS−xI

2

5. (a) x ≤ y if and only if xI − ε ≤ yS

(b) x ≤ y if and only if xS − ε ≤ yI
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6. x ≤ y if and only if xI + xS ≤ yI + yS

In the following, we discuss about comparing two intervals in the Definition
3.1(also see [15].

Definition 3.1.1 only concerns to disjoint intervals, thus the definition can-
not be used to compare two intersection intervals.

Definition 3.1.2 only concerns to an interval which is contained in another
interval, hence the definition cannot be used to compare two disjoint intervals.

Definition 3.1.3 only concerns to intersection intervals, hence the definition
cannot be used to compare two intervals where one of the two intervals is
contained in another interval.

Definition 3.1.4.a contradicts with Definition 3.1.2. In Definition 3.1.4.a,
y ≤ x if and only if yI ≤ xI and m(y) ≤ m(x). We can determine values of
the m(y) and m(x) as displayed in the following relation

yI ≤ m(y) ≤ xI ≤ m(x) ≤ xS ≤ yS

Based on values m(y) and m(x), we can write again y ≤ x if and only if
xI ≥ yI and xS ≤ yS . In the other hand, in Definition 3.1.2, x ≤ y if and
only if xI ≥ yI and xS ≤ yS . So that there are contradict among the two
definitions.

Definition 3.1.4.b concerns to intersection interval, hence the definition
cannot be used to compare two disjoint intervals.

Definition 3.1.4.b contradicts with Definition 3.1.2. Analog Definition 3.1.4.a.
There is some contradiction in Definition 3.1.5.a. Let we have relations xI <
yI < yS < xS then xI − ε ≤ yS , hence x ≤ y. But based on the relations to,
we have yI − ε ≤ xS , that mean y ≤ x.

Definition 3.1.5.b cannot be used to compare two intervals where one of
the two intervals is contained in another interval.

Definition 3.1.6 contradicts with Definition 3.1.2. Let we have relations
yI ≤ xI ≤ xS ≤ yS and m(y) ≤ xI then 2m(y) ≤ 2xI , hence yI + yS ≤ 2xI ≤
xI + xS . We can write again yI + yS ≤ xI + xS, that mean y ≤ x (Definition
3.1.6). But in Definition 3.1.2, yI ≤ xI ≤ xS ≤ yS if and only if x ≤ y.

In order to make the validity of Definition 3.1.6, we introduce a new defi-
nition as follows.

Definition 3.2. Let x and y be two real interval numbers. The statement
defined as x ≤ y if and only if xI + xS ≤ yI + yS is valid when one of the
following conditions satisfied.

1. xS ≤ yI

2. xI ≤ yI ≤ xS ≤ yS

3. yI ≤ xI ≤ xS ≤ m(y) ≤ yS
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4. yI < xI < m(y) and m(y) ≤ xS < m(y) + ε, (ε = m(y) − xI)

Therefore, based on Definition 3.2, we can build a theorem about the com-
parison between two intervals.

Theorem 3.1. Let x and y be two real intervals. x ≤ y if and only if uxI +
vxS ≤ uyI + vyS where u, v ∈ (0, 1] and u ≤ v.

Proof. By Definition 3.2 and inequality u ≤ v(u, v > 0), we have

v(xI − yI) ≤ v(yS − xS)

and
u(xI − yI) ≤ v(xI − yI) ≤ v(yS − xS).

Therefore if
u(xI − yI) ≤ v(yS − xS),

then we can write
uxI − uyI ≤ vyS − vxS

and also
uxI + vxS ≤ uyI + vyS.

4 Linear programming

Linear programming is a mathematical tool developed to handle the optimiza-
tion of a linear function subject to a set of linear constraints. The subject
of linear programming is a very important area in applied mathematics and
it has a large number of uses and applications in many industries. Some of
the current applications include mix production, allocation of resources, trans-
portation problems, and scheduling of operations.

A linear programming problem (LP) can be represented as follows. Maxi-
mize (objective function)

Z =
n∑

j=1

cjxj

subject to

n∑

j=1

aijxj ≤ bi, (i = 1, 2, . . . , m)

xj ∈ R(j = 1, 2, . . . , n)

where x1, x2, . . . , xn are the problem variables, c1, c2, . . . , cn are constants
so-called the cost coefficients, b1, b2, . . . , bm are the resource value coefficients,
and aij , (i = 1, 2, . . . , m)(j = 1, 2, . . . , n) are the constraint coefficients.
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5 Linear Programming with Interval Coeffi-

cients

Linear program with interval coefficients is an extension of linear programming,
to anticipate when unknown data value correctly, but can be estimated by its
upper and lower bounds. The problem can be expressed as maximizing

Z =

n∑

j=1

cjxj

subject to

n∑

j=1

aijxj ≤ bi, (i = 1, 2, . . . , m; j = 1, 2, . . . , n)

where xj ∈ R, cj, aij, bi ∈ I(R) is the set of all interval number in R

6 Interval Linear Programming

Interval linear programming (ILP) is an extension of linear programming with
interval coefficients. In the interval linear programming, all of coefficients and
variables are intervals. Interval linear programming problem can be formulated
as follows. Maximize (objective function)

Z =

n∑

j=1

cj xj

subject to

n∑

j=1

aijxj ≤ bi, (i = 1, 2, . . . , m; j = 1, 2, . . . , n)

where xj ∈ R, cj, aij, bi, xj ∈ I(R) is the set of all interval number in R

7 Modified Simplex method

In [9, 13] and [14], the authors implement simplex method for variable with
real value. In this paper we will use simplex method to solve interval linear
programming. We need to modify the classical simplex method in order that
the method can be used for variable with real interval value. The modified
simplex method can be written as in the following algorithm
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MS Interval Simplex Algorithm. Data : A, c and b in the ILP model
max{c x \ A x ≤ b, x ≥ 0}

1. case true of

• no optimal solution :

• 1.1.stop! write message ”no optimal solution”

• unbounded :

• 1.2.stop! write message ”unbounded”

• optimal solution :

• 1.3.stop! write message ”optimal solution”

• default :

• 1.4.{ } ! do nothing ! Check an initial feasible solution.

2. if we cannot find any initial basic feasible solution.

3. then

• 3.1.stop! the model has no optimal solution.

• else! Selection of the entering variable.

• 3.2.Determine values for the coefficients objective function for Test
optimality.

• 3.3.If all coefficient’s values positive or zero.

– then

– 3.3.1.stop! the current basic feasible solution is optimal.

– else

– 3.3.2.Choose the entering variable with the most negative coef-
ficient’s values.

– 3.3.3.Selection of the leaving variable.

– 3.3.4.Compute vector right hand side.

– 3.3.5.Compute value vector column pivot.

– 3.3.6.If all vector’s values negative or zero.

∗ then

∗ 3.3.6.1.stop! the model has no bounded solution.

∗ else

∗ 3.3.6.2.Choose the leaving variable with the minimum ratio
test.

∗ 3.3.6.3.Updating the inverse basis matrix.
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∗ 3.3.6.4.Determine the value of basic variable.

∗ 3.3.6.5.Determine new basic feasible solution.

∗ 3.3.6.6.Test the improvement solution.

∗ 3.3.6.7.If the new solution better than the current solution

· then

· 3.3.6.7.1.set solution with the new solution.

· 3.3.6.7.2.go to 3.2.

· else

· 3.3.6.7.3.go to 3.3.2

8 Numerical Example

Let us consider the following example of ILP [2] and [14]. Maximize

[−20, 50]x + [0, 10]y,

subject to
10x + 60y ≤ 1080

10x + 20y ≤ 400

10x + 10y ≤ 240

30x + 10y ≤ 420

40x + 10y ≤ 520

x, y ≥ 0

In the implementation of the algorithm using Pascal-XSC, we have results
for ( u = v = 1; u = 0.25 and v = 0.75 ) as follows.

a. for u = v = 1

x = [9.99999999999997, 10.0000000000001]
y = [11.9999999999999, 12.0000000000001]

b. for u = 0.25 and v = 0.75

x = [12.99999999999999, 13.0000000000001]
y = [0.000000000000000, 0.00000000000000]

We obtain the same solution with [2] for second last and [14] for example
2. In [2] author used lower and upper bounds (real number) of interval to
solve the problem. In [14], author used classical simplex method to solve the
problem. In this paper we execute interval directly.
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9 Conclusions

We have modified simplex method so that can be used in real interval. Interval
linear programming problems can be solved with execute real interval directly.
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