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#### Abstract

Linear-quadratic optimal control problems are considered for mean-field stochastic differential equations with deterministic coefficients. By a variational method, the optimality system is derived, which is a linear mean-field forward-backward stochastic differential equation. Using a decoupling technique, two Riccati differential equations are obtained which are uniquely solvable under certain conditions. Then a feedback representation is obtained for the optimal control.
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1. Introduction. Let $(\Omega, \mathcal{F}, \mathbb{P}, \mathbb{F})$ be a complete filtered probability space on which a one-dimensional standard Brownian motion $W(\cdot)$ is defined with $\mathbb{F} \equiv\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ being its natural filtration augmented by all the $\mathbb{P}$-null sets. Consider the following controlled linear stochastic differential equation (SDE):

$$
\left\{\begin{align*}
d X(s)= & \{A(s) X(s)+\bar{A}(s) \mathbb{E}[X(s)]+B(s) u(s)+\bar{B}(s) \mathbb{E}[u(s)]\} d s  \tag{1.1}\\
& +\{C(s) X(s)+\bar{C}(s) \mathbb{E}[X(s)]+D(s) u(s)+\bar{D}(s) \mathbb{E}[u(s)]\} d W(s), \\
& s \in[0, T], \\
X(0)= & x,
\end{align*}\right.
$$

where $A(\cdot), \bar{A}(\cdot), B(\cdot), \bar{B}(\cdot), C(\cdot), \bar{C}(\cdot), D(\cdot), \bar{D}(\cdot)$ are given matrix valued deterministic functions. In the above, $X(\cdot)$, valued in $\mathbb{R}^{n}$, is the state process, and $u(\cdot)$, valued in $\mathbb{R}^{m}$, is the control process.

We note that $\mathbb{E}[X(\cdot)]$ and $\mathbb{E}[u(\cdot)]$ appear in the state equation. Such an equation is referred to as a mean-field (forward) SDE (MF-FSDE). MF-FSDEs can be used to describe particle systems at the mesoscopic level, which is of great importance in applications. Historically, what would later be called the McKean-Vlasov SDE, a kind of MF-FSDE, was suggested by Kac [24] in 1956 as a stochastic toy model for the Vlasov kinetic equation of plasma, and a study of this was initiated by McKean [29] in 1966. Since then, many authors have made contributions to McKean-Vlasov type SDEs and applications; see, for example, Dawson [15], Dawson and Gärtner [16], Gärtner [20], Scheutzow [34], Graham [21], Chan [12], Chiang [13], and Ahmed and Ding [1]. In recent years, related topics and problems have attracted more researchers' attention; see, for example, Veretennikov [35], Huang, Malhamé, and Caines [23], Mahmudov and McKibben [28], Buckdahn et al. [10], Buckdahn, Li, and Peng [11], Borkar and Kumar [8], Crisan and Xiong [14], and Kotelenez and Kurtz [25], to mention a few. More interestingly, control problems of the McKean-Vlasov equation or MF-FSDEs

[^0]were investigated by Ahmed and Ding [2], Ahmed [3], Buckdahn, Djehiche, and Li [9], Park, Balasubramaniam, and Kang [33], Andersson and Djehiche [4], Meyer-Brandis, Oksendal, and Zhou [30], and so on. This paper can be regarded as an addition to the study of optimal control for MF-FSDEs.

For the state equation (1.1), we introduce the following set:

$$
\begin{aligned}
\mathcal{U}[0, T]= & L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right) \\
\triangleq & \left\{u:[0, T] \times \Omega \rightarrow \mathbb{R}^{m} \mid u(\cdot) \text { is } \mathbb{F} \text {-progressively measurable },\right. \\
& \left.\mathbb{E} \int_{0}^{T}|u(s)|^{2} d s<\infty\right\}
\end{aligned}
$$

Any $u(\cdot) \in \mathcal{U}[0, T]$ is called an admissible control. Under mild conditions, one can show that (see below) for any $(x, u(\cdot)) \in \mathbb{R}^{n} \times \mathcal{U}[0, T]$, (1.1) admits a unique solution $X(\cdot)=X(\cdot ; x, u(\cdot))$. We introduce the following cost functional:

$$
\begin{align*}
J(x ; u(\cdot))= & \mathbb{E}\left\{\int_{0}^{T}[\langle Q(s) X(s), X(s)\rangle+\langle\bar{Q}(s) \mathbb{E}[X(s)], \mathbb{E}[X(s)]\rangle\right. \\
& +\langle R(s) u(s), u(s)\rangle+\langle\bar{R}(s) \mathbb{E}[u(s)], \mathbb{E}[u(s)]\rangle] d s  \tag{1.2}\\
& +\langle G X(T), X(T)\rangle+\langle\bar{G} \mathbb{E}[X(T)], \mathbb{E}[X(T)]\rangle\}
\end{align*}
$$

with $Q(\cdot), \bar{Q}(\cdot), R(\cdot), \bar{R}(\cdot)$ being suitable symmetric matrix-valued functions and $G, \bar{G}$ being symmetric matrices. Our optimal control problem can be stated as follows.

Problem (MF-LQ). For given $x \in \mathbb{R}^{n}$, find a $u^{*}(\cdot) \in \mathcal{U}[0, T]$ such that

$$
\begin{equation*}
J\left(x ; u^{*}(\cdot)\right)=\inf _{u(\cdot) \in \mathcal{U}[0, T]} J(x ; u(\cdot)) \tag{1.3}
\end{equation*}
$$

Any $u^{*}(\cdot) \in \mathcal{U}[0, T]$ satisfying the above is called an optimal control and the corresponding state process $X^{*}(\cdot) \equiv X\left(\cdot ; x, u^{*}(\cdot)\right)$ is called an optimal state process; the pair $\left(X^{*}(\cdot), u^{*}(\cdot)\right)$ is called an optimal pair.

From the above-listed literature, one has some motivation for the inclusion of $\mathbb{E}[X(\cdot)]$ and $\mathbb{E}[u(\cdot)]$ in the state equation. We now briefly explain a motivation of including $\mathbb{E}[X(\cdot)]$ and $\mathbb{E}[u(\cdot)]$ in the cost functional. We recall that for a classical LQ problem with the state equation

$$
\left\{\begin{array}{l}
d X(s)=[A(s) X(s)+B(s) u(s)] d s+[C(s) X(s)+D(s) u(s)] d W(s), s \in[0, T]  \tag{1.4}\\
X(0)=x
\end{array}\right.
$$

one has the following cost functional:

$$
\begin{gather*}
J_{0}(x ; u(\cdot))=\mathbb{E}\left\{\int_{0}^{T}\left[\left\langle Q_{0}(s) X(s), X(s)\right\rangle+\left\langle R_{0}(s) u(s), u(s)\right\rangle\right] d s\right.  \tag{1.5}\\
\left.+\left\langle G_{0} X(T), X(T)\right\rangle\right\}
\end{gather*}
$$

For such a corresponding optimal control problem, it is natural to hope that the optimal state process and/or control process could be not too sensitive with respect
to the possible variation of the random events. One way to achieve this is trying to keep the variations $\operatorname{var}[X(\cdot)]$ and $\operatorname{var}[u(\cdot)]$ small. Therefore, one could include $\operatorname{var}[X(\cdot)]$ and $\operatorname{var}[u(\cdot)]$ in the cost functional. A natural form of the cost functional, replacing (1.5), could be the following:

$$
\begin{align*}
\widehat{J}_{0}(x ; u(\cdot))= & \mathbb{E}\left\{\int _ { 0 } ^ { T } \left[\left\langle Q_{0}(s) X(s), X(s)\right\rangle+q(s) \operatorname{var}[X(s)]+\left\langle R_{0}(s) u(s), u(s)\right\rangle\right.\right.  \tag{1.6}\\
& \left.+\rho(s) \operatorname{var}[u(s)]] d s+\left\langle G_{0} X(T), X(T)\right\rangle+g \operatorname{var}[X(T)]\right\}
\end{align*}
$$

for some (positive) weighting factors $q(\cdot), \rho(\cdot)$, and $g$. Since

$$
\operatorname{var}[X(s)]=\mathbb{E}|X(s)|^{2}-(\mathbb{E}[X(s)])^{2}
$$

and similar things hold for $\operatorname{var}[X(T)]$ and $\operatorname{var}[u(s)]$, we see that

$$
\begin{aligned}
\widehat{J}_{0}(x ; u(\cdot))= & \mathbb{E}\left\{\int _ { 0 } ^ { T } \left[\left\langle\left[Q_{0}(s)+q(s) I\right] X(s), X(s)\right\rangle-q(s)(\mathbb{E}[X(s)])^{2}\right.\right. \\
& \left.+\left\langle\left[R_{0}(s)+\rho(s) I\right] u(s), u(s)\right\rangle-\rho(s)(\mathbb{E}[u(s)])^{2}\right] d s \\
& \left.+\left\langle\left[G_{0}+g I\right] X(T), X(T)\right\rangle-g(\mathbb{E}[X(T)])^{2}\right\}
\end{aligned}
$$

Clearly, the above is a special case of (1.2) with

$$
\begin{aligned}
& Q(\cdot)=Q_{0}(\cdot)+q(\cdot) I, \quad R(\cdot)=R_{0}(\cdot)+\rho(\cdot) I, \quad G=G_{0}+g I, \\
& \bar{Q}(\cdot)=-q(\cdot) I, \quad \bar{R}(\cdot)=-\rho(\cdot) I, \quad \bar{G}=-g I .
\end{aligned}
$$

We point out that $\bar{Q}(\cdot), \bar{R}(\cdot)$, and $\bar{G}$ in the above are not positive semidefinite. Because of this, we will not assume the positive semidefiniteness of $\bar{Q}(\cdot), \bar{R}(\cdot)$, and $\bar{G}$ in (1.2).

Next, let us make an observation. By (1.1), we have

$$
\left\{\begin{array}{l}
d \mathbb{E}[X(t)]=\{[A(t)+\bar{A}(t)] \mathbb{E}[X(t)]+[B(t)+\bar{B}(t)] \mathbb{E}[u(t)]\} d t  \tag{1.7}\\
\mathbb{E}[X(0)]=x
\end{array}\right.
$$

Then

$$
\begin{aligned}
d(X(t)-\mathbb{E}[X(t)])= & \{A(t)(X(t)-\mathbb{E}[X(t)])+B(t)(u(t)-\mathbb{E}[u(t)])\} d t \\
& +\{C(t)(X(t)-\mathbb{E}[X(t)])+(C(t)+\bar{C}(t)) \mathbb{E}[X(t)] \\
& +D(t)(u(t)-\mathbb{E}[u(t)])+(D(t)+\bar{D}(t)) \mathbb{E}[u(t)]\} d W(t)
\end{aligned}
$$

Let

$$
\mathbf{X}(t)=\binom{X(t)-\mathbb{E}[X(t)]}{\mathbb{E}[X(t)]}, \quad \mathbf{u}(t)=\binom{u(t)-\mathbb{E}[u(t)]}{\mathbb{E}[u(t)]}, \quad \mathbf{X}_{0}=\binom{0}{x}
$$

and

$$
\left\{\begin{array}{cc}
\mathcal{A}(t)=\left(\begin{array}{cc}
A(t) & 0 \\
0 & A(t)+\bar{A}(t)
\end{array}\right), & \mathcal{B}(t)=\left(\begin{array}{cc}
B(t) & 0 \\
0 & B(t)+\bar{B}(t)
\end{array}\right), \\
\mathcal{C}(t)=\left(\begin{array}{cc}
C(t) & C(t)+\bar{C}(t) \\
0 & 0
\end{array}\right), & \mathcal{D}(t)=\left(\begin{array}{cc}
D(t) & D(t)+\bar{D}(t) \\
0 & 0
\end{array}\right) .
\end{array}\right.
$$

Then (1.1) and (1.7) can be put together as

$$
\left\{\begin{array}{l}
d \mathbf{X}(t)=\{\mathcal{A}(t) \mathbf{X}(t)+\mathcal{B}(t) \mathbf{u}(t)\} d t+\{\mathcal{C}(t) \mathbf{X}(t)+\mathcal{D}(t) \mathbf{u}(t)\} d W(t)  \tag{1.8}\\
\mathbf{X}(0)=\mathbf{X}_{0}
\end{array}\right.
$$

On the other hand, we note that

$$
\begin{aligned}
& \mathbb{E}\{\langle Q(t) X(t), X(t)\rangle+\langle\bar{Q}(t) \mathbb{E}[X(t)], \mathbb{E}[X(t)]\rangle\} \\
&= \mathbb{E}\{\langle Q(t)(X(t)-\mathbb{E}[X(t)]), X(t)-\mathbb{E}[X(t)]\rangle \\
&+\langle(Q(t)+\bar{Q}(t)) \mathbb{E}[X(t)], \mathbb{E}[X(t)]\rangle\} \\
&= \mathbb{E}\left\langle\left(\begin{array}{cc}
Q(t) & 0 \\
0 & Q(t)+\bar{Q}(t)
\end{array}\right) \mathbf{X}(t), \mathbf{X}(t)\right\rangle .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \mathbb{E}\{\langle R(t) u(t), u(t)\rangle+\langle\bar{R}(t) \mathbb{E}[u(t)], \mathbb{E}[u(t)]\rangle\} \\
& \\
& =\mathbb{E}\left\langle\left(\begin{array}{cc}
R(t) & 0 \\
0 & R(t)+\bar{R}(t)
\end{array}\right) \mathbf{u}(t), \mathbf{u}(t)\right\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbb{E}\{\langle G X(T), X(T)\rangle+\langle\bar{G} \mathbb{E}[X(T)], \mathbb{E}[X(T)]\rangle\} \\
& \quad=\mathbb{E}\left\langle\left(\begin{array}{cc}
G & 0 \\
0 & G+\bar{G}
\end{array}\right) \mathbf{X}(T), \mathbf{X}(T)\right\rangle
\end{aligned}
$$

Hence, by letting

$$
\mathcal{Q}(t)=\left(\begin{array}{cc}
Q(t) & 0 \\
0 & Q(t)+\bar{Q}(t)
\end{array}\right), \quad \mathcal{R}(t)=\left(\begin{array}{cc}
R(t) & 0 \\
0 & R(t)+\bar{R}(t)
\end{array}\right), \quad \mathcal{G}=\left(\begin{array}{cc}
G & 0 \\
0 & G+\bar{G}
\end{array}\right)
$$

we have

$$
\begin{align*}
J(x ; u(\cdot))= & \mathbb{E}\left\{\int_{0}^{T}[\langle Q(s) X(s), X(s)\rangle+\langle\bar{Q}(s) \mathbb{E}[X(s)], \mathbb{E}[X(s)]\rangle\right.  \tag{1.9}\\
& +\langle R(s) u(s), u(s)\rangle+\langle\bar{R}(s) \mathbb{E}[u(s)], \mathbb{E}[u(s)]\rangle] d s \\
& +\langle G X(T), X(T)\rangle+\langle\bar{G} \mathbb{E}[X(T)], \mathbb{E}[X(T)]\rangle\} \\
= & \mathbb{E}\left\{\int_{0}^{T}[\langle\mathcal{Q}(t) \mathbf{X}(t), \mathbf{X}(t)\rangle+\langle\mathcal{R}(t) \mathbf{u}(t), \mathbf{u}(t)\rangle] d t+\langle\mathcal{G} \mathbf{X}(T), \mathbf{X}(T)\rangle\right\}
\end{align*}
$$

Note that state equation (1.8) with cost functional (1.9) forms a standard-looking stochastic LQ problem. However, the control $\mathbf{u}(\cdot)$ has to be of the form

$$
\mathbf{u}(\cdot)=\binom{u(\cdot)-\mathbb{E}[u(\cdot)]}{\mathbb{E}[u(\cdot)]}
$$

The collection of all such processes is not $\mathcal{U}[0, T] \times \mathcal{U}[0, T]$, which should be the set of all admissible controls if (1.8)-(1.9) is regarded as a standard stochastic LQ problem. Hence, the above reduction is just formal and does not lead to a direct application of standard stochastic LQ theory. This also shows that problem (MF-LQ) cannot be regarded as a standard LQ problem. On the other hand, the above observation motivates studies of LQ problems with a (linearly) constrained control set. We will explore some relevant results along this line in our future publications.

The purpose of this paper is to study problem (MF-LQ). We will begin with the well-posedness of the state equation and the solvability of problem (MF-LQ) in section 2 . Then, in section 3 , we will establish necessary and sufficient conditions for optimal pairs. It turns out that the optimality system is a coupled mean-field type forward-backward SDE (MF-FBSDE). Inspired by the invariant embedding [5] and the four-step scheme for FBSDEs [27], we derive two Riccati differential equations in section 4 , so that the optimal control can be represented as a state feedback form. We also present a verification of optimality for the state feedback control. In section 5, we looked carefully at the one-dimensional case. Some interesting comparisons are presented.
2. Preliminaries. First, for any Euclidean space $H=\mathbb{R}^{n}, \mathbb{R}^{n \times m}, \mathcal{S}^{n}$ (with $\mathcal{S}^{n}$ being the set of all $(n \times n)$ symmetric matrices), we let $L^{p}(0, t ; H)$ be the set of all $H$-valued functions that are $L^{p}$-integrable on $[0, t], p \in[1, \infty]$. Next, we introduce the following spaces:

$$
\begin{aligned}
& \mathcal{X}_{t} \equiv L_{\mathcal{F}_{t}}^{2}\left(\Omega ; \mathbb{R}^{n}\right)=\left\{\xi: \Omega \rightarrow \mathbb{R}^{n} \mid \xi \text { is } \mathcal{F}_{t} \text {-measurable, } \mathbb{E}|\xi|^{2}<\infty\right\} \\
& \mathcal{U}_{t} \equiv L_{\mathcal{F}_{t}}^{2}\left(\Omega ; \mathbb{R}^{m}\right)=\left\{\eta: \Omega \rightarrow \mathbb{R}^{m} \mid \eta \text { is } \mathcal{F}_{t} \text {-measurable, } \mathbb{E}|\eta|^{2}<\infty\right\} \\
& L_{\mathbb{F}}^{2}\left(0, t ; \mathbb{R}^{n}\right)=\left\{X:[0, t] \times \Omega \rightarrow \mathbb{R}^{n} \mid X(\cdot) \text { is } \mathbb{F} \text {-adapted, } \mathbb{E} \int_{0}^{t}|X(s)|^{2} d s<\infty\right\}, \\
& \mathcal{X}[0, t] \equiv C_{\mathbb{F}}\left([0, t] ; \mathbb{R}^{n}\right)=\left\{X:[0, t] \times \Omega \rightarrow \mathbb{R}^{n} \mid X(\cdot) \text { is } \mathbb{F} \text {-adapted, } L^{2}\right. \text {-countinuous } \\
& \left.\qquad \sup _{s \in[0, t]} \mathbb{E}|X(s)|^{2}<\infty\right\}, \\
& \widehat{\mathcal{X}}[0, t] \equiv L_{\mathbb{F}}^{2}\left(\Omega ; C\left([0, t] ; \mathbb{R}^{n}\right)\right)=\left\{X:[0, t] \times \Omega \rightarrow \mathbb{R}^{n} \mid X(\cdot) \text { is } \mathbb{F}\right. \text {-adapted, } \\
& \left.\qquad X(\cdot) \text { has continuous paths, } \mathbb{E}\left[\sup _{s \in[0, t]}|X(s)|^{2}\right]<\infty\right\} .
\end{aligned}
$$

Note that the $L^{2}$-continuity of $X(s)$ means that as a map from $[0, t]$ to $\mathcal{X}_{t}, s \mapsto X(s)$ is continuous. $X(\cdot)$ with continuous paths means that almost surely $\omega \in \Omega, s \mapsto X(s, \omega)$ is continuous. It is known that

$$
\widehat{\mathcal{X}}[0, t] \subseteq \mathcal{X}[0, t] \subseteq L_{\mathbb{F}}^{2}\left(0, t ; \mathbb{R}^{n}\right), \quad \widehat{\mathcal{X}}[0, t] \neq \mathcal{X}[0, t] \neq L_{\mathbb{F}}^{2}\left(0, t ; \mathbb{R}^{n}\right)
$$

We now introduce the following assumption for the coefficients of the state equation.
(H1) The following hold:

$$
\left\{\begin{array}{l}
A(\cdot), \bar{A}(\cdot), C(\cdot), \bar{C}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n \times n}\right)  \tag{2.1}\\
B(\cdot), \bar{B}(\cdot), D(\cdot), \bar{D}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n \times m}\right)
\end{array}\right.
$$

For the weighting matrices in the cost functional, we introduce the following assumption.
(H2) The following hold:

$$
\begin{equation*}
Q(\cdot), \bar{Q}(\cdot) \in L^{\infty}\left(0, T ; \mathcal{S}^{n}\right), \quad R(\cdot), \bar{R}(\cdot) \in L^{\infty}\left(0, T ; \mathcal{S}^{m}\right), \quad G, \bar{G} \in \mathcal{S}^{n} \tag{2.2}
\end{equation*}
$$

and for some $\delta>0$,

$$
\left\{\begin{array}{l}
Q(s), Q(s)+\bar{Q}(s) \geq 0, \quad R(s), R(s)+\bar{R}(s) \geq \delta I, \quad s \in[0, T]  \tag{2.3}\\
G, G+\bar{G} \geq 0
\end{array}\right.
$$

We point out that $\bar{Q}(\cdot), \bar{R}(\cdot)$, and $\bar{G}$ are not assumed to be positive semidefinite. Now, for any $X(\cdot) \in \mathcal{X}[0, T]$ and any $u(\cdot) \in \mathcal{U}[0, T]$, we define

$$
\left\{\begin{array}{r}
{[\mathcal{A} X(\cdot)](t)=\int_{0}^{t}(A(s) X(s)+\bar{A}(s) \mathbb{E}[X(s)]) d s+\int_{0}^{t}(C(s) X(s)+\bar{C}(s) \mathbb{E}[X(s)]) d W(s),}  \tag{2.4}\\
{[\mathcal{B} u(\cdot)](t)=\int_{0}^{t}(B(s) u(s)+\bar{B}(s) \mathbb{E}[u(s)]) d s+\int_{0}^{t}(D(s) u(s)+\bar{D}(s) \mathbb{E}[u(s)]) d W(s)} \\
t \in[0, T]
\end{array}\right.
$$

The following result is concerned with operators $\mathcal{A}$ and $\mathcal{B}$.
Lemma 2.1. The following estimates hold as long as the involved norms on the right-hand sides are meaningful: For any $t \in[0, T]$,

$$
\begin{align*}
\|\mathcal{A} X(\cdot)\|_{\widehat{\mathcal{X}}[0, t]}^{2} \leq & K\left[\|A(\cdot)\|_{L^{2}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}+\|\bar{A}(\cdot)\|_{L^{2}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}\right.  \tag{2.5}\\
& \left.+\|C(\cdot)\|_{L^{\infty}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}+\|\bar{C}(\cdot)\|_{L^{\infty}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}\right]\|X(\cdot)\|_{L_{\mathbb{F}}^{2}\left(0, t ; \mathbb{R}^{n}\right)}^{2}, \\
\quad\|\mathcal{A} X(\cdot)\|_{\widehat{\mathcal{X}}[0, t]}^{2} \leq & K\left[\|A(\cdot)\|_{L^{1}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}+\|\bar{A}(\cdot)\|_{L^{1}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}\right. \\
& \left.\quad+\|C(\cdot)\|_{L^{2}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}+\|\bar{C}(\cdot)\|_{L^{2}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}\right]\|X(\cdot)\|_{\mathcal{X}[0, t]}^{2},
\end{align*}
$$

and

$$
\begin{align*}
\|\mathcal{B} u(\cdot)\|_{\widehat{\mathcal{X}}[0, t]}^{2} \leq & K\left[\|B(\cdot)\|_{L^{2}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}+\|\bar{B}(\cdot)\|_{L^{2}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}\right.  \tag{2.7}\\
& \left.+\|D(\cdot)\|_{L^{\infty}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}+\|\bar{D}(\cdot)\|_{L^{\infty}\left(0, t ; \mathbb{R}^{n \times n}\right)}^{2}\right]\|u(\cdot)\|_{\mathcal{U}[0, t]}^{2}
\end{align*}
$$

Hereafter, $K>0$ represents a generic constant which can be different from line to line.

Proof. For any $t \in(0, T]$ and any $X(\cdot) \in L_{\mathbb{F}}^{2}\left(0, t ; \mathbb{R}^{n}\right)$,

$$
\begin{aligned}
\mathbb{E}\left(\sup _{s \in[0, t]}|[\mathcal{A} X(\cdot)](s)|\right) \leq & K\left\{\mathbb{E}\left(\int_{0}^{t}|A(s)||X(s)| d s\right)^{2}+\left(\int_{0}^{t}|\bar{A}(s)||\mathbb{E}[X(s)]| d s\right)^{2}\right. \\
& \left.+\mathbb{E} \int_{0}^{t}|C(s)|^{2}|X(s)|^{2} d s+\int_{0}^{t}|\bar{C}(s)|^{2}|\mathbb{E}[X(s)]|^{2} d s\right\} \\
\leq & K\left\{\left(\int_{0}^{t}|A(s)|^{2} d s\right)+\left(\int_{0}^{t}|\bar{A}(s)|^{2} d s\right)\right. \\
& \left.+\sup _{s \in[0, t]}|C(s)|^{2}+\sup _{s \in[0, t]}|\bar{C}(s)|^{2}\right\} \int_{0}^{t} \mathbb{E}|X(s)|^{2} d s .
\end{aligned}
$$

Thus, estimate (2.5) holds. Next, for any $X(\cdot) \in \mathcal{X}[0, t]$,

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{s \in[0, t]}|[\mathcal{A} X(\cdot)](s)|^{2}\right) \\
& \leq K\left\{\mathbb{E}\left(\int_{0}^{t}|A(s)||X(s)| d s\right)^{2}+\mathbb{E}\left(\int_{0}^{t}|\bar{A}(s)||\mathbb{E}[X(s)]| d s\right)^{2}\right. \\
& \left.\quad+\mathbb{E} \int_{0}^{t}|C(s)|^{2}|X(s)|^{2} d s+\mathbb{E} \int_{0}^{t}|\bar{C}(s)|^{2}|\mathbb{E}[X(s)]|^{2} d s\right\} \\
& \quad \leq K\left[\left(\int_{0}^{t}|A(s)| d s\right)^{2}+\left(\int_{0}^{t}|\bar{A}(s)| d s\right)^{2}+\int_{0}^{t}|C(s)|^{2} d s+\int_{0}^{t}|\bar{C}(s)|^{2} d s\right]\left(\sup _{s \in[0, t]} \mathbb{E}|X(s)|^{2}\right)
\end{aligned}
$$

Hence, (2.6) follows. Similar to the proof of (2.5), we can prove (2.7).
The above lemma leads to the following corollary.
Corollary 2.2. If (H1) holds, then $\mathcal{A}: \mathcal{X}[0, T] \rightarrow \widehat{\mathcal{X}}[0, T]$ and $\mathcal{B}: \mathcal{U}[0, T] \rightarrow$ $\widehat{\mathcal{X}}[0, T]$ are bounded, $\mathcal{A}: L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right) \rightarrow \widehat{\mathcal{X}}[0, T]$ is also bounded.

Next, we define

$$
\left\{\begin{aligned}
I_{T} X(\cdot)= & X(T) \\
\mathcal{A}_{T} X(\cdot)= & I_{T} \mathcal{A} X(\cdot) \equiv[\mathcal{A} X(\cdot)](T)=\int_{0}^{T}(A(s) X(s)+\widehat{A}(s) \mathbb{E}[X(s)]) d s \\
& +\int_{0}^{T}\left(A_{1}(s) X(s)+\widehat{A}_{1}(s) \mathbb{E}[X(s)]\right) d W(s), \\
\mathcal{B}_{T} u(\cdot)= & I_{T} \mathcal{B} u(\cdot) \equiv[\mathcal{B} u(\cdot)](T)=\int_{0}^{T}(B(s) u(s)+\widehat{B}(s) \mathbb{E}[u(s)]) d s \\
& +\int_{0}^{T}\left(B_{1}(s) u(s)+\widehat{B}_{1}(s) \mathbb{E}[u(s)]\right) d W(s) .
\end{aligned}\right.
$$

It is easy to see that

$$
I_{T}: \mathcal{X}[0, T] \rightarrow \mathcal{X}_{T}
$$

is bounded. According to Lemma 2.1, we have the following result.
Corollary 2.3. If (H1) holds, then $\mathcal{A}_{T}: \mathcal{X}[0, T] \rightarrow \mathcal{X}_{T}$ and $\mathcal{B}_{T}: \mathcal{U}[0, T] \rightarrow \mathcal{X}_{T}$ are bounded, and $\mathcal{A}_{T}: L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right) \rightarrow \mathcal{X}_{T}$ is also bounded.

Recall that if $\eta \in \mathbb{D}^{1,2} \cap \mathcal{X}_{T}$, then there exists a unique $\zeta(\cdot) \in L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right)$ such that

$$
\eta=\mathbb{E} \eta+\int_{0}^{T} \zeta(s) d W(s)
$$

According to [32],

$$
\zeta(s)=\mathbb{E}\left[D_{s} \eta \mid \mathcal{F}_{s}\right] \equiv \mathcal{D}_{s} \eta, \quad s \in[0, T]
$$

where $D_{s} \eta$ is called the Malliavin derivative of $\eta$. Next, we have the following results which give representation of the adjoint operators of $\mathcal{A}, \mathcal{B}, \mathcal{A}_{T}$, and $\mathcal{B}_{T}$.

Proposition 2.4. For any $\eta \in \mathbb{D}^{1,2} \cap \mathcal{X}_{T}$ and $Y(\cdot) \in L^{2}\left(0, T ; \mathbb{D}^{1,2}\right)$, the following hold:

$$
\left\{\begin{array}{l}
\left(\mathcal{A}^{*} Y\right)(s)=\int_{s}^{T}\left(A(s)^{T} Y(t)+\bar{A}(s)^{T} \mathbb{E}[Y(t)]+C(s)^{T} \mathcal{D}_{s} Y(t)+\bar{C}(s)^{T} \mathbb{E}\left[\mathcal{D}_{s} Y(t)\right]\right) d t \\
\left(\mathcal{B}^{*} Y\right)(s)=\int_{s}^{T}\left(B(s)^{T} Y(t)+\bar{B}(s)^{T} \mathbb{E}[Y(t)]+D(s)^{T} \mathcal{D}_{s} Y(t)+\bar{D}(s)^{T} \mathbb{E}\left[\mathcal{D}_{s} Y(t)\right]\right) d t \\
\left(\mathcal{A}_{T}^{*} \eta\right)(s)=A(s)^{T} \eta+\bar{A}(s)^{T} \mathbb{E} \eta+C(s)^{T} \mathcal{D}_{s} \eta+\bar{C}(s)^{T} \mathbb{E}\left[\mathcal{D}_{s} \eta\right] \\
\left(\mathcal{B}_{T}^{*} \eta\right)(s)=B(s)^{T} \eta+\bar{B}(s)^{T} \mathbb{E} \eta+D(s)^{T} \mathcal{D}_{s} \eta+\bar{D}(s)^{T} \mathbb{E}\left[\mathcal{D}_{s} \eta\right]
\end{array}\right.
$$

Proof. For any $Y(\cdot) \in L^{2}\left(0, T ; \mathbb{D}^{1,2}\right)$,

$$
\begin{aligned}
&\left\langle X, \mathcal{A}^{*} Y\right\rangle=\langle\mathcal{A} X, Y\rangle=\mathbb{E} \int_{0}^{T}\langle[\mathcal{A} X](t), Y(t)\rangle d t \\
&= \mathbb{E} \int_{0}^{T}\left\langle\int_{0}^{t}(A(s) X(s)+\bar{A}(s) \mathbb{E}[X(s)]) d s+\int_{0}^{t}(C(s) X(s)+\bar{C}(s) \mathbb{E}[X(s)]) d W(s), Y(t)\right\rangle d t \\
&= \mathbb{E} \int_{0}^{T} \int_{s}^{T}\langle A(s) X(s)+\bar{A}(s) \mathbb{E}[X(s)], Y(t)\rangle d t d s \\
&+\mathbb{E} \int_{0}^{T} \int_{s}^{T}\left\langle C(s) X(s)+\bar{C}(s) \mathbb{E}[X(s)], \mathcal{D}_{s} Y(t)\right\rangle d t d s \\
&= \mathbb{E} \int_{0}^{T}\left\langle X(s), \int_{s}^{T}\left(A(s)^{T} Y(t)+\bar{A}(s)^{T} \mathbb{E}[Y(t)]+C(s)^{T} \mathcal{D}_{s} Y(t)+\bar{C}(s)^{T} \mathbb{E}\left[\mathcal{D}_{s} Y(t)\right]\right) d t\right\rangle d s .
\end{aligned}
$$

Thus, the representation of $\mathcal{A}^{*}$ follows. We can obtain the representation of $\mathcal{B}^{*}$ similarly. Next, for any $\eta \in \mathbb{D}^{1,2} \cap \mathcal{X}_{T}$,

$$
\begin{aligned}
\left\langle X, \mathcal{A}_{T}^{*} \eta\right\rangle= & \left\langle\mathcal{A}_{T} X, \eta\right\rangle \\
= & \mathbb{E}\left\langle\int_{0}^{T}(A(s) X(s)+\bar{A}(s) \mathbb{E}[X(s)]) d s, \eta\right\rangle \\
& +\mathbb{E}\left\langle\int_{0}^{T}(C(s) X(s)+\bar{C}(s) \mathbb{E}[X(s)]) d W(s), \eta\right\rangle \\
= & \mathbb{E} \int_{0}^{T}\left\langle X(s), A(s)^{T} \eta+\bar{A}(s)^{T} \mathbb{E} \eta+C(s)^{T} \mathcal{D}_{s} \eta+\bar{C}(s)^{T} \mathbb{E}\left[\mathcal{D}_{s} \eta\right]\right\rangle d s
\end{aligned}
$$

Therefore, the representation of $\mathcal{A}_{T}^{*}$ follows. Similarly, we can obtain the representation of $\mathcal{B}_{T}^{*}$.

For completeness, let us also prove the following result.

## Proposition 2.5. It holds that

$$
\begin{equation*}
I_{T}^{*} \xi=\xi \delta_{\{T\}} \quad \forall \eta \in \mathcal{X}_{T} \tag{2.8}
\end{equation*}
$$

where $\delta_{\{T\}}$ is the Dirac measure at $T$, and

$$
\begin{equation*}
\mathbb{E}^{*} x=x^{T} \mathbb{E} \quad \forall x \in \mathbb{R}^{n} \tag{2.9}
\end{equation*}
$$

Proof. First, since $I_{T}: \mathcal{X}[0, T] \rightarrow \mathcal{X}_{T}$ is bounded, we have $I_{T}^{*}: \mathcal{X}_{T}^{*} \equiv \mathcal{X}_{T} \rightarrow$ $\mathcal{X}[0, T]^{*}$. For any $\xi \in \mathcal{X}_{T}$ and any $Y(\cdot) \in \mathcal{X}[0, T]$, we have

$$
\left\langle I_{T}^{*} \xi, Y(\cdot)\right\rangle=\left\langle\xi, I_{T} Y(\cdot)\right\rangle=\mathbb{E}\langle\xi, Y(T)\rangle=\mathbb{E} \int_{0}^{T}\langle Y(s), \xi\rangle \delta_{\{T\}}(d s)
$$

This gives (2.8). Next, since $\mathbb{E}: \mathcal{X}_{T} \rightarrow \mathbb{R}$, we have $\mathbb{E}^{*}: \mathbb{R} \rightarrow \mathcal{X}_{T}$. For any $\xi \in \mathcal{X}_{T}$ and $x \in \mathbb{R}$,

$$
\left\langle\mathbb{E}^{*} x, \xi\right\rangle=\langle x, \mathbb{E} \xi\rangle=\mathbb{E}\langle x, \xi\rangle=x^{T} \mathbb{E} \xi
$$

This completes the proof. $\square$
With operators $\mathcal{A}$ and $\mathcal{B}$, one can write the state equation (1.1) as follows:

$$
\begin{equation*}
X=x+\mathcal{A} X+\mathcal{B} u \tag{2.10}
\end{equation*}
$$

We now have the following well-posedness of the state equation.
Proposition 2.6. Let (H1) hold. Then for any $(x, u(\cdot)) \in \mathbb{R}^{n} \times \mathcal{U}[0, T]$, state equation (1.1) admits a unique solution $X(\cdot) \equiv X(\cdot ; x, u(\cdot)) \in \widehat{\mathcal{X}}[0, T]$.

Proof. For any $X(\cdot) \in \mathcal{X}[0, T]$ and $u(\cdot) \in \mathcal{U}[0, T]$, by (2.6), we have

$$
\mathbb{E}\left[\sup _{s \in[0, t]}|(\mathcal{A} X)(s)|^{2}\right] \leq \alpha(t) \mathbb{E}\left[\sup _{s \in[0, t]}|X(s)|^{2}\right]
$$

with $\alpha(t) \in(0,1)$ when $t>0$ is small. Hence, by the contraction mapping theorem, we obtain the well-posedness of the state equation on $[0, t]$. Then by a usual continuation argument, we obtain the well-posedness of the state equation on $[0, T]$.

Proposition 2.6 tells us that under (H1), the operator $I-\mathcal{A}: \widehat{\mathcal{X}}[0, T] \rightarrow \widehat{\mathcal{X}}[0, T]$ is invertible and the solution $X$ to the state equation corresponding to $(x, u(\cdot)) \in$ $\mathbb{R}^{n} \times \mathcal{U}[0, T]$ is given by

$$
X=(I-\mathcal{A})^{-1} x+(I-\mathcal{A})^{-1} \mathcal{B} u
$$

Note that

$$
\begin{aligned}
I_{T}\left[(I-\mathcal{A})^{-1} x+(I-\mathcal{A})^{-1} \mathcal{B} u\right] & =I_{T} X=X(T)=x+\mathcal{A}_{T} X+\mathcal{B}_{T} u \\
& =\left[I+\mathcal{A}_{T}(I-\mathcal{A})^{-1}\right] x+\left[\mathcal{A}_{T}(I-\mathcal{A})^{-1} \mathcal{B}+\mathcal{B}_{T}\right] u
\end{aligned}
$$

Therefore,

$$
I_{T}(I-\mathcal{A})^{-1}=I+\mathcal{A}_{T}(I-\mathcal{A})^{-1}, \quad I_{T}(I-\mathcal{A})^{-1} \mathcal{B}=\mathcal{A}_{T}(I-\mathcal{A})^{-1} \mathcal{B}+\mathcal{B}_{T}
$$

Now, let

$$
\left\{\begin{array}{lll}
{[\mathcal{Q} X(\cdot)](s)=Q(s) X(s),} & s \in[0, T], & \forall X(\cdot) \in L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right), \\
{[\overline{\mathcal{Q}} \varphi(\cdot)](s)=\bar{Q}(s) \varphi(s),} & s \in[0, T], & \forall \varphi(\cdot) \in L^{2}\left(0, T ; \mathbb{R}^{n}\right), \\
{[\mathcal{R} u(\cdot)](s)=R(s) u(s),} & s \in[0, T], & \forall u(\cdot) \in \mathcal{U}[0, T] \\
{[\overline{\mathcal{R}} \varphi(\cdot)](s)=\bar{R}(s) \varphi(s),} & s \in[0, T], & \forall \varphi(\cdot) \in L^{2}\left(0, T ; \mathbb{R}^{m}\right) \\
\mathcal{G} \xi=G \xi \quad \forall \xi \in \mathcal{X}_{T}, & \overline{\mathcal{G}} x=\bar{G} x & \forall x \in \mathbb{R}^{n}
\end{array}\right.
$$

Then the cost functional can be written as

$$
\begin{aligned}
J(x ; u(\cdot))= & \langle\mathcal{Q} X, X\rangle+\langle\overline{\mathcal{Q}} \mathbb{E} X, \mathbb{E} X\rangle+\langle\mathcal{R} u, u\rangle+\langle\overline{\mathcal{R}} \mathbb{E} u, \mathbb{E} u\rangle \\
& +\langle\mathcal{G} X(T), X(T)\rangle+\langle\overline{\mathcal{G}} \mathbb{E} X(T), \mathbb{E} X(T)\rangle \\
\equiv & \left\langle\Theta_{2} u, u\right\rangle+2\left\langle\Theta_{1} x, u\right\rangle+\left\langle\Theta_{0} x, x\right\rangle
\end{aligned}
$$

where

$$
\left\{\begin{aligned}
\Theta_{2}= & \mathcal{R}+\mathbb{E}^{*} \overline{\mathcal{R}} \mathbb{E}+\mathcal{B}^{*}\left(I-\mathcal{A}^{*}\right)^{-1}\left(\mathcal{Q}+\mathbb{E}^{*} \overline{\mathcal{Q}} \mathbb{E}\right)(I-\mathcal{A})^{-1} \mathcal{B} \\
& +\left[\mathcal{B}^{*}\left(I-\mathcal{A}^{*}\right)^{-1} \mathcal{A}_{T}^{*}+\mathcal{B}_{T}^{*}\right]\left(\mathcal{G}+\mathbb{E}^{*} \overline{\mathcal{G}} \mathbb{E}\right)\left[\mathcal{A}_{T}(I-\mathcal{A})^{-1} \mathcal{B}+\mathcal{B}_{T}\right] \\
\Theta_{1}= & \mathcal{B}^{*}\left(I-\mathcal{A}^{*}\right)^{-1}\left(\mathcal{Q}+\mathbb{E}^{*} \overline{\mathcal{Q}} \mathbb{E}\right)(I-\mathcal{A})^{-1} \\
& +\left[\mathcal{B}^{*}\left(I-\mathcal{A}^{*}\right)^{-1} \mathcal{A}_{T}^{*}+\mathcal{B}_{T}^{*}\right]\left(\mathcal{G}+\mathbb{E}^{*} \overline{\mathcal{G}} \mathbb{E}\right)\left[I+\mathcal{A}_{T}(I-\mathcal{A})^{-1}\right] \\
\Theta_{0}= & \left(I-\mathcal{A}^{*}\right)^{-1}\left(\mathcal{Q}+\mathbb{E}^{*} \overline{\mathcal{Q}} \mathbb{E}\right)(I-\mathcal{A})^{-1} \\
& +\left[I+\left(I-\mathcal{A}^{*}\right)^{-1} \mathcal{A}_{T}^{*}\right]\left(\mathcal{G}+\mathbb{E}^{*} \overline{\mathcal{G}} \mathbb{E}\right)\left[I+\mathcal{A}_{T}(I-\mathcal{A})^{-1}\right]
\end{aligned}\right.
$$

Consequently, for any $u(\cdot), v(\cdot) \in \mathcal{U}[0, T]$, and $x \in \mathbb{R}^{n}$,

$$
\begin{aligned}
& J(x ; v(\cdot))=J(x ; u(\cdot)+[v(\cdot)-u(\cdot)]) \\
& \quad=\left\langle\Theta_{2}[u+(v-u)], u+(v-u)\right\rangle+2\left\langle\Theta_{1} x, u+(v-u)\right\rangle+\left\langle\Theta_{0} x, x\right\rangle \\
& \quad=\left\langle\Theta_{2} u, u\right\rangle+2\left\langle\Theta_{1} x, u\right\rangle+\left\langle\Theta_{0} x, x\right\rangle+2\left\langle\Theta_{2} u+\Theta_{1} x, v-u\right\rangle+\left\langle\Theta_{2}(v-u), v-u\right\rangle \\
& \quad=J(x ; u(\cdot))+2\left\langle\Theta_{2} u+\Theta_{1} x, v-u\right\rangle+\left\langle\Theta_{2}(v-u), v-u\right\rangle
\end{aligned}
$$

We now present the following result, whose proof is standard, making use of the above (see [31]).

Proposition 2.7. If $u(\cdot) \mapsto J(x ; u(\cdot))$ admits a minimum, then

$$
\begin{equation*}
\Theta_{2} \geq 0 \tag{2.11}
\end{equation*}
$$

Conversely, if in addition to (2.11), one has

$$
\Theta_{1} x \in \Theta_{2}(\mathcal{U}[0, T])
$$

then $u(\cdot) \mapsto J(x ; u(\cdot))$ admits a minimum $u^{*}(\cdot) \in \mathcal{U}[0, T]$. Further, if

$$
\begin{equation*}
\Theta_{2} \geq \delta I \tag{2.12}
\end{equation*}
$$

for some $\delta>0$, then for any given $x \in \mathbb{R}^{n}, u(\cdot) \mapsto J(x ; u(\cdot))$ admits a unique minimum.

By the definition of $\Theta_{2}$, we see that (2.11) is implied by

$$
\begin{equation*}
\mathcal{R}+\mathbb{E}^{*} \overline{\mathcal{R}} \mathbb{E} \geq 0, \quad \mathcal{Q}+\mathbb{E}^{*} \overline{\mathcal{Q}} \mathbb{E} \geq 0, \quad \mathcal{G}+\mathbb{E}^{*} \overline{\mathcal{G}} \mathbb{E} \geq 0 \tag{2.13}
\end{equation*}
$$

and (2.12) is implied by

$$
\begin{equation*}
\mathcal{R}+\mathbb{E}^{*} \overline{\mathcal{R}} \mathbb{E} \geq \delta I, \quad \mathcal{Q}+\mathbb{E}^{*} \overline{\mathcal{Q}} \mathbb{E} \geq 0, \quad \mathcal{G}+\mathbb{E}^{*} \overline{\mathcal{G}} \mathbb{E} \geq 0 \tag{2.14}
\end{equation*}
$$

for some $\delta>0$. Now, we would like to present more direct conditions under which (2.12) holds.

Proposition 2.8. Let (H1)-(H2) hold. Then (2.12) holds and problem (MF-LQ) admits a unique solution.

Proof. For any $\xi \in \mathcal{X}_{T}$,

$$
\begin{aligned}
& \mathbb{E}[\langle G \xi, \xi\rangle+\langle\bar{G} \mathbb{E}[\xi], \mathbb{E}[\xi]\rangle] \\
& \quad=\mathbb{E}[\langle G(\xi-\mathbb{E}[\xi]), \xi-\mathbb{E}[\xi]\rangle+\langle(G+\bar{G}) \mathbb{E}[\xi], \mathbb{E}[\xi]\rangle] \geq 0 \\
& \mathbb{E}[\langle Q(s) \xi, \xi\rangle+\langle\bar{Q}(s) \mathbb{E}[\xi], \mathbb{E}[\xi]\rangle] \\
& \quad=\mathbb{E}[\langle Q(s)(\xi-\mathbb{E}[\xi]), \xi-\mathbb{E}[\xi]\rangle+\langle[Q(s)+\bar{Q}(s)] \mathbb{E}[\xi], \mathbb{E}[\xi]\rangle] \geq 0
\end{aligned}
$$

and for any $\eta \in \mathcal{U}_{T}$,

$$
\begin{aligned}
& \mathbb{E}[\langle R(s) \eta, \eta\rangle+\langle\bar{R}(s) \mathbb{E}[\eta], \mathbb{E}[\eta]\rangle] \\
& \quad=\mathbb{E}[\langle R(s)(\eta-\mathbb{E}[\eta]), \eta-\mathbb{E}[\eta]\rangle+\langle[R(s)+\bar{R}(s)] \mathbb{E}[\eta], \mathbb{E}[\eta]\rangle] \\
& \quad \geq \delta \mathbb{E}\left[|\eta-\mathbb{E}[\eta]|^{2}+|\mathbb{E}[\eta]|^{2}\right]=\delta \mathbb{E}|\eta|^{2}
\end{aligned}
$$

Hence, (2.12) holds.
3. Optimality conditions. In this section, we first derive a necessary condition for an optimal pair of problem (MF-LQ).

Theorem 3.1. Let (H1)-(H2) hold. Let $\left(X^{*}(\cdot), u^{*}(\cdot)\right)$ be the optimal pair of problem (MF-LQ). Then the following mean-field backward SDE (MF-BSDE) admits a unique adapted solution $(Y(\cdot), Z(\cdot))$ :

$$
\left\{\begin{align*}
d Y(s)= & -\left(A(s)^{T} Y(s)+\bar{A}(s)^{T} \mathbb{E}[Y(s)]+C(s)^{T} Z(s)+\bar{C}(s)^{T} \mathbb{E}[Z(s)]\right.  \tag{3.1}\\
& \left.+Q(s) X^{*}(s)+\bar{Q}(s) \mathbb{E}\left[X^{*}(s)\right]\right) d s+Z(s) d W(s), \quad s \in[0, T] \\
Y(T)= & G X^{*}(T)+\bar{G} \mathbb{E}\left[X^{*}(T)\right]
\end{align*}\right.
$$

such that

$$
\begin{align*}
& R(s) u^{*}(s)+\bar{R}(s) \mathbb{E}\left[u^{*}(s)\right]+B(s)^{T} Y(s)+\bar{B}(s)^{T} \mathbb{E}[Y(s)] \\
& \quad+D(s)^{T} Z(s)+\bar{D}(s)^{T} \mathbb{E}[Z(s)]=0, \quad s \in[0, T], \quad \text { a.s. } \tag{3.2}
\end{align*}
$$

Proof. Let $\left(X^{*}(\cdot), u^{*}(\cdot)\right)$ be an optimal pair of problem (MF-LQ). For any $u(\cdot) \in$ $\mathcal{U}[0, T]$, let $X(\cdot)$ be the state process corresponding to the zero initial condition and control $u(\cdot)$. Then we have

$$
\begin{aligned}
0= & \mathbb{E}\left\{\int _ { 0 } ^ { T } \left[\left\langle Q(s) X^{*}(s), X(s)\right\rangle+\left\langle\bar{Q}(s) \mathbb{E}\left[X^{*}(s)\right], \mathbb{E}[X(s)]\right\rangle\right.\right. \\
& \left.+\left\langle R(s) u^{*}(s), u(s)\right\rangle+\left\langle\bar{R}(s) \mathbb{E}\left[u^{*}(s)\right], \mathbb{E}[u(s)]\right\rangle\right] d s \\
& \left.+\left\langle G X^{*}(T), X(T)\right\rangle+\left\langle\bar{G} \mathbb{E}\left[X^{*}(T)\right], \mathbb{E}[X(T)]\right\rangle\right\} \\
= & \mathbb{E}\left\{\int _ { 0 } ^ { T } \left[\left\langle Q(s) X^{*}(s)+\bar{Q}(s) \mathbb{E}\left[X^{*}(s)\right], X(s)\right\rangle\right.\right. \\
& \left.\left.+\left\langle R(s) u^{*}(s)+\bar{R}(s) \mathbb{E}\left[u^{*}(s)\right], u(s)\right\rangle\right] d s+\left\langle G X^{*}(T)+\bar{G} \mathbb{E}\left[X^{*}(T)\right], X(T)\right\rangle\right\}
\end{aligned}
$$

Next, by [10] and [11], MF-BSDE (3.1) admits a unique adapted solution $(Y(\cdot), Z(\cdot))$. Then

$$
\begin{aligned}
\mathbb{E}\langle & X(T), Y(T)\rangle \\
=\mathbb{E} & \int_{0}^{T}(\langle A(s) X(s)+\bar{A}(s) \mathbb{E}[X(s)]+B(s) u(s)+\bar{B}(s) \mathbb{E}[u(s)], Y(s)\rangle \\
& \quad-\left\langle X(s), A(s)^{T} Y(s)+\bar{A}(s)^{T} \mathbb{E}[Y(s)]+C(s)^{T} Z(s)\right. \\
& \left.+\bar{C}(s)^{T} \mathbb{E}[Z(s)]+Q(s) X^{*}(s)+\bar{Q}(s) \mathbb{E}\left[X^{*}(s)\right]\right\rangle \\
& +\langle C(s) X(s)+\bar{C}(s) \mathbb{E}[X(s)]+D(s) u(s)+\bar{D}(s) \mathbb{E}[u(s)], Z(s)\rangle) d s \\
=\mathbb{E} & \int_{0}^{T}\left(-\left\langle Q(s) X^{*}(s), X(s)\right\rangle-\left\langle\bar{Q}(s) \mathbb{E}\left[X^{*}(s)\right], \mathbb{E}[X(s)]\right\rangle\right. \\
& \left.+\left\langle u(s), B(s)^{T} Y(s)+\bar{B}(s)^{T} \mathbb{E}[Y(s)]+D(s)^{T} Z(s)+\bar{D}(s)^{T} \mathbb{E}[Z(s)]\right\rangle\right) d s
\end{aligned}
$$

Hence,

$$
\begin{aligned}
0=\mathbb{E}\{ & \int_{0}^{T}\left[\left\langle Q(s) X^{*}(s)+\bar{Q}(s) \mathbb{E}\left[X^{*}(s)\right], X(s)\right\rangle+\left\langle R(s) u^{*}(s)+\bar{R}(s) \mathbb{E}\left[u^{*}(s)\right], u(s)\right\rangle\right] d s \\
& \left.+\left\langle G X^{*}(T)+\bar{G} \mathbb{E}\left[X^{*}(T)\right], X(T)\right\rangle\right\} \\
=\mathbb{E} & \int_{0}^{T}\left\langle u(s), R(s) u^{*}(s)+\bar{R}(s) \mathbb{E}\left[u^{*}(s)\right]+B(s)^{T} Y(s)+\bar{B}(s)^{T} \mathbb{E}[Y(s)]\right. \\
& \left.+D(s)^{T} Z(s)+\bar{D}(s)^{T} \mathbb{E}[Z(s)]\right\rangle d s
\end{aligned}
$$

Therefore, the optimal control satisfies

$$
\begin{aligned}
& R(s) u^{*}(s)+\mathbb{E}[\bar{R}(s)] \mathbb{E}\left[u^{*}(s)\right]+B(s)^{T} Y(s)+\mathbb{E}\left[\bar{B}(s)^{T} Y(s)\right] \\
& \quad+D(s)^{T} Z(s)+\mathbb{E}\left[\bar{D}(s)^{T} Z(s)\right]=0
\end{aligned}
$$

This completes the proof.
From the above, we end up with the following optimality system (with $s$ suppressed):

$$
\left\{\begin{align*}
& d X^{*}=\left(A X^{*}+\bar{A} \mathbb{E}\left[X^{*}\right]+B u^{*}+\bar{B} \mathbb{E}\left[u^{*}\right]\right) d s  \tag{3.3}\\
&+\left(C X^{*}+\bar{C} \mathbb{E}\left[X^{*}\right]+D u^{*}+\bar{D} \mathbb{E}\left[u^{*}\right]\right) d W(s) \\
& d Y=-\left(A^{T} Y+\bar{A}^{T} \mathbb{E}[Y]+C^{T} Z+\bar{C}^{T} \mathbb{E}[Z]\right. \\
&\left.+Q X^{*}+\bar{Q} \mathbb{E}\left[X^{*}\right]\right) d s+Z d W(s) \\
& X^{*}(0)= x, \quad Y(T)=G X^{*}(T)+\bar{G} \mathbb{E}\left[X^{*}(T)\right] \\
& R u^{*}+\bar{R} \mathbb{E}\left[u^{*}\right]+B^{T} Y+\bar{B}^{T} \mathbb{E}[Y]+D^{T} Z+\bar{D}^{T} \mathbb{E}[Z]=0
\end{align*}\right.
$$

This is the MF-FBSDE. Note that the coupling comes from the last relation (which is essentially the maximum condition in the usual Pontryagin type maximum principle). The 4-tuple $\left(X^{*}(\cdot), u^{*}(\cdot), Y(\cdot), Z(\cdot)\right)$ of $\mathbb{F}$-adapted processes satisfying the above is called an adapted solution of (3.3). We now look at the sufficiency of the above result.

Theorem 3.2. Let (H1)-(H2) hold. Suppose $\left(X^{*}(\cdot), u^{*}(\cdot), Y(\cdot), Z(\cdot)\right)$ is an adapted solution to the MF-FBSDE (3.3). Then $\left(X^{*}(\cdot), u^{*}(\cdot)\right)$ is the optimal pair.

Proof. First, we know that under (H1)-(H2), one has (2.12). Let $\left(X^{*}(\cdot), u^{*}(\cdot)\right.$, $Y(\cdot), Z(\cdot))$ be an adapted solution to the MF-FBSDE. For any $u(\cdot) \in \mathcal{U}[0, T]$, let

$$
X_{1}(\cdot) \equiv X\left(\cdot ; 0, u(\cdot)-u^{*}(\cdot)\right)
$$

Then

$$
X(s ; x, u(\cdot))=X^{*}(s)+X_{1}(s), \quad s \in[0, T]
$$

Hence (suppressing $s$ ),

$$
\begin{aligned}
J(x ; u(\cdot)) & -J\left(x ; u^{*}(\cdot)\right) \\
=2 \mathbb{E}\{ & \int_{0}^{T}\left[\left\langle Q X^{*}, X_{1}\right\rangle+\left\langle\bar{Q} \mathbb{E}\left[X^{*}\right], \mathbb{E}\left[X_{1}\right]\right\rangle\right. \\
& \left.+\left\langle R u^{*}, u-u^{*}\right\rangle+\left\langle\bar{R} \mathbb{E}\left[u^{*}\right], \mathbb{E}\left[u-u^{*}\right]\right\rangle\right] d s \\
& \left.+\left\langle G X^{*}(T), X_{1}(T)\right\rangle+\left\langle\bar{G} \mathbb{E}\left[X^{*}(T)\right], \mathbb{E}\left[X_{1}(T)\right]\right\rangle\right\} \\
& +\mathbb{E}\left\{\int _ { 0 } ^ { T } \left[\left\langle Q X_{1}, X_{1}\right\rangle+\left\langle\bar{Q} \mathbb{E}\left[X_{1}\right], \mathbb{E}\left[X_{1}\right]\right\rangle\right.\right. \\
& \left.+\left\langle R\left(u-u^{*}\right), u-u^{*}\right\rangle+\left\langle\bar{R} \mathbb{E}\left[u-u^{*}\right], \mathbb{E}\left[u-u^{*}\right]\right\rangle\right] d s \\
=2 \mathbb{E}\{ & \int_{0}^{T}\left[\left\langle X_{1}, Q X_{1}^{*}+\bar{Q} \mathbb{E}\left[X^{*}\right]\right\rangle+\left\langle u-X_{1}^{*}(T)\right\rangle+\left\langle\bar{G} \mathbb{E}\left[X_{1}(T)\right], \mathbb{E}\left[X_{1}(T)\right]\right\rangle\right\} \\
& \left.+\left\langle X_{1}(T), G X^{*}(T)+\bar{R} \mathbb{E}\left[u^{*}\right]\right\rangle\right] d s
\end{aligned}
$$

Note that

$$
\begin{aligned}
\mathbb{E}\langle & \left.X_{1}(T), G X^{*}(T)+\bar{G} \mathbb{E}\left[X^{*}(T)\right]\right\rangle=\mathbb{E}\left\langle X_{1}(T), Y(T)\right\rangle \\
= & \mathbb{E} \int_{0}^{T}\left(\left\langle A X_{1}+B\left(u-u^{*}\right)+\bar{A} \mathbb{E}\left[X_{1}\right]+\bar{B} \mathbb{E}\left[u-u^{*}\right], Y\right\rangle\right. \\
& -\left\langle X_{1}, A^{T} Y+C^{T} Z+\bar{A}^{T} \mathbb{E}[Y]+\bar{C}^{T} \mathbb{E}[Z]+Q X^{*}+\bar{Q} \mathbb{E}\left[X^{*}\right]\right\rangle \\
& \left.+\left\langle C X_{1}+D\left(u-u^{*}\right)+\bar{C} \mathbb{E}\left[X_{1}\right]+\bar{D} \mathbb{E}\left[u-u^{*}\right], Z\right\rangle\right) d s \\
= & \mathbb{E} \int_{0}^{T}\left(-\left\langle X_{1}, Q X^{*}+\bar{Q} \mathbb{E}\left[X^{*}\right]\right\rangle\right. \\
& \left.+\left\langle u-u^{*}, B^{T} Y+D^{T} Z+\bar{B}^{T} \mathbb{E}[Y]+\bar{D}^{T} \mathbb{E}[Z]\right\rangle\right) d s
\end{aligned}
$$

Thus, by (2.12),

$$
\begin{aligned}
& J(x ; u(\cdot))-J\left(x ; u^{*}(\cdot)\right) \\
& \quad=2 \mathbb{E} \int_{0}^{T}\left\langle u-u^{*}, R u^{*}+\bar{R} \mathbb{E}\left[u^{*}\right]+B^{T} Y+D^{T} Z+\bar{B}^{T} \mathbb{E}[Y]+\bar{D}^{T} \mathbb{E}[Z]\right\rangle d s \\
& \quad+J\left(0 ; u(\cdot)-u^{*}(\cdot)\right) \\
& \quad=J\left(0 ; u(\cdot)-u^{*}(\cdot)\right)=\left\langle\Theta_{2}\left(u-u^{*}\right), u-u^{*}\right\rangle \geq 0
\end{aligned}
$$

Hence, $\left(X^{*}(\cdot), u^{*}(\cdot)\right)$ is optimal.

We have the following corollary.
Corollary 3.3. Let (H1)-(H2) hold. Then MF-FBSDE (3.3) admits a unique adapted solution $\left(X^{*}(\cdot), u^{*}(\cdot), Y(\cdot), Z(\cdot)\right)$ of which $\left(X^{*}(\cdot), u^{*}(\cdot)\right)$ is the unique optimal pair of problem (MF-LQ).

Proof. We know from Proposition 2.8 that under (H1) and (H2), problem (MF-LQ) admits a unique optimal pair $\left(X^{*}(\cdot), u^{*}(\cdot)\right)$. Then by Theorem 3.1, for some $(Y(\cdot), Z(\cdot))$, the 4 -tuple $\left(X^{*}(\cdot), u^{*}(\cdot), Y(\cdot), Z(\cdot)\right)$ is an adapted solution to MFFBSDE (3.3). Next, if (3.3) has another adapted solution $(\widetilde{X}(\cdot), \widetilde{u}(\cdot), \widetilde{Y}(\cdot), \widetilde{Z}(\cdot))$, then by Theorem 3.2, $(\widetilde{X}(\cdot), \widetilde{u}(\cdot))$ must be an optimal pair of problem (MF-LQ). Hence, by the uniqueness of the optimal pair of problem (MF-LQ), we must have

$$
\widetilde{X}(\cdot)=X^{*}(\cdot), \quad \widetilde{u}(\cdot)=u^{*}(\cdot) .
$$

Then by the uniqueness of MF-BSDE (3.1), we must have

$$
\tilde{Y}(\cdot)=Y(\cdot), \quad \widetilde{Z}(\cdot)=Z(\cdot),
$$

proving the corollary.
4. Decoupling the MF-FBSDE and Riccati equations. From Corollary 3.3, we see that under (H1) and (H2), MF-FBSDE (3.3) admits a unique adapted solution $\left(X^{*}(\cdot), u^{*}(\cdot), Y(\cdot), Z(\cdot)\right)$ and $\left(X^{*}(\cdot), u^{*}(\cdot)\right)$ is the optimal pair that we are looking for. Note that $u^{*}(\cdot)$ is represented in terms of $X^{*}(\cdot)$ and $(Y(\cdot), Z(\cdot))$ at the moment. We now would like to obtain a representation of $u^{*}(\cdot)$ only in terms of $X^{*}(\cdot)$. To this end, we use the idea of decoupling inspired by the four-step scheme introduced in $[26,27]$ for general FBSDEs. This will lead to a derivation of our Riccati equations. We now carry out the detailed derivation.

Let $\left(X^{*}(\cdot), u^{*}(\cdot), Y(\cdot), Z(\cdot)\right)$ be the adapted solution to MF-FBSDE (3.3). Note that (suppressing $s$ )

$$
d \mathbb{E}\left[X^{*}\right]=\left((A+\bar{A}) \mathbb{E}\left[X^{*}\right]+(B+\bar{B}) \mathbb{E}\left[u^{*}\right]\right) d s
$$

Hence,

$$
\begin{aligned}
d\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)= & \left(A\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+B\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)\right) d s \\
& +\left(C\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+(C+\bar{C}) \mathbb{E}\left[X^{*}\right]+D\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)\right. \\
& \left.+(D+\bar{D}) \mathbb{E}\left[u^{*}\right]\right) d W(s) .
\end{aligned}
$$

Now, we assume that

$$
\begin{equation*}
Y(s)=P(s)\left(X^{*}(s)-\mathbb{E}\left[X^{*}(s)\right]\right)+\Pi(s) \mathbb{E}\left[X^{*}(s)\right], \quad s \in[0, T], \tag{4.1}
\end{equation*}
$$

for some deterministic and differentiable functions $P(\cdot)$ and $\Pi(\cdot)$, taking values in $\mathcal{S}^{n}$, such that

$$
P(T)=G, \quad \Pi(T)=G+\bar{G} .
$$

Then

$$
\mathbb{E}[Y(s)]=\Pi(s) \mathbb{E}\left[X^{*}(s)\right]
$$

and

$$
Y(s)-\mathbb{E}[Y(s)]=P(s)\left(X^{*}(s)-\mathbb{E}\left[X^{*}(s)\right]\right) .
$$

Therefore,

$$
\begin{aligned}
(- & A^{T}(Y-\mathbb{E}[Y])-(A+\bar{A})^{T} \mathbb{E}[Y]-C^{T}(Z-\mathbb{E}[Z])-(C+\bar{C})^{T} \mathbb{E}[Z] \\
& \left.-Q\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)-(Q+\bar{Q}) \mathbb{E}\left[X^{*}\right]\right) d s+Z d W(s)=d Y \\
= & d\left[P\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+\Pi \mathbb{E}\left[X^{*}\right]\right] \\
= & {\left[\dot{P}\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+P\left(A\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+B\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)\right)\right.} \\
& \left.+\dot{\Pi} \mathbb{E}\left[X^{*}\right]+\Pi\left((A+\bar{A}) \mathbb{E}\left[X^{*}\right]+(B+\bar{B}) \mathbb{E}\left[u^{*}\right]\right)\right] d s \\
& +P\left(C\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+(C+\bar{C}) \mathbb{E}\left[X^{*}\right]\right. \\
& \left.+D\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)+(D+\bar{D}) \mathbb{E}\left[u^{*}\right]\right) d W(s) \\
= & {\left[(\dot{P}+P A)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+P B\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)\right.} \\
& \left.+(\dot{\Pi}+\Pi(A+\bar{A})) \mathbb{E}\left[X^{*}\right]+\Pi(B+\bar{B}) \mathbb{E}\left[u^{*}\right]\right] d s \\
& +P\left(C\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+(C+\bar{C}) \mathbb{E}\left[X^{*}\right]\right. \\
& \left.+D\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)+(D+\bar{D}) \mathbb{E}\left[u^{*}\right]\right) d W(s) .
\end{aligned}
$$

Comparing the diffusion terms, we should have

$$
\begin{align*}
Z=P( & C\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+(C+\bar{C}) \mathbb{E}\left[X^{*}\right]+D\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)  \tag{4.3}\\
& \left.+(D+\bar{D}) \mathbb{E}\left[u^{*}\right]\right)
\end{align*}
$$

Then

$$
\mathbb{E}[Z]=P\left((C+\bar{C}) \mathbb{E}\left[X^{*}\right]+(D+\bar{D}) \mathbb{E}\left[u^{*}\right]\right)
$$

and

$$
Z-\mathbb{E}[Z]=P\left(C\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+D\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)\right)
$$

These yield, taking into account (3.2),

$$
\begin{aligned}
0= & R\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)+(R+\bar{R}) \mathbb{E}\left[u^{*}\right]+B^{T}(Y-\mathbb{E}[Y])+(B+\bar{B})^{T} \mathbb{E}[Y] \\
& +D^{T}(Z-\mathbb{E}[Z])+(D+\bar{D})^{T} \mathbb{E}[Z] \\
= & R\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)+(R+\bar{R}) \mathbb{E}\left[u^{*}\right]+B^{T} P\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+(B+\bar{B})^{T} \Pi \mathbb{E}\left[X^{*}\right] \\
& +D^{T} P\left(C\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+D\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)\right) \\
& +(D+\bar{D})^{T} P\left((C+\bar{C}) \mathbb{E}\left[X^{*}\right]+(D+\bar{D}) \mathbb{E}\left[u^{*}\right]\right) \\
= & \left(R+D^{T} P D\right)\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)+\left(R+\bar{R}+(D+\bar{D})^{T} P(D+\bar{D}) \mathbb{E}\left[u^{*}\right]\right. \\
& +\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) \\
& +\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right) \mathbb{E}\left[X^{*}\right] \\
\equiv & \Sigma_{0}\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)+\Sigma_{1} \mathbb{E}\left[u^{*}\right]+\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) \\
& +\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right) \mathbb{E}\left[X^{*}\right],
\end{aligned}
$$

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
where we denote

$$
\Sigma_{0}=R+D^{T} P D, \quad \Sigma_{1}=R+\bar{R}+(D+\bar{D})^{T} P(D+\bar{D})
$$

Applying $\mathbb{E}$ to the above, we obtain

$$
0=\Sigma_{1} \mathbb{E}\left[u^{*}\right]+\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right] \mathbb{E}\left[X^{*}\right]
$$

which implies

$$
0=\Sigma_{0}\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)+\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)
$$

Assuming $\Sigma_{0}$ and $\Sigma_{1}$ to be invertible, one gets

$$
\mathbb{E}\left[u^{*}\right]=-\Sigma_{1}^{-1}\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right] \mathbb{E}\left[X^{*}\right]
$$

and

$$
\begin{align*}
u^{*}= & \mathbb{E}\left[u^{*}\right]-\Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) \\
= & -\Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)  \tag{4.4}\\
& -\Sigma_{1}^{-1}\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right] \mathbb{E}\left[X^{*}\right]
\end{align*}
$$

Next, comparing the drift terms in (4.2), we have

$$
\begin{aligned}
0= & (\dot{P}+P A)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+P B\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right) \\
& +(\dot{\Pi}+\Pi(A+\bar{A})) \mathbb{E}\left[X^{*}\right]+\Pi(B+\bar{B}) \mathbb{E}\left[u^{*}\right] \\
& +A^{T}(Y-\mathbb{E}[Y])+(A+\bar{A})^{T} \mathbb{E}[Y]+C^{T}(Z-\mathbb{E}[Z]) \\
& +(C+\bar{C})^{T} \mathbb{E}[Z]+Q\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+(Q+\bar{Q}) \mathbb{E}\left[X^{*}\right] \\
& \left.+(\dot{\Pi}+\Pi)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+P B\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)\right) \mathbb{E}\left[X^{*}\right]+\Pi(B+\bar{B}) \mathbb{E}\left[u^{*}\right] \\
& +A^{T} P\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+(A+\bar{A})^{T} \Pi \mathbb{E}\left[X^{*}\right] \\
& +C^{T} P\left(C\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+D\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)\right) \\
& +(C+\bar{C})^{T} P\left((C+\bar{C}) \mathbb{E}\left[X^{*}\right]+(D+\bar{D}) \mathbb{E}\left[u^{*}\right]\right) \\
& +Q\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+(Q+\bar{Q}) \mathbb{E}\left[X^{*}\right] \\
= & {\left[\dot{P}+P A+A^{T} P+C^{T} P C+Q\right]\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) } \\
& +\left(P B+C^{T} P D\right)\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right) \\
& +\left[\dot{\Pi}+\Pi(A+\bar{A})+(A+\bar{A})^{T} \Pi+(C+\bar{C})^{T} P(C+\bar{C})+Q+\bar{Q}\right] \mathbb{E}\left[X^{*}\right] \\
& +\left[\Pi(B+\bar{B})+\left(C+\bar{P}+P A+A^{T} P+C^{T} P C+Q+\bar{D}\right)\right] \mathbb{E}\left[u^{*}\right] \\
& -\left(P B+C^{T} P D\right) \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) \\
& +\left[\dot{\Pi}+\Pi(A+\bar{A})+(A+\bar{A})^{T} \Pi+(C+\bar{C})^{T} P(C+\bar{C})+Q+\bar{Q}\right] \mathbb{E}\left[X^{*}\right] \\
& -\left[\Pi(B+\bar{B})+(C+\bar{C})^{T} P(D+\bar{D})\right] \Sigma_{1}^{-1} \\
& \cdot\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right] \mathbb{E}\left[X^{*}\right]
\end{aligned}
$$

$$
\begin{aligned}
= & {\left[\dot{P}+P A+A^{T} P+C^{T} P C+Q\right.} \\
& \left.-\left(P B+C^{T} P D\right) \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\right]\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) \\
& +\left\{\dot{\Pi}+\Pi(A+\bar{A})+(A+\bar{A})^{T} \Pi+(C+\bar{C})^{T} P(C+\bar{C})+Q+\bar{Q}\right. \\
& -\left[\Pi(B+\bar{B})+(C+\bar{C})^{T} P(D+\bar{D})\right] \Sigma_{1}^{-1} \\
& \left.\cdot\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right]\right\} \mathbb{E}\left[X^{*}\right] .
\end{aligned}
$$

Therefore, we should let $P(\cdot)$ and $\Pi(\cdot)$ be the solutions to the following Riccati equations, respectively:

$$
\left\{\begin{array}{l}
\dot{P}+P A+A^{T} P+C^{T} P C+Q  \tag{4.5}\\
\quad-\left(P B+C^{T} P D\right) \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)=0 \\
P(T)=G
\end{array}\right.
$$

and

$$
\left\{\begin{align*}
\dot{\Pi}+ & \Pi(A+\bar{A})+(A+\bar{A})^{T} \Pi+(C+\bar{C})^{T} P(C+\bar{C})+Q+\bar{Q}  \tag{4.6}\\
\quad & -\left[\Pi(B+\bar{B})+(C+\bar{C})^{T} P(D+\bar{D})\right] \Sigma_{1}^{-1} \\
& \cdot\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right]=0, \\
\Pi(T)= & G+\bar{G} .
\end{align*}\right.
$$

It is standard [38] that Riccati equation (4.5) admits a unique solution $P(\cdot)$ which is positive definite since (2.3) holds. For the solvability of (4.6), we first rewrite it as the following:

$$
\left\{\begin{align*}
& \dot{\Pi}+\Pi\left[A+\bar{A}-(B+\bar{B}) \Sigma_{1}^{-1}(D+\bar{D})^{T} P(C+\bar{C})\right]  \tag{4.7}\\
&+\left[(A+\bar{A})^{T}+(C+\bar{C})^{T} P(D+\bar{D}) \Sigma_{1}^{-1}(B+\bar{B})^{T}\right] \Pi \\
&+(C+\bar{C})^{T}\left[P-P(D+\bar{D}) \Sigma_{1}^{-1}(D+\bar{D})^{T} P\right](C+\bar{C}) \\
&+Q+\bar{Q}-\Pi(B+\bar{B}) \Sigma_{1}^{-1}(B+\bar{B})^{T} \Pi=0 \\
& \Pi(T)=G+\bar{G}
\end{align*}\right.
$$

Note that

$$
\begin{aligned}
P & -P(D+\bar{D}) \Sigma_{1}^{-1}(D+\bar{D})^{T} P \\
& =P-P(D+\bar{D})\left[R+\bar{R}+(D+\bar{D})^{T} P(D+\bar{D})\right]^{-1}(D+\bar{D})^{T} P \\
& \equiv P-P \widetilde{D}\left(\widetilde{R}+\widetilde{D}^{T} P \widetilde{D}\right)^{-1} \widetilde{D}^{T} P \\
& =P^{\frac{1}{2}}\left[I-P^{\frac{1}{2}} \widetilde{D} \widetilde{R}^{-\frac{1}{2}}\left(I+\widetilde{R}^{-\frac{1}{2}} \widetilde{D}^{T} P^{\frac{1}{2}} P^{\frac{1}{2}} \widetilde{D} \widetilde{R}^{-\frac{1}{2}}\right)^{-1} \widetilde{R}^{-\frac{1}{2}} \widetilde{D}^{T} P^{\frac{1}{2}}\right] P^{\frac{1}{2}} \\
& \equiv P^{\frac{1}{2}}\left[I-\Gamma\left(I+\Gamma^{T} \Gamma\right)^{-1} \Gamma^{T}\right] P^{\frac{1}{2}} \\
& =P^{\frac{1}{2}}\left(I+\Gamma \Gamma^{T}\right)^{-1} P^{\frac{1}{2}} \equiv P^{\frac{1}{2}}\left(I+P^{\frac{1}{2}} \widetilde{D} \widetilde{R}^{-1} \widetilde{D}^{T} P^{\frac{1}{2}}\right)^{-1} P^{\frac{1}{2}} \\
& \equiv P^{\frac{1}{2}}\left[I+P^{\frac{1}{2}}(D+\bar{D})(R+\bar{R})^{-1}(D+\bar{D})^{T} P^{\frac{1}{2}}\right]^{-1} P^{\frac{1}{2}} \geq 0 .
\end{aligned}
$$

In the above, we denoted

$$
\widetilde{D}=D+\bar{D}, \quad \widetilde{R}=R+\bar{R}, \quad \Gamma=P^{\frac{1}{2}} \widetilde{D} \widetilde{R}^{-\frac{1}{2}}
$$

and used the fact

$$
I-\Gamma\left(I+\Gamma^{T} \Gamma\right)^{-1} \Gamma^{T}=\left(I+\Gamma \Gamma^{T}\right)^{-1}
$$

Consequently, by the conditions (recall (2.3))

$$
\left\{\begin{array}{l}
(C+\bar{C})^{T}\left[P-P(D+\bar{D}) \Sigma_{1}^{-1}(D+\bar{D})^{T} P\right](C+\bar{C})+Q+\bar{Q} \geq 0 \\
\Sigma_{1} \equiv R+\bar{R}+(D+\bar{D})^{T} P(D+\bar{D}) \geq \delta I, \quad G+\bar{G} \geq 0
\end{array}\right.
$$

we see that the Riccati equation (4.7) admits a unique solution $\Pi(\cdot)$ which is positive definite, and it is also the solution to the Riccati equation (4.6).

Now, from (4.3), it follows that

$$
\begin{aligned}
Z= & P\left(C\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+(C+\bar{C}) \mathbb{E}\left[X^{*}\right]+D\left(u^{*}-\mathbb{E}\left[u^{*}\right]\right)+(C+\bar{C}) \mathbb{E}\left[X^{*}\right]\right) \\
= & P\left\{C\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+(C+\bar{C}) \mathbb{E}\left[X^{*}\right]-D \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)\right. \\
& \left.-(C+\bar{C}) \Sigma_{1}^{-1}\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right] \mathbb{E}\left[X^{*}\right]\right\} \\
= & {\left[P C-P D \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\right]\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) } \\
& +\left[P(C+\bar{C})-P(D+\bar{D}) \Sigma_{1}^{-1}\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right)\right] \mathbb{E}\left[X^{*}\right]
\end{aligned}
$$

Next, we plug $u^{*}$ of form (4.4) into the state equation to get the following closed-loop system:

$$
\begin{aligned}
d X^{*}= & \left\{A X^{*}-B\left[\Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)\right.\right. \\
& \left.-\Sigma_{1}^{-1}\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right) \mathbb{E}\left[X^{*}\right]\right] \\
& \left.+\bar{A} \mathbb{E}\left[X^{*}\right]-\bar{B} \Sigma_{1}^{-1}\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right] \mathbb{E}\left[X^{*}\right]\right\} d t \\
& +\left\{C X^{*}-D\left[\Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)\right.\right. \\
& \left.-\Sigma_{1}^{-1}\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right) \mathbb{E}\left[X^{*}\right]\right] \\
& \left.+\bar{C} \mathbb{E}\left[X^{*}\right]-\bar{D} \Sigma_{1}^{-1}\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right] \mathbb{E}\left[X^{*}\right]\right\} d W(t) \\
= & \left\{\left[A-B \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\right]\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)\right. \\
& \left.+\left[(A+\bar{A})-(B+\bar{B}) \Sigma_{1}^{-1}\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right)\right] \mathbb{E}\left[X^{*}\right]\right\} d t \\
& +\left\{\left[C-D \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\right]\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)\right. \\
& \left.+\left[(C+\bar{C})-(D+\bar{D}) \Sigma_{1}^{-1}\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right)\right] \mathbb{E}\left[X^{*}\right]\right\} d W(t)
\end{aligned}
$$

To summarize the above, we have the following result.

Theorem 4.1. Let (H1)-(H2) hold. Then the following Riccati equations admit unique solutions $P(\cdot)$ and $\Pi(\cdot)$, respectively:

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{P}+P A+A^{T} P+C^{T} P C+Q \\
\quad-\left(P B+C^{T} P D\right) \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)=0, \quad s \in[0, T] \\
P(T)=G
\end{array}\right.  \tag{4.8}\\
& \left\{\begin{aligned}
& \dot{\Pi}+\Pi(A+\bar{A})+(A+\bar{A})^{T} \Pi+(C+\bar{C})^{T} P(C+\bar{C})+Q+\bar{Q} \\
& \quad-\left[\Pi(B+\bar{B})+(C+\bar{C})^{T} P(D+\bar{D})\right] \Sigma_{1}^{-1}
\end{aligned}\right. \\
& \quad \cdot\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right]=0, \\
& \Pi(T)=G+\bar{G},
\end{align*}
$$

where

$$
\Sigma_{0}=R+D^{T} P D, \quad \Sigma_{1}=R+\bar{R}+(D+\bar{D})^{T} P(D+\bar{D})
$$

Further, the following closed-loop system admits a unique solution $X^{*}(\cdot)$ :

$$
\left\{\begin{aligned}
d X^{*}=\{ & {\left[A-B \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\right]\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) } \\
& \left.+\left[(A+\bar{A})-(B+\bar{B}) \Sigma_{1}^{-1}\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right)\right] \mathbb{E}\left[X^{*}\right]\right\} d t \\
& +\left\{\left[C-D \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\right]\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)\right. \\
& \left.+\left[(C+\bar{C})-(D+\bar{D}) \Sigma_{1}^{-1}\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right)\right] \mathbb{E}\left[X^{*}\right]\right\} d W(t), \\
X^{*}(0)= & x
\end{aligned}\right.
$$

and by defining

$$
\left\{\begin{aligned}
u^{*}= & -\Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) \\
& -\Sigma_{1}^{-1}\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right] \mathbb{E}\left[X^{*}\right] \\
Y= & P\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+\Pi \mathbb{E}\left[X^{*}\right] \\
Z= & {\left[P C-P D \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\right]\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) } \\
& +\left[P(C+\bar{C})-P(D+\bar{D}) \Sigma_{1}^{-1}\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right)\right] \mathbb{E}\left[X^{*}\right]
\end{aligned}\right.
$$

the 4-tuple $\left(X^{*}(\cdot), u^{*}(\cdot), Y(\cdot), Z(\cdot)\right)$ is the adapted solution to the MF-FBSDE (3.3), and $\left(X^{*}(\cdot), u^{*}(\cdot)\right)$ is the optimal pair of problem (MF-LQ). Moreover,

$$
\begin{equation*}
\inf _{u(\cdot) \in \mathcal{U}[0, T]} J(x ; u(\cdot))=\langle\Pi(0) x, x\rangle \quad \forall x \in \mathbb{R}^{n} \tag{4.10}
\end{equation*}
$$

Proof. We need only to prove (4.10), which is a verification theorem. Let $P(\cdot)$ and $\Pi(\cdot)$ be the solutions to the Riccati equations (4.8) and (4.9). We observe

$$
\begin{aligned}
J(x ; & u(\cdot))-\langle\Pi(0) x, x\rangle \\
= & J(x ; u(\cdot))-\langle P(0)(X(0)-\mathbb{E}[X(0)]), X(0)-\mathbb{E}[X(0)]\rangle \\
& -\langle\Pi(0) \mathbb{E}[X(0)], \mathbb{E}[X(0)]\rangle \\
= & \mathbb{E} \int_{0}^{T}\{\langle Q(X-\mathbb{E}[X]), X-\mathbb{E}[X]\rangle+\langle(Q+\bar{Q}) \mathbb{E}[X], \mathbb{E}[X]\rangle \\
& +\langle R(u-\mathbb{E}[u]), u-\mathbb{E}[u]\rangle+\langle(R+\bar{R}) \mathbb{E}[u], \mathbb{E}[u]\rangle\} d s \\
& +\langle G(X(T)-\mathbb{E}[X(T)]), X(T)-\mathbb{E}[X(T)]\rangle+\langle(G+\bar{G})] \mathbb{E}[X(T)], \mathbb{E}[X(T)]\rangle \\
& -\langle P(T)(X(T)-\mathbb{E}[X(T)], X(T)-\mathbb{E}[X(T)]\rangle-\langle\Pi(T) \mathbb{E}[X(T)], \mathbb{E}[X(T)]\rangle \\
& +\int_{0}^{T}\{\langle\dot{P}(X-\mathbb{E}[X], X-\mathbb{E}[X]\rangle \\
& +2\langle P\{A(X-\mathbb{E}[X])+B(u-\mathbb{E}[u])\}, X-\mathbb{E}[X]\rangle \\
& +\langle P\{C(X-\mathbb{E}[X])+(C+\bar{C}) \mathbb{E}[X]+D(u-\mathbb{E}[u])+(D+\bar{D}) \mathbb{E}[u]\}, \\
& C(X-\mathbb{E}[X])+(C+\bar{C}) \mathbb{E}[X]+D(u-\mathbb{E}[u])+(D+\bar{D}) \mathbb{E}[u]\rangle \\
& +\langle\dot{\Pi} \mathbb{E}[X], \mathbb{E}[X]\rangle+2\langle\Pi\{(A+\bar{A}) \mathbb{E}[X]+(B+\bar{B}) \mathbb{E}[u], \mathbb{E}[X]\rangle\} d s \\
& \mathbb{E} \int_{0}^{T}\left\{\left\langle\left(\dot{P}+P A+A^{T} P+C^{T} P C+Q\right)(X-\mathbb{E}[X], X-\mathbb{E}[X]\rangle\right.\right. \\
& +2\left\langle u-\mathbb{E}[u],\left(B^{T} P+D^{T} P C\right)(X-\mathbb{E}[X])\right\rangle \\
& +\left\langle\left(R+D^{T} P D\right)(u-\mathbb{E}[u], u-\mathbb{E}[u]\rangle\right. \\
& +\left\langle\left[\dot{\Pi}+\Pi(A+\bar{A})+(A+\bar{A})^{T} \Pi+(C+\bar{C})^{T} P(C+\bar{C})+Q+\bar{Q}\right] \mathbb{E}[X], \mathbb{E}[X]\right\rangle \\
& \left.+\left\langle\left[R+\bar{R}+(D+, \bar{D})^{T} P(D+\bar{D})\right] \mathbb{E}[u], \mathbb{E}[u]\right\rangle\right\} d s \\
= & \mathbb{E} \int_{0}^{T}\left\{\left\langle\left[\dot{B}+P A+A^{T} P+C^{T} P C+Q\right.\right.\right. \\
& \left.\left.-(P B+C P D) \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\right](X-\mathbb{E}[X]), X-\mathbb{E}[X]\right\rangle \\
& +\left|\Sigma_{0}^{\frac{1}{2}}\left[u-\mathbb{E}[u]+\Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)(X-\mathbb{E}[X])\right]\right|^{2} \\
& +\left\langle\left[\dot{\Pi}+\Pi(A+\bar{A})+(A+\bar{A})^{T} \Pi+(C+\bar{C})^{T} P(C+\bar{C})+Q+\bar{Q}\right.\right. \\
& -\left(\Pi(B+\bar{B})+(C+\bar{C})^{T} P(D+\bar{D})\right) \Sigma_{1}^{-1} \\
& \left.+\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right] \mathbb{E}[X], \mathbb{E}[X]\right\rangle \\
& +\left\lvert\, \Sigma_{1}^{\frac{1}{2}}\left[\mathbb{E}[u]+\left.\Sigma_{1}^{-1}\left\{(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C}\} \mathbb{E}[X]\right]\right|^{2}\right\} d s\right. \\
& +\left\lvert\, \Sigma_{0}^{T}\left\{\left\lvert\, \Sigma_{0}^{\frac{1}{2}}\left[u-\mathbb{E}[u]+\left.\Sigma_{1}^{-1}\left((B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C}) \mathbb{E}[X]\right]\right|^{2}\right\} d s \geq 0 .\right.\right.\right.
\end{aligned}
$$

Then our claim follows.
We see that for Riccati equation (4.9), when

$$
\bar{A}=\bar{C}=0, \quad \bar{B}=\bar{D}=0, \quad \bar{Q}=0, \quad \bar{R}=0, \quad \bar{G}=0
$$

one has

$$
\Sigma_{0}=\Sigma_{1}=R+D^{T} P D
$$

and the Riccati equation for $\Pi(\cdot)$ can be written as

$$
\left\{\begin{array}{l}
\dot{\Pi}+\Pi A+A^{T} \Pi+C^{T} P C+Q \\
\quad-\left(\Pi B+C^{T} P D\right)\left(R+D^{T} P D\right)^{-1}\left(B^{T} \Pi+D^{T} P C\right)=0 \\
\Pi(T)=G
\end{array}\right.
$$

Then

$$
\begin{aligned}
0= & (\dot{\Pi}-\dot{P})+(\Pi-P) A+A^{T}(\Pi-P)-\left(\Pi B+C^{T} P D\right) \Sigma_{0}^{-1}\left(B^{T} \Pi+D^{T} P C\right) \\
& +\left(P B+C^{T} P D\right) \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right) \\
= & (\Pi-P)^{\prime}+(\Pi-P) A+A^{T}(\Pi-P)-(\Pi-P) B \Sigma_{0}^{-1}\left(B^{T} \Pi+D^{T} P C\right) \\
& -\left(P B+C^{T} P D\right) \Sigma_{0}^{-1} B^{T}(\Pi-P)
\end{aligned}
$$

Therefore, by uniqueness, we have

$$
\Pi=P
$$

Consequently, the feedback control can be written as

$$
\begin{aligned}
u^{*}= & -\Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) \\
& -\Sigma_{1}^{-1}\left[(B+\bar{B})^{T} \Pi+(D+\bar{D})^{T} P(C+\bar{C})\right] \mathbb{E}\left[X^{*}\right] \\
= & -\Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)-\Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right) \mathbb{E}\left[X^{*}\right] \\
= & -\left(R+D^{T} P D\right)^{-1}\left(B^{T} P+D^{T} P C\right) X^{*}
\end{aligned}
$$

This recovers the result for the classical LQ problem [38].
5. A modification of standard LQ problems. In this section, we are going to look at a special case which was mentioned in the introduction. For convenience, let us rewrite the state equation here:

$$
\left\{\begin{array}{l}
d X(s)=[A(s) X(s)+B(s) u(s)] d s+[C(s) X(s)+D(s) u(s)] d W(s)  \tag{5.1}\\
X(0)=x
\end{array}\right.
$$

Let us introduce the cost functional:

$$
\begin{align*}
& J_{0}(x ; u(\cdot))=\mathbb{E}\left[\int_{0}^{T}\left(\left\langle Q_{0}(s) X(s), X(s)\right\rangle+\left\langle R_{0}(s) u(s), u(s)\right\rangle\right) d s\right.  \tag{5.2}\\
&\left.+\left\langle G_{0} X(T), X(T)\right\rangle\right]
\end{align*}
$$

The classical LQ problem can be stated as follows.
Problem (LQ). For any given $x \in \mathbb{R}^{n}$, find a $u^{*}(\cdot) \in \mathcal{U}[0, T]$ such that

$$
J_{0}\left(x ; u^{*}(\cdot)\right)=\inf _{u(\cdot) \in \mathcal{U}[0, T]} J_{0}(x ; u(\cdot))
$$

The following result is standard (see [38]).
Theorem 5.1. Let (H1) hold and

$$
Q_{0}(s) \geq 0, \quad R_{0}(s) \geq \delta I, \quad s \in[0, T] ; \quad G_{0} \geq 0
$$

Then problem (LQ) admits a unique optimal pair $\left(X_{0}^{*}(\cdot), u_{0}^{*}(\cdot)\right)$. Moreover, the following holds:

$$
\begin{gather*}
u_{0}^{*}(s)=-\left[R_{0}(s)+D(s)^{T} P_{0}(s) D(s)\right]^{-1}\left[B(s)^{T} P_{0}(s)+D(s)^{T} P_{0}(s) C(s)\right] X_{0}^{*}(s)  \tag{5.3}\\
s \in[0, T]
\end{gather*}
$$

where $P_{0}(\cdot)$ is the solution to the following Riccati equation:

$$
\left\{\begin{array}{lr}
\dot{P}_{0}+P_{0} A+A^{T} P_{0}+C^{T} P_{0} C+Q_{0} &  \tag{5.4}\\
\quad-\left(P_{0} B+C^{T} P_{0} D\right)\left(R_{0}+D^{T} P_{0} D\right)^{-1}\left(B^{T} P_{0}+D^{T} P_{0} C\right)=0, \\
& s \in[0, T] \\
P_{0}(T)=G_{0}
\end{array}\right.
$$

and $X_{0}^{*}(\cdot)$ is the solution to the following closed-loop system:

$$
\left\{\begin{aligned}
d X_{0}^{*}(s)= & {\left[A-B\left(R_{0}+D^{T} P_{0} D\right)^{-1}\left(B^{T} P_{0}+D^{T} P_{0} C\right)\right] X_{0}^{*}(s) d s } \\
& +\left[C-D\left(R_{0}+D^{T} P_{0} D\right)\left(B^{T} P_{0}+D^{T} P_{0} C\right)\right] X_{0}^{*}(s) d W(s), \quad s \in[0, T] \\
X_{0}^{*}(0)= & x
\end{aligned}\right.
$$

We now introduce the following modified cost functional:

$$
\begin{aligned}
\widehat{J}_{0}(x ; u(\cdot))= & \mathbb{E}\left[\int_{0}^{T}\left(\left\langle Q_{0}(s) X(s), X(s)\right\rangle+\left\langle R_{0}(s) u(s), u(s)\right\rangle\right) d s+\left\langle G_{0} X(T), X(T)\right\rangle\right] \\
& +\mathbb{E}\left[\int_{0}^{T}(q(s) \operatorname{var}[X(s)]+\rho(s) \operatorname{var}[u(s)]) d s+g \operatorname{var}[X(T)]\right. \\
= & \mathbb{E}\left\{\int _ { 0 } ^ { T } \left[\left\langle\left(Q_{0}(s)+q(s) I\right) X(s), X(s)\right\rangle-q(s)|\mathbb{E}[X(s)]|^{2}\right.\right. \\
& \left.+\left\langle\left(R_{0}(s)+\rho(s) I\right) u(s), u(s)\right\rangle-\rho(s)|\mathbb{E}[u(s)]|^{2}\right] d s \\
& \left.+\left\langle\left(G_{0}+g I\right) X(T), X(T)\right\rangle-g|\mathbb{E}[X(T)]|^{2}\right\}
\end{aligned}
$$

with $q(\cdot), \rho(\cdot) \in L^{\infty}(0, T), g \in[0, \infty)$ such that

$$
q(s), \rho(s) \geq 0, \quad s \in[0, T] .
$$

Also, of course, we assume that

$$
\int_{0}^{T}[q(s)+\rho(s)] d s+g>0
$$

We want to compare problem (LQ) with the following modified LQ problem:
Problem (LQ)'. For any given $x \in \mathbb{R}^{n}$, find a $u^{*}(\cdot) \in \mathcal{U}[0, T]$ such that

$$
\widehat{J}_{0}\left(x ; u^{*}(\cdot)\right)=\inf _{u(\cdot) \in \mathcal{U}[0, T]} \widehat{J}_{0}(x ; u(\cdot))
$$

We refer to Problem (LQ) as a modified LQ problem. This is a special case of problem (MF) with

$$
\left\{\begin{array}{l}
\bar{A}=\bar{C}=0, \quad \bar{B}=\bar{D}=0, \\
Q=Q_{0}+q I, \quad \bar{Q}=-q I, \quad R=R_{0}+\rho I, \quad \bar{R}=-\rho I, \quad G=G_{0}+g I, \quad \bar{G}=-g I
\end{array}\right.
$$

Then the Riccati equations are

$$
\left\{\begin{array}{l}
\dot{P}+P A+A^{T} P+C^{T} P C+Q_{0}+q I  \tag{5.5}\\
\quad-\left(P B+C^{T} P D\right)\left(R_{0}+\rho I+D^{T} P D\right)^{-1}\left(B^{T} P+D^{T} P C\right)=0 \\
\quad \quad s \in[0, T] \\
P(T)=G_{0}+g I,
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\dot{\Pi}+\Pi A+A^{T} \Pi+C^{T} P C+Q_{0}  \tag{5.6}\\
\quad-\left(\Pi B+C^{T} P D\right)\left(R_{0}+D^{T} P D\right)^{-1}\left(B^{T} \Pi+D^{T} P C\right)=0, \quad s \in[0, T] \\
\Pi(T)=G_{0}
\end{array}\right.
$$

The optimal control is given by

$$
\begin{aligned}
u^{*}=- & \left(R_{0}+\rho I+D^{T} P D\right)^{-1}\left(B^{T} P+D^{T} P C\right)\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) \\
& -\left(R_{0}+D^{T} P D\right)^{-1}\left(B^{T} \Pi+D^{T} P C\right) \mathbb{E}\left[X^{*}\right],
\end{aligned}
$$

and the closed-loop system reads

$$
\left\{\begin{align*}
d X^{*}=\{ & {\left[A-B\left(R_{0}+\rho I+B_{1}^{T} P B_{1}\right)^{-1}\left(B^{T} P+B_{1}^{T} P C\right)\right]\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right) } \\
& \left.+\left[A-B\left(R_{0}+D^{T} P D\right)^{-1}\left(B^{T} \Pi+D^{T} P C\right)\right] \mathbb{E}\left[X^{*}\right]\right\} d s \\
& +\left\{\left[C-D \Sigma_{0}^{-1}\left(B^{T} P+D^{T} P C\right)\right]\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)\right.  \tag{5.7}\\
& \left.+\left[C-D \Sigma_{1}^{-1}\left(B^{T} \Pi+D^{T} P C\right)\right] \mathbb{E}\left[X^{*}\right]\right\} d W(s), \\
X^{*}(0)= & x
\end{align*}\right.
$$

By the definition of $u_{0}^{*}(\cdot)$ and $u^{*}(\cdot)$, we know that

$$
\begin{equation*}
\left\langle P_{0}(0) x, x\right\rangle=J_{0}\left(x ; u_{0}^{*}(\cdot)\right) \leq J_{0}\left(x ; u^{*}(\cdot)\right) \tag{5.8}
\end{equation*}
$$
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and
(5.9)

$$
\begin{aligned}
\langle & \Pi(0) x, x\rangle \\
& =J_{0}\left(x ; u^{*}(\cdot)\right)+\mathbb{E}\left[\int_{0}^{T}\left(q(s) \operatorname{var}\left[X^{*}(s)\right]+\rho(s) \operatorname{var}\left[u^{*}(s)\right]\right) d s+g \operatorname{var}\left[X^{*}(T)\right]\right] \\
& =\widehat{J}_{0}\left(x ; u^{*}(\cdot)\right) \leq \widehat{J}_{0}\left(x ; u_{0}^{*}(\cdot)\right) \\
& =J_{0}\left(x ; u_{0}^{*}(\cdot)\right)+\mathbb{E}\left[\int_{0}^{T}\left(q(s) \operatorname{var}\left[X_{0}^{*}(s)\right]+\rho(s) \operatorname{var}\left[u_{0}^{*}(s)\right]\right) d s+g \operatorname{var}\left[X_{0}^{*}(T)\right]\right] \\
& =\left\langle P_{0}(0) x, x\right\rangle+\mathbb{E}\left[\int_{0}^{T}\left(q(s) \operatorname{var}\left[X_{0}^{*}(s)\right]+\rho(s) \operatorname{var}\left[u_{0}^{*}(s)\right]\right) d s+g \operatorname{var}\left[X_{0}^{*}(T)\right]\right] \\
& \leq J_{0}\left(x ; u^{*}(\cdot)\right)+\mathbb{E}\left[\int_{0}^{T}\left(q(s) \operatorname{var}\left[X_{0}^{*}(s)\right]+\rho(s) \operatorname{var}\left[u_{0}^{*}(s)\right]\right) d s+g \operatorname{var}\left[X_{0}^{*}(T)\right]\right] .
\end{aligned}
$$

This implies

$$
\begin{align*}
& \mathbb{E}\left[\int_{0}^{T}\left(q(s) \operatorname{var}\left[X^{*}(s)\right]+\rho(s) \operatorname{var}\left[u^{*}(s)\right]\right) d s+g \operatorname{var}\left[X^{*}(T)\right]\right]  \tag{5.10}\\
& \quad \leq \mathbb{E}\left[\int_{0}^{T}\left(q(s) \operatorname{var}\left[X_{0}^{*}(s)\right]+\rho(s) \operatorname{var}\left[\bar{u}_{0}(s)\right]\right) d s+g \operatorname{var}\left[X_{0}^{*}(T)\right]\right]
\end{align*}
$$

Hence,

$$
J_{0}\left(x ; u^{*}(\cdot)\right)-J_{0}\left(x ; u_{0}^{*}(\cdot)\right)
$$

is the price for the decrease of

$$
\begin{aligned}
& \mathbb{E}\left[\int_{0}^{T}\left(q(s) \operatorname{var}\left[X_{0}^{*}(s)\right]+\rho(s) \operatorname{var}\left[u_{0}^{*}(s)\right]\right) d s+g \operatorname{var}\left[X_{0}^{*}(T)\right]\right] \\
& \quad-\mathbb{E}\left[\int_{0}^{T}\left(q(s) \operatorname{var}\left[X^{*}(s)\right]+\rho(s) \operatorname{var}\left[u^{*}(s)\right]\right) d s+g \operatorname{var}\left[X^{*}(T)\right]\right]
\end{aligned}
$$

for the (weighted) variances of the optimal state-control pair $\left(X_{0}^{*}(\cdot), u_{0}^{*}(\cdot)\right)$. Moreover, (5.9) further implies that

$$
\begin{aligned}
& J_{0}\left(x ; u^{*}(\cdot)\right)-J_{0}\left(x ; u_{0}^{*}(\cdot)\right) \\
& \leq \\
& \quad \mathbb{E}\left[\int_{0}^{T}\left(q(s) \operatorname{var}\left[X_{0}^{*}(s)\right]+\rho(s) \operatorname{var}\left[u_{0}^{*}(s)\right]\right) d s+g \operatorname{var}\left[X_{0}^{*}(T)\right]\right] \\
& \quad-\mathbb{E}\left[\int_{0}^{T}\left(q(s) \operatorname{var}\left[X^{*}(s)\right]+\rho(s) \operatorname{var}\left[u^{*}(s)\right]\right) d s+g \operatorname{var}\left[X^{*}(T)\right]\right] .
\end{aligned}
$$

Roughly speaking, the above means that the amount increased in the cost is "covered" by the amount decreased in the weighted variance of the optimal state-control pair.

We now look at a simple case to illustrate the above. Let us look at a onedimensional controlled linear SDE,

$$
\left\{\begin{array}{l}
d X(s)=b u(s) d s+X(s) d W(s)  \tag{5.11}\\
X(0)=x
\end{array}\right.
$$

with cost functionals

$$
\begin{equation*}
J_{0}(x ; u(\cdot))=\mathbb{E}\left[\int_{0}^{T}|u(s)|^{2} d s+g_{0}|X(T)|^{2}\right] \tag{5.12}
\end{equation*}
$$

and

$$
\begin{align*}
\widehat{J}_{0}(x ; u(\cdot)) & =\mathbb{E}\left\{\int_{0}^{T}|u(s)|^{2} d s+g_{0}|X(T)|^{2}+g \operatorname{var}[X(T)]\right\}  \tag{5.13}\\
& =\mathbb{E}\left\{\int_{0}^{T}|u(s)|^{2} d s+\left(g_{0}+g\right)|X(T)|^{2}-g(\mathbb{E}[X(T)])^{2}\right\}
\end{align*}
$$

where $g_{0} \geq 0$ and $g>0$. As above, we refer to the optimal control problem associated with (5.11) and (5.12) as the standard $L Q$ problem and to that associated with (5.11) and (5.13) as the modified $L Q$ problem. The Riccati equation for the standard LQ problem is

$$
\left\{\begin{array}{l}
\dot{p}_{0}(s)+p_{0}(s)-b^{2} p_{0}(s)^{2}=0, \\
p_{0}(T)=g_{0}
\end{array}\right.
$$

A straightforward calculation leads to

$$
p_{0}(s)=\frac{e^{T-s} g_{0}}{\left(e^{T-s}-1\right) b^{2} g_{0}+1}>0, \quad s \in[0, T]
$$

The optimal control is

$$
u_{0}^{*}(s)=-b p_{0}(s) X_{0}^{*}(s), \quad s \in[0, T]
$$

and the closed-loop system is

$$
\left\{\begin{array}{l}
d X_{0}^{*}(s)=-b^{2} p_{0}(s) X_{0}^{*}(s) d s+X_{0}^{*}(s) d W(s), \quad s \in[0, T] \\
X_{0}^{*}(0)=x
\end{array}\right.
$$

Thus,

$$
X_{0}^{*}(s)=x e^{-b^{2} \int_{0}^{s} p_{0}(\tau) d \tau-\frac{1}{2} s+W(s)}, \quad s \in[0, T]
$$

Consequently,

$$
\mathbb{E}\left[X_{0}^{*}(T)\right]=x e^{-b^{2} \int_{0}^{T} p_{0}(\tau) d \tau-\frac{1}{2} T+\frac{1}{2} T}=x e^{-b^{2} \int_{0}^{T} p_{0}(\tau) d \tau}
$$

and

$$
\mathbb{E}\left[X_{0}^{*}(T)^{2}\right]=x^{2} e^{-2 b^{2} \int_{0}^{T} p_{0}(\tau) d \tau-T+2 T}=x^{2} e^{-2 b^{2} \int_{0}^{T} p_{0}(\tau) d \tau+T}
$$

Hence,

$$
\operatorname{var}\left[X_{0}^{*}(T)\right]=\mathbb{E}\left[X_{0}^{*}(T)^{2}\right]-\left(\mathbb{E}\left[X_{0}^{*}(T)\right]\right)^{2}=x^{2} e^{-2 b^{2} \int_{0}^{T} p_{0}(\tau) d \tau}\left(e^{T}-1\right)
$$

Also, the optimal expected cost is

$$
J_{0}\left(x ; u_{0}^{*}(\cdot)\right)=p_{0}(0) x^{2}=\frac{e^{T} g_{0}}{\left(e^{T}-1\right) b^{2} g_{0}+1} x^{2}
$$

Next, for the modified LQ peoblem, the Riccati equations are

$$
\left\{\begin{array}{l}
\dot{p}(s)+p(s)-b^{2} p(s)^{2}=0, \quad s \in[0, T] \\
p(T)=g_{0}+g
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\dot{\pi}(s)-b^{2} \pi^{2}(s)+p(s)=0, \quad s \in[0, T] \\
\pi(T)=g_{0}
\end{array}\right.
$$

Clearly,

$$
p(s)=\frac{e^{T-s}\left(g_{0}+g\right)}{\left(e^{T-s}-1\right) b^{2}\left(g_{0}+g\right)+1}>\frac{e^{T-s} g_{0}}{\left(e^{T-s}-1\right) b^{2} g_{0}+1}=p_{0}(s)>0, \quad s \in[0, T]
$$

We now show that

$$
\begin{equation*}
p_{0}(s)<\pi(s)<p(s), \quad s \in[0, T] . \tag{5.14}
\end{equation*}
$$

In fact,

$$
\left\{\begin{array}{l}
\frac{d}{d s}\left[\pi(s)-p_{0}(s)\right]-b^{2}\left[\pi(s)+p_{0}(s)\right]\left[\pi(s)-p_{0}(s)\right]+p(s)-p_{0}(s)=0, \quad s \in[0, T] \\
\pi(T)-p_{0}(T)=0
\end{array}\right.
$$

Thus,

$$
\pi(s)-p_{0}(s)=\int_{s}^{T} e^{-\int_{s}^{t} b^{2}\left[\pi(\tau)+p_{0}(\tau)\right] d \tau}\left[p(t)-p_{0}(t)\right] d t>0, \quad s \in[0, T)
$$

Next,

$$
\left\{\begin{array}{l}
\frac{d}{d s}[p(s)-\pi(s)]-b^{2}[p(s)+\pi(s)][p(s)-\pi(s)]=0, \quad s \in[0, T] \\
p(T)-\pi(T)=g
\end{array}\right.
$$

Hence,

$$
p(s)-\pi(s)=e^{-\int_{s}^{T} b^{2}[p(\tau)+\pi(\tau)] d \tau} g>0, \quad s \in[0, T]
$$

This proves (5.14). Note that the optimal control of modified LQ problem is given by

$$
u^{*}(s)=-b p(s)\left(X^{*}(s)-\mathbb{E}\left[X^{*}(s)\right]\right)-b \pi(s) \mathbb{E}\left[X^{*}(s)\right], \quad s \in[0, T]
$$

and the closed-loop system is

$$
\left\{\begin{array}{rlr}
d X^{*}(s)= & -\left[b^{2} p(s)\left(X^{*}(s)-\mathbb{E}\left[X^{*}(s)\right]\right)+b^{2} \pi(s) \mathbb{E}\left[X^{*}(s)\right]\right] d s \\
& +X^{*}(s) d W(s), & s \in[0, T] \\
X^{*}(0)= & x
\end{array}\right.
$$

Thus,

$$
\frac{d}{d s}\left(\mathbb{E}\left[X^{*}(s)\right]\right)=-b^{2} \pi(s) \mathbb{E}\left[X^{*}(s)\right],
$$

which leads to

$$
\mathbb{E}\left[X^{*}(s)\right]=e^{-b^{2} \int_{0}^{s} \pi(\tau) d \tau} x, \quad s \in[0, T]
$$

On the other hand, by Itô's formula,

$$
d\left[\left(X^{*}\right)^{2}\right]=\left\{-2\left[b^{2} p X^{*}\left(X^{*}-\mathbb{E}\left[X^{*}\right]\right)+b^{2} \pi X^{*} \mathbb{E}\left[X^{*}\right]\right]+\left(X^{*}\right)^{2}\right\} d s+[\cdots] d W
$$

Then

$$
\begin{aligned}
d\left(\mathbb{E}\left[\left(X^{*}\right)^{2}\right]\right) & =\left\{-2 b^{2} p\left[\mathbb{E}\left[\left(X^{*}\right)^{2}\right]-\left(\mathbb{E}\left[X^{*}\right]\right)^{2}\right]-2 b^{2} \pi\left(\mathbb{E}\left[X^{*}\right]\right)^{2}+\mathbb{E}\left[\left(X^{*}\right)^{2}\right]\right\} d s \\
& =\left\{\left(1-2 b^{2} p\right) \mathbb{E}\left[\left(X^{*}\right)^{2}\right]+2 b^{2}(p-\pi)(\mathbb{E}[\bar{X}])^{2}\right\} d s \\
& =\left\{\left(1-2 b^{2} p\right) \mathbb{E}\left[\left(X^{*}\right)^{2}\right]+2 b^{2}(p-\pi) e^{-2 b^{2} \int_{0}^{s} \pi(\tau) d \tau} x^{2}\right\} d s
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\mathbb{E}\left[\left(X^{*}(s)^{2}\right]\right. & =e^{s-2 b^{2} \int_{0}^{s} p(\tau) d \tau} x^{2}\left[1+\int_{0}^{s} e^{-t+2 \int_{0}^{t} p(\tau) d \tau} 2 b^{2}[p(t)-\pi(t)] e^{-2 b^{2} \int_{0}^{t} \pi(\tau) d \tau} d t\right] \\
& =e^{s-2 b^{2} \int_{0}^{s} p(\tau) d \tau} x^{2}\left[1+\int_{0}^{s} e^{-t+2 b^{2} \int_{0}^{t}[p(\tau)-\pi(\tau)] d \tau} 2 b^{2}[p(t)-\pi(t)] d t\right] \\
& =e^{s-2 b^{2} \int_{0}^{s} p(\tau) d \tau} x^{2}\left[e^{-s+2 b^{2} \int_{0}^{s}[p(\tau)-\pi(\tau)] d \tau}+\int_{0}^{s} e^{-t+2 b^{2} \int_{0}^{t}[p(\tau)-\pi(\tau)] d \tau} d t\right] \\
& =\left[e^{-2 b^{2} \int_{0}^{s} \pi(\tau) d \tau}+\int_{0}^{s} e^{s-t-2 b^{2} \int_{t}^{s} p(\tau) d \tau-2 b^{2} \int_{0}^{t} \pi(\tau) d \tau} d t\right] x^{2} .
\end{aligned}
$$

Then

$$
\begin{aligned}
\operatorname{var}\left[X^{*}(s)\right]= & {\left[e^{-2 b^{2} \int_{0}^{s} \pi(\tau) d \tau}+\int_{0}^{s} e^{s-t-2 b^{2} \int_{t}^{s} p(\tau) d \tau-2 b^{2} \int_{0}^{s} \pi(\tau) d \tau} d t\right] x^{2} } \\
& -\left(e^{-2 b^{2} \int_{0}^{t} \pi(\tau) d \tau}\right) x^{2} \\
= & {\left[\int_{0}^{s} e^{s-t-2 b^{2} \int_{t}^{s} p(\tau) d \tau-2 b^{2} \int_{0}^{t} \pi(\tau) d \tau} d t\right] x^{2} . }
\end{aligned}
$$

Consequently, noting $p_{0}(s)<p(s)$, we have

$$
\begin{aligned}
\operatorname{var}\left[X^{*}(T)\right] & =\left[\int_{0}^{T} e^{T-t-2 b^{2} \int_{t}^{T} p(\tau) d \tau-2 b^{2} \int_{0}^{t} p_{0}(\tau) d \tau} d t\right] x^{2} \\
& <\left[\int_{0}^{T} e^{T-t-2 b^{2} \int_{t}^{T} p_{0}(\tau) d \tau-2 b^{2} \int_{0}^{t} p_{0}(\tau) d \tau} d t\right] x^{2} \\
& =\left[\int_{0}^{T} e^{T-t-2 b^{2}} \int_{0}^{T} p_{0}(\tau) d \tau\right. \\
& ] x^{2} \\
& =\left[e^{-2 b^{2} \int_{0}^{T} p_{0}(\tau) d \tau} \int_{0}^{T} e^{T-t} d t\right] x^{2}=\operatorname{var}\left[X_{0}^{*}(T)\right] .
\end{aligned}
$$
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On the other hand, we claim that

$$
\begin{equation*}
p_{0}(s)>\frac{g_{0}}{g_{0}+g} p(s), \quad s \in[0, T) \tag{5.15}
\end{equation*}
$$

In fact, by letting $\widetilde{p}=\frac{g_{0}}{g_{0}+g} p$, we have

$$
\left\{\begin{array}{l}
\widetilde{p}^{\prime}(s)+\widetilde{p}(s)-b^{2} \widetilde{p}(s)^{2}-\frac{g_{0} g}{\left(g_{0}+g\right)^{2}} p(s)^{2}=0 \\
\widetilde{p}(T)=g_{0}
\end{array}\right.
$$

Then

$$
\left\{\begin{array}{l}
{\left[p_{0}^{\prime}(s)-\widetilde{p}^{\prime}(s)\right]+\left[p_{0}(s)-\widetilde{p}(s)\right]-b^{2}\left[p_{0}(s)+\widetilde{p}(s)\right]\left[p_{0}(s)-\widetilde{p}(s)\right]+\frac{g_{0} g}{\left(g_{0}+g\right)^{2}} p(s)^{2}=0} \\
p_{0}(T)-\widetilde{p}(T)=0
\end{array}\right.
$$

This leads to (5.15). Consequently,

$$
\begin{aligned}
J_{0}\left(x ; u^{*}(\cdot)\right)+\operatorname{var}\left[X^{*}(T)\right] & =\widehat{J}_{0}\left(x ; u^{*}(\cdot)\right)=\pi(0) x^{2} \\
& \leq p(0) x^{2} \leq \frac{g_{0}+g}{g_{0}} p_{0}(0) x^{2}=\frac{g_{0}+g}{g_{0}} J\left(x ; u_{0}^{*}(\cdot)\right)
\end{aligned}
$$

Therefore,

$$
0 \leq J_{0}\left(x ; u^{*}(\cdot)\right)-J_{0}\left(x ; u_{0}^{*}(\cdot)\right)+g \operatorname{var}\left[X^{*}(T)\right] \leq \frac{g}{g_{0}} J\left(x ; u_{0}^{*}(\cdot)\right)
$$

The above already shows that it is a very good trade-off to consider the modified LQ problem if one wishes to have a smaller $\operatorname{var}[X(T)]$. It is possible to more carefully calculate the price difference $J_{0}(x ; u(\cdot))-J_{0}\left(x ; u_{0}^{*}(\cdot)\right)$. We omit the details here.

Also, it is possible to calculate the situation of including var $[u(s)]$ and/or var $[X(s)]$ in the integrand of the modified cost functional. The details are omitted here as well.

To conclude this paper, let us make some remarks. In this paper, we have presented some results on the LQ problem for MF-SDEs with deterministic coefficients. Optimal control is represented as a state feedback form via the solutions of two Riccati equations. We may expect that a theory can also be established for a problem in an infinite horizon with constant coefficients. For that, some stabilizability problems might need to be investigated first. Differential Riccati equations will become algebraic Riccati equations. We will present some relevant results along this line in a near future. On the other hand, we note that when $A(s)$ is deterministic, $\mathbb{E}[A(s) X(s)]=A(s) \mathbb{E}[X(s)]$. Throughout this paper, such a fact has played an essential role. Such a fact will be no longer true if $A(s)$ is random. Therefore, for the case of random coefficient case, one might have to find a different approach. The problem is still under investigation. Another issue that we would like to mention is the so-called time-inconsistency. It seems to be a common opinion that if a conditional expectation of the state/control process appears in the cost functional/state equation, the corresponding optimal control problem should be time-inconsistent, meaning that an optimal control for a given initial pair $(t, x)$ on time interval $[t, T]$ might not be optimal if the control is restricted to a later time interval, say, $[\tau, T]$ (for $\tau>t$ ). However, from our rough observations on the problem studied in the current paper, it seems to us that if the coefficients are deterministic, a problem similar to our problem (MF-LQ)
(with $\mathbb{E}$ replaced by $\mathbb{E}_{t}$ ) seems to still be time-consistent. We suspect that the problem will be time-inconsistent if the coefficients are random. We will investigate this issue carefully in the near future. The reader is referred to $[7,6,17,19,18,22,36,37]$ for recent works on time-inconsistent optimal control problems.
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