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Preface

This dissertation investigates liquid metal flows driven by rising gas bubbles in a static

magnetic field, the direction of which is either vertical or horizontal, respectively. Using

ultrasound Doppler velocimetry (UDV), we measure the velocities of the gas and liquid phases

in model experiments based on the melt GaInSn. The results disclose different magnetic

damping influences on the flow depending on the direction of the magnetic field.

Chapter 1 consists of three parts: a short introduction to the research background; a

brief review on the fundamentals of magnetohydrodynamics (MHD) that are relevant for the

current work; as well as some descriptions of the model experiments using low-temperature

melt in the laboratory.

Chapter 2 reviews ultrasound Doppler methods for the measurements of fluid flow. We

focus on an ultrasound device DOP2000, whose capability is tested especially for the mea-

surements of bubble-driven flows.

Chapter 3 is concerned with the flow of a single bubble rising in a bulk of stagnant melt,

which is exposed to a vertical or a horizontal field. We measure the velocity of the bubble as

well as the bubble-induced liquid motion, and compare the influence of the magnetic damping

as the field direction is changed.

Chapter 4 is focused on liquid metal flows driven by a bubble plume inside an insulating

vessel. We obtain velocity fields of the liquid phase, as well as the distributions of void

fraction, of the flow in a vertical and a horizontal magnetic field, respectively. The results

are compared and discussed.

Chapter 5 summarizes the current work and presents the main conclusions based on the

current results. The relevance of the current research work to the real industrial applications

is discussed.
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Chapter 1

Introduction

This chapter presents a brief review of the research background, some related MHD funda-

mentals concerning a static magnetic field, and the approaches to conduct model experiments

in laboratory using low-temperature melt. Specifically, we focus on the influence of a static

magnetic field on several two-phase flows encountered in metallurgical engineering. It is im-

portant to comprehend the flow phenomena and their physical mechanisms before we can

control such flows reliably and effectively in real applications. Next, we briefly look through

some fundamentals of magnetohydrodynamics, which will serve as the basis for the under-

standing in the present work. Finally, the necessities and advantages of laboratory model

experiments are discussed. The use of low-temperature melt simplifies experiments greatly

and makes it much easier to observe the influence of a magnetic field on the flow.

1.1 Research background

Two-phase flows consisting of gas and liquid metals are usually encountered in metallurgical

engineering. In a steel-making process, for instance, two-phase flows are indispensable in sev-

eral stages, see for example Thomas (2003a,b) and the references therein for a comprehensive

review.

As a refining technique, inert gas bubbles are usually injected into a bulk of molten melt

inside a ladle. The rising bubbles drive the surrounding fluid into motion and so enhance the

mixing inside the melt. As a result, the melt can be refined because of a more homogeneous

distribution of the physical and chemical properties. The details of the dispersed bubble

motion, the distribution of the void fraction, as well as the velocity field of the liquid phase

are important information for the optimization of the refining process.

Examples of two-phase flows can be found in other stages of the steel-making process

too. In a continuous casting process, for instance, fresh melt is introduced into a bottomless

mould through a submerged entry nozzle (SEN). Usually, inert gas is added to the melt in

order to avoid the clogging of the nozzle. As a result, a two-phase jet flow is formed inside the

mould. The flow pattern is important for the casting process, because the strong shear stress

1



Chapter 1. Introduction 2

in the flow can easily destroy the solidified strand close to the mould wall. This becomes

especially dangerous at high casting speeds. Therefore, a reliable flow control is needed in

order to avoid such phenomena.

Electromagnetic fields are attractive tools to control liquid metal flows at high temper-

atures, because the induced Lorentz force acts on the fluid in a contactless way. Various

fields generated by alternating current (AC) or direct current (DC) can be applied; see re-

views given by Sneyd (1993), Moreau (1990), Davidson (2001) and Toh et al. (2006). It is

well-known that a rotating magnetic field (RMF) or a traveling magnetic field (TMF) can

be used as an electromagnetic stirrer to enhance the mixing in the melts. In comparison,

a DC magnetic field often works as an “electromagnetic brake”, which usually suppresses

fluid motion. Many investigations are devoted to the application of an electromagnetic field

in a continuous casting process, see Taniguchi (2006). Several numerical simulations were

conducted to predict the flow in the mold region under the influence of external magnetic

fields; see for example Okazawa et al. (2001), Toh et al. (2001), Takatani (2003), Kubo et al.

(2004), Lavers et al. (2006) and Cukierski & Thomas (2008). Owing to the complexity of the

problem, careful validations with experimental results are necessary.

The influence of a static magnetic field on bubble-driven flows is rarely investigated in

literature. During the past, the investigations on MHD two-phase flows are mainly concerned

with the applications in nuclear engineering, such as bubbly pipe flows in a closed loop driven

by external pumps. In such flows, gas bubbles are added to the liquid metal for various

purposes: to modify the pressure drop, the turbulent fluctuations, the properties of heat

transfer and so on. External magnetic fields can be used to control the motion of the both

phases; see for example Michiyoshi et al. (1977), Saito et al. (1978a,b), Lykoudis (1984),

Serizawa et al. (1990) and Eckert et al. (2000a,b). Some of the earlier investigations are

relevant to the current work, despite the different backgrounds. However, it can be noticed

that the community needs systematic experimental investigations concerning the topic.

1.2 Some fundamentals of magnetohydrodynamics

This section gives a brief review of some fundamentals of magnetohydrodynamics, which is

related to a static magnetic field and the flows in model experiments in laboratory. More

comprehensive and detailed descriptions can be found, for example, in Moreau (1990) and

Davidson (2001).

For most of the industrial and laboratory cases, the hydrodynamic Reynolds number Re
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is large and the magnetic Reynolds number Rm is small:

Re = ul/ν ≫ 1 (1.1)

Rm = µσeul ≪ 1 (1.2)

where u and l represent the characteristic velocity and length scale of the flow, and ν, µ,

σe are the material kinematic viscosity, magnetic permeability and electrical conductivity

respectively. For instance, liquid steel has the following physical properties: µ = 1.25× 10−6

kg/(m·s), σe = 0.7 × 106 (Ω·m)−1, ν = 10−6 m2/s; if we take u = 0.1 m/s and l = 0.1

m, there are Re ∼ 104 and Rm ∼ 0.01. The small Rm indicates that the perturbation to

the imposed magnetic field due to the induced magnetic field is negligible. Therefore, the

problem is simplified by the fact that only the influence of the magnetic field on the flow

needs to be considered.

For liquid motion with velocity u in a static magnetic field B, the induced electric current

J is governed by the Ohm’s law

J = σe(E + u × B) (1.3)

Under the small Rm condition, E is irrotational and can be written as an electrostatic

potential in the form of −∇φ.

The induced electric current satisfies the electric charge conservation rule

∇ · J = 0 (1.4)

Therefore, the scalar potential φ is defined by the following Poisson equation

∇2φ = ∇ · (u × B) (1.5)

The induced Lorentz force on the fluid is

F = J × B (1.6)

For incompressible flows such as liquid metals, the mass-conservation equation takes a

simple form

∇ · u = 0 (1.7)

The electromagnetic force in equation (1.6) enters the Navier-Stokes equation as an ad-

ditional body force
∂u

∂t
+ (u · ∇)u = −

1

ρ
∇p + ν∇2u +

1

ρ
F (1.8)

which governs the fluid motion together with corresponding boundary conditions.
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In addition to Re and Rm, two more dimensionless parameters are relevant; namely, the

Hartmann number Ha and the interaction number N

Ha = Bl(σe/ρν)1/2 (1.9)

N = σeB
2l/ρu (1.10)

where B is the magnetic induction of the field under consideration. Ha indicates the ratio

of the Lorentz force to viscous shear forces, and N indicates the ratio of Lorentz force to

inertia force. Additionally, there is the following relationship among the Hartmann number,

the interaction number and the Reynolds number

Ha = (NRe)1/2 (1.11)

The flow in a static magnetic field has been investigated extensively in the literature, see

for example Shercliff (1965), Robbert (1967), Sommeria & Moreau (1982), Moreau (1990),

Davidson (1995, 2001), Müller & Bühler (2001) and Knaepen & Moreau (2008). Here, we

show only several conclusions that are relevant for the discussions concerning the current

work.

Consider a flow with velocity u in a homogeneous DC magnetic field B that is in z

direction. Taking the curl of equation (1.3), the induced current due to the fluid motion is

governed by

∇× J = σe(B · ∇)u = σeB
∂u

∂z
(1.12)

because the terms containing ∇·u, ∇·B and (u ·∇)B all vanish. The above equation shows

that J reduces to zero when the flow is uniform along the field lines; in other words, the

magnetic field cannot influence the flow when the velocity field u becomes two-dimensional

and does not depend on z. It is worth to point out that specific boundary conditions are

needed to make this conclusion valid; namely, the current is supposed to close itself only

inside the liquid. This is the case, for instance, when the fluid domain is infinite or bounded

by insulating walls.

Sommeria & Moreau (1982) proposed an interpretation concerning the effect of the

Lorentz force, which can be expressed as (more details can be found in appendices)

1

ρ
F = −

σeB
2

ρ
△−1

∂2u

∂z2
(1.13)

where △−1 symbolically denotes the inverse of the Laplacian operator. For flow structures

that are sufficiently elongated in the direction of B, one can assume ∂/∂z ≪ ∂/∂x, ∂/∂y.

Therefore, equation (1.13) can be rewritten as

1

ρ
F = −

σeB
2

ρ
△−1

⊥

∂2u

∂z2
≈ −

σeB
2l2

⊥

ρ

∂2u

∂z2
(1.14)
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where the subscript ⊥ denotes the direction perpendicular to B. The above equation indicates

that, in equation (1.8), the Lorentz force appears as a diffusion term which tends to uniform

the flow in the direction of B.

Davidson (1995, 2001) provided another explanation based on the consideration of mo-

mentum conservation. He pointed out that, on one hand, the Lorentz force changes neither

the net linear momentum nor the component of angular momentum parallel to B in the fluid,

as evidenced in the following way
∫

V

F dV = −B ×

∫

V

J dV = 0 (1.15)

∫

V

B · (x × F) dV = −
B2

2ρ

∫

V

∇ · [x2

⊥
· J] dV = 0 (1.16)

As the electric current closes itself inside the liquid, equation (1.16) ensures that at least

one component of the angular momentum of the flow cannot be destroyed by the Lorentz

force; namely, the flow cannot be completely annihilated by the Lorentz force alone (It is

worth to emphasize again that specific boundary conditions are needed for the conclusion.

The flow domain should be infinite or bounded by insulating walls, as mentioned earlier.

There should exist no external path, such as electric-conducting walls, through which the

electric current can close itself). On the other hand, the Lorentz force indeed decreases the

kinetic energy in the flow, as shown below

1

ρ

∫

V

F · u dV = −(ρσe)
−1

∫

V

J2 dV (1.17)

To avoid a complete annihilation of the flow, the Lorentz force must change the flow in

such a way that the Joule dissipation should decrease faster than the decrease of the kinetic

energy. The key point lies in equation (1.12), which shows that the induced current J, hence

the Joule dissipation, can be reduced to zero if the flow becomes uniform along the field

lines. In other words, under the influence of the Lorentz force, the flow tends to become

two-dimensional. The process can be achieved by spreading the flow momentum along the

field lines, which decreases the velocity gradients in the direction of B.

Davidson (2001) also discussed the influence of a static magnetic field on vortices. Con-

sider a vortex with its axis parallel to the field lines in an infinite domain, the induced current

J in the flow can be represented by equation (1.12). Namely, the damping effect depends

on the velocity gradient projected on the field lines. The magnetic field cannot influence the

velocity of the flow if the vortex is two-dimensional and uniform along the field lines. In

comparison, the influence of the magnetic field on a vortex with its axis perpendicular to the

field lines can be explained in the following way. We write equation (1.6) as

1

ρ
F = −

σe

ρ
(∇φ × B) +

σe

ρ
(B · u)B −

σe

ρ
(B · B)u (1.18)
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The first term on the right hand side of equation (1.18) contains ∇φ. From equation

(1.5), φ can be expressed as

φ = ∇−2(B · ω) (1.19)

where ω is the vorticity defined as ω = ∇ × u. For a two-dimensional vortex with its axis

perpendicular to the field lines, the first term and the second term in equation (1.18) both

vanish. Therefore, equation (1.18) simplifies to

1

ρ
F = −

σeB
2

ρ
u⊥ (1.20)

which shows that the electromagnetic force simply retards the fluid motion in the perpendic-

ular plane.

1.3 Model experiments using low-temperature melts

Liquid metal flows are usually hard to be measured in real industrial processes because of

their high temperatures. In contrast, it is easier to measure the motion of low-temperature

melts in a model experiment in laboratory. Such an experiment can be conducted on a smaller

scale and at room temperature, which can greatly simplify the investigation. The results can

improve our understanding concerning the flow phenomena and serve as references for the

validation of numerical simulations, see for example a review by Mazumdar & Evans (2004).

In the present work, we use the eutectic alloy GaInSn. The melting point of the alloy is low

(around 5 ◦C), therefore, it is in liquid state at room temperature. The physical properties

of the melt are: surface tension σ = 3.2× 106 S/m, density ρ = 6.36× 103 kg/m3, kinematic

viscosity ν = 3.4 × 10−7 m2/s and electric conductivity σe = 3.2 × 106 (Ωm)−1. Chemically,

it is less aggressive and can be stored conveniently in the containers of plexiglass or plastic

materials.

Owing to the opaqueness, optical methods such as Laser Doppler Anemometry (LDA)

and Particle Image Velocimetry (PIV) cannot be directly used here. Several intrusive meth-

ods, such as hot film anemometry and potential probes, usually encounter several difficulties.

Recently, ultrasound Doppler method has demonstrated its capacity in the measurements of

liquid metal flows, see for example a recent review by Eckert et al. (2007). Such a method

relies on ultrasound signals and does not require the transparency of the liquid. The ultra-

sound sensor can be arranged outside of a vessel and avoid additional disturbances to the

flow. Currently, there are commercial ultrasound devices which deliver velocity profiles along

the ultrasound beam in real time. The measuring volumes can be considered as cylindrical

slices which distribute coaxially along the ultrasound beam. The spatial resolution can be
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a few millimeters in the lateral direction and around half millimeter in the longitudinal di-

rection. The temporal resolution, namely the scan rate of the consecutive profiles, can reach

several tens of Hertz (Hz).

Many model experiments were carried out using ultrasound Doppler method recently.

Commercial ultrasound sensors can be readily used when the temperature of the melt is

below 150 ◦C approximately. For example, flows of GaInSn driven by rotating magnetic field

(RMF), traveling magnetic field (TMF) or combined RMF and TMF were investigated in,

for example, Cramer et al. (2004), Lantzsch et al. (2007), Cramer et al. (2007) and Grants et

al. (2008). The influence of a time-modulated RMF on the solidification process can be found

in Eckert et al. (2007) and Willers et al. (2008). For two-phase flows, the ultrasound Doppler

method is able to deliver the velocities of the liquid phase and the gas phase simultaneously.

More discussions concerning the application of the ultrasound technique in two-phase flows

will be presented in the next chapter.

In summary, laboratory model experiments of low-temperature melts can improve our

understandings concerning the flow phenomena encountered in metallurgical engineering, es-

pecially concerning the influence of an external magnetic field on the flow. This approach

simplifies the experiments and improves working conditions. A significant advantage is that

we can apply readily the ultrasound Doppler method, which enables us to “look” inside a

bulk of opaque liquid. In the next chapter, the measuring technique based on the ultra-

sound Doppler effect will be explained in more details, including discussions concerning the

application in two-phase flow measurements.



Chapter 2

Velocity measuring techniques

for liquid metal flows

This chapter describes velocity measuring techniques for flows of liquid metals. At the be-

ginning, we briefly review several well-established measuring techniques mentioned in the

literature, including both invasive and non-invasive methods. Then, we focus on the ul-

trasound Doppler method. It is known that two types of ultrasound Doppler velocimetries

(UDV), based on continuous wave or pulse wave ultrasound, are available for velocity mea-

surements. In comparison to the method based on continuous waves, the use of pulse waves

can be considered as an extended version with several advantages. In the current work, a

commercial device based on pulse waves, DOP2000, is chosen for velocity measurements. Ear-

lier research activities are reviewed concerning the UDV applications in transparent liquids

as well as in liquid metals. After that, we test the capability of DOP2000 for the measure-

ment of two-phase flows. Several measurements are conducted step by step: the terminal

velocities of a sphere settling down or a bubble rising up in a stagnant liquid, as well as

the velocities of both phases in a flow driven by a bubble chain. The measured values are

compared with literature data or those acquired by LDA in parallel. For bubble-driven flows,

we use a threshold method to extract the liquid velocity from the mixed velocity signals of

both phases.

2.1 A literature review

Analysis and control of fluid flows often require measurements of velocity fields. This need is

not diminished by the advances in numerical simulations; rather, it is enhanced in many ways,

see Goldstein (1996). A variety of well-developed techniques such as Hot-Wire Anemometry

(HWA), Laser Doppler Velocimetry (LDV) and Particle Image Velocimetry (PIV) are avail-

able for conventional liquids such as water or gas. Detailed discussions of them and other

methods can be found, for instance, in Bradshaw (1971), Durst et al. (1981), Gad-El-Hak

8
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(1989), Bruun (1995), Albrecht (2003), Breuer (2005), Tavoularis (2005), Raffel (2007) and

Tropea et al. (2007).

In contrast, the development is slow concerning the measuring techniques for liquid metal

flows. Besides the opaqueness, molten melts and semiconductors usually possess high tem-

peratures and chemical aggressiveness. As a result, some of the conventional measuring

techniques cannot be directly used here or they have to face a harsh working environment.

In the following parts, we will focus on research activities concerning the velocity measure-

ments in liquid metals. An earlier comprehensive description of the measuring techniques

are given by Shercliff (1962), and a recent review on the same topic can be found in Eckert

et al. (2007). In the following discussions we classify the various techniques into invasive and

non-invasive ones.

2.1.1 Invasive methods

An invasive method means the insertion of a sensing unit into the medium under considera-

tion. Based on the underlying physical mechanisms, such invasive probes can be classified,

for instance, into force reaction, thermal and conductive sensors. In the following sections,

we will briefly introduce these measuring techniques with application examples.

Force reaction probes

Such a probe detects the force exerted on the sensor due to the flowing medium. Szekely et

al. (1977) constructed a force reaction probe to measure melt velocities driven by a traveling

magnetic field in a container. Their probe consisted of a 19 mm-diameter disc of stainless

steel and a hollow rod with a loaded spring in it. The disc is fastened to one end of the rod

and immersed into the liquid to probe the fluid motion. The other end of the rod is connected

to a linear voltage differential transformer. Owing to the spring, the electrical output of the

transformer corresponds to the pressure force exerting on the disc. The detected pressure can

be converted to the melt velocity through calibrations. The measured flow velocities in their

experiments were lying in the range from 8 cm/s to 50 cm/s. Concerning the measurements

of velocity fluctuations, they pointed out that the inertia of the measuring system does not

provide a great deal of insight into the structure of the turbulent flow.

For flows with very low velocities, Griffiths & Nicol (1965) suggested a fibre flow-meter,

the measuring principle of which is to detect the deflection of a very thin quartz fibre im-

mersed in the flowing fluid. This technique was later extended by Zhilin et al. (1989) and

Eckert et al. (2000c) to the measurements of liquid metal flows at velocities of several tens of
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Figure 2.1: Working principle of the fiber sensor designed by Eckert et al. (2000c).

cm/s, see an example showing in Figure 2.1. These authors obtained local velocities of two

components with a resolution around 1cm/s. Such fibre flow-meters are free from electronic

noises and therefore can be used to measure, for instance, electro-vortical flows. Whereas

they are also limited by several disadvantages: the sensors are fragile and hard to be fabri-

cated, and additional calibrations are needed for measurements.

Thermal anemometers

Thermal annemometers, such as hot-wire or hot-film anemometers, are well-known instru-

ments for flow measurements in water and gas. The sensor is usually a thin metallic element

which is heated by electric current and exposed to the flow under investigation. Examples

of a hot-wire and hot-film probe are shown in Figure 2.2. Owing to convective heat transfer,

the temperature and hence the electrical resistance of the heated element is affected by the

flow passing across it. Most of the sensors work on a constant-temperature mode, in which a

feedback electronic circuit is used to heat the element and balance the cooling effect caused

by the flow. To hold the element at a constant temperature at different flow conditions,

the changes of the supplied electric current can be used to deduce the velocity of the flow.

In practice, a hot wire is usually used for gases; it is made of platinum or tungsten with a

typical diameter of 0.5-5 µm and a typical length of 0.1-1 mm. In comparison, a hot-film

sensor consists of a very thin film of platinum (typically 1 µm) deposited on a quartz sub-

strate. The substrate usually takes the form of a cylinder with a diameter of 25-100 µm, or

sometimes a wedge or a cone. Hot films are usually used for liquids. Normally, such ther-

mal anemometers have several distinct advantages: for instance, the spatial resolution and

the response frequency are much higher; they can measure velocities of a wide range or of
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Figure 2.2: Examples of a hot-wire (left) and a hot-film probe (right).

multi-components. More detailed discussions concerning hot-wire and hot-film anemometers

can be found in Comte-Bellot (1976), Perry (1982) and Bruun (1995).

Hot films were also used to measure the flows of liquid metals, such as mercury, woods

metal and gallium, see for example Sajben (1965), Malcolm (1969), Hill & Sleicher (1971),

Hunt & Welty (1973), Lykoudis (1973), Robinson & Larsson (1973) Alemany et al. (1979),

Malcolm & Verma (1981), Trakas et al. (1983), Weier (1993) and Xu et al. (2006). However,

one needs to pay special attention to the following aspects when applying the probe in liquid

metals, which are always characterized with low Prandtl numbers: Pr = ν/α, where ν is the

kinematic viscosity and α is the thermal diffusivity. The Pr number indicates the relative

thickness of the momentum and thermal boundary layers. Concerning the heat transfer,

small Pr indicates that the heat diffuses very quickly in comparison to velocity. Therefore,

the thickness of thermal boundary layer surrounding a hot-film sensor can be much larger

than the velocity boundary layer. As a result, the sensor becomes less sensitive to the flow

direction. Besides, the frequency response of the sensor can be notably reduced due to the

larger thermal zone too, since the time required for a thermal disturbance to diffuse through

this becomes larger. In addiction, Malcolm (1969) also showed that the temperature drift

in the liquid metal to be measured can result in remarkable errors of the measured velocity

as well. At low velocities (a few cm/s), accurate results can only be obtained when the

temperature drift is less than 0.1 ◦C. Based on these results, Moreau (1978) concluded that

the hot film measurements must be conducted under the condition that the Péclet num-

ber built on the film diameter is clearly larger than unit. The Péclet number is defined as

P é = U∞ · l0/α = Pr · Re, where U∞ is the characteristic velocity of the incident flow, l0 is

the characteristic length scale.

Potential difference probes

A potential difference probe is able to detect the velocity of an electrically conducting fluid
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Figure 2.3: An illustration of the measuring principle of a potential difference probe.

by measuring the distribution of an electric field caused by the fluid motion in an external

magnetic field. It has been widely used during the past, see Ricou & Vives (1982), Reed et

al. (1986), Tsinober et al. (1987), Eckert (1998), Davoust et al. (1999), Eckert et al. (2001),

Gelfgat & Gelfgat (2004), Cramer et al. (2006), Andreev et al. (2007) Bühler et al. (2008).

As an example, Figure 2.3 illustrates a configuration of such probes. Consider a pair of thin

electrodes with a distance of l in y direction, and they are exposed to a flow with velocity

u in z direction as well as a static magnetic field B in x direction. If the total current J is

small enough comparable to the flow induced one, the Ohm’s law in equation (1.3) becomes

∇φ = u × B (2.1)

which can be further written as

u =
δφ

l · B
(2.2)

where the δφ represents the potential drop between the two electrodes. The assumption

that J is negligible can be fulfilled in many situations; for instance in MHD channel flows

at high Hartmann numbers and a small wall conductance ratio, and for the flows in the

vicinity of such a small probe containing a miniature permanent magnet. In practice, the

distance l between the electrodes is usually based on a compromise. On one hand, l should

be as small as possible in order to deliver a high spatial resolution; on the other hand, the

magnitude of obtained signal depends directly on the distance, and l also should be large

enough to guarantee measurable signals. Another inherent disadvantage of the method is

that the fluid velocity can only be measured in the presence of an external magnetic field,

which may inevitably affect the original flow. If, on the other hand, the magnetic field is
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produced by a small permanent magnet in the probe tip, the size of the probe can hardly be

reduced down to a small enough region.

2.1.2 Non-invasive methods

As mentioned in the previous section, invasive measuring techniques usually suffer several

drawbacks, such as disturbances to the flow, limited velocity information at a local position

and sometimes harsh working environment for the sensors. For such reasons, several non-

invasive methods appear to be favorable alternatives. For instance, radiation techniques,

flow tomography based on induced magnetic field and ultrasound Doppler method become

important tools recently.

X-ray tomography is a typical example of radiation measuring techniques. For example,

Kakimoto et al. (1988) visualized the flow structures in molten silicon using X-ray radiog-

raphy. Tungsten particles with multi-layers were added into the molten silicon to serve as

tracers. As X-rays penetrated through the melt, the positions of the tracers can be followed

because the absorption coefficients of tungsten and silicon are different. In this way, the flow

field information can be obtained based on the trajectories of the tracers. X-ray techniques

can be used to detect a temperature field in a convective flow too, because the variations

in temperature lead to the variations in the fluid density, which further lead to the varia-

tion in the X-ray absorption as a sample is exposed to it. However, in a metallic melt of a

low Prandtl number, the density changes only weakly as a function of temperature; there-

fore, such measurements demand additional effort to achieve a sufficiently high accuracy,

as demonstrated by Koster et al. (1996). Other applications of X-ray can be found in the

visualization of the evolution of metallic foams or the kinetics and morphology of solid-liquid

interfaces during solidification, see Brunke & Odenbach (2006), Mathiesen et al. (2006) and

Boden et al. (2008). In general, the thickness of the fluid domain is limited in order to let

the X-ray penetrate through. More discussions concerning radiation measuring techniques

can be found in Hussein (2003).

For liquid metal flows, it is also possible to obtain the velocity information by imposing

an external magnetic field on the fluid. In this way, a flow field will generate a distribution

of induced currents inside the liquid, which then gives rise to an induced magnetic field that

is present both inside and outside the liquid. The structure of the induced magnetic field

contains the information of the flow. Normally, the applied field should be so weak that it

does not alter the flow to be measured. This technique is also suitable for conditions where

a stronger magnetic field is intentionally needed and already present. More technical details
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concerning the reconstruction of the velocity field can be found in Stefani et al. (2004).

Another promising way to measure flow velocities is to use the ultrasound Doppler

method, often called ultrasound Doppler velocimetry (UDV) or ultrasonic profile monitor

(UVP). This technique was originally used in medical engineering, see Atkinson & Woodcock

(1982), and then it also has been applied in fluids engineering, see for example Takeda (1986).

The measuring principle is based on the pulse-echo technique, which will be explained below.

This technique is able to deliver a velocity profile along the ultrasound beam in real time.

In comparison to other non-invasive techniques, such as the X-ray or the measurements of

induced magnetic field, the ultrasound Doppler method can be applied to measure a flow with

great ease. It can be used under regular laboratory conditions without additional concerns

of hazardous radiations. Besides, the ultrasound can penetrate into a larger distance inside

the liquid and allow the flow measurement free from boundary confinement. In addition,

this measuring technique is very robust against the electric noises and therefore is especially

suitable for measurements inside an electromagnetic field.

There are also other ultrasound measuring techniques in the literature, such as a time-

of-flight method, see for example Andruszkiewicz & Sommerlatt (2008), which is able to

measure the velocity of a moving particle. In this chapter, however, we will purely focus on

the ultrasound techniques that directly deliver liquid velocities.

2.2 Fundamentals of ultrasound & Doppler effect

As the name indicates, the ultrasound Doppler method uses ultrasound as the tool to probe

inside a medium. Ultrasound is a kind of sound wave which propagates in the form of

mechanical vibration and possesses a frequency above the audible range (20 kHz). In practice,

it usually lies in the range from a few to tens of MHz. The lower limit is determined by the

wavelength (the longer the wavelength, the poorer the spatial resolutions), whereas the upper

limit is mainly constrained by the attenuation effects, because the attenuation of ultrasound

increases steeply as the frequency increases.

The Doppler effect, named after the Austrian mathematician and physicist Christian

Doppler, describes the changes in frequency of a wave being perceived by an observer, who

moves relatively to the source of the wave. When the source and the observer move towards

each other, the observed frequency is higher than the emitted frequency; when they move

apart from each other, the observed frequency is lower. The Doppler frequency fd can be

written as (see appendices)

fd =
2u

c
fe (2.3)
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where c is the velocity of ultrasound in the medium, and fe is the emitted ultrasound fre-

quency. It states that the frequency of the back scattered echo from a target P, for example

a tracer in fluid, which moves with a velocity u in the direction of an ultrasound source, will

be shifted from the emitted frequency fe by an amount of fd. Since fe and c are generally

known, the measurement of the Doppler shift allows the calculation of the velocity u directly.

2.3 Ultrasound Doppler instruments

Extensive investigations were carried out concerning the application of the ultrasound Doppler

method during the past, see for example Atkinson & Woodcock (1982) and Jensen (1996).

Generally, an ultrasound transducer emits the ultrasound into the medium under investiga-

tion; at the same time, the same or another transducer can be used to receive the reflected

echoes. Ultrasound Doppler devices can be broadly divided into two categories, depending

on whether a continuous wave (CW) or pulsed wave is used. The CW instrument is the

simpler one in comparison. The pulse wave instrument has been developed later on and

is more complicated. It has several dominating advantages which will be mentioned in the

following parts. In fact, a pulse-wave instrument can be considered as an extended version

which still possesses several common features of a CW device. More discussions can be found

in Atkinson & Woodcock (1982).

2.3.1 Continuous wave instrument

In a CW instrument, a master oscillator produces a continuous sinusoidal waveform (usually

a few MHz), which is firstly amplified and then used to drive the transducer. The transducer

is mainly composed of a piezoelectric converter which transforms the electric energy into

mechanical vibration energy, namely, the ultrasound wave. The generated ultrasound is then

transmitted into the fluid under investigation. In practice, it is advantageous to arrange

another solely receiving transducer to acquire the reflected echoes, which come from the

targets in the overlapped beam area. The weak returning signal is amplified by a receiving

amplifier and sent to the demodulator, where the Doppler information of the target motion

is extracted. Various methods can be applied concerning the demodulation part. The details

of such signal processing can be found in Atkinson & Woodcock (1982).

A distinct limitation of the CW method is that the position of the measuring volume

cannot be easily adjusted, because the position is confined to the overlapped region of the

beams from the emitter and the receiver. In contrast, an instrument based on pulse waves

has the capability of range discrimination that allows the modifications of the size and the



Chapter 2. Velocity measuring techniques for liquid metal flows 16

PRF 

Generator 

Transmission 

Gate 

Range 

Gate 

 

Delay gate 

Generator 

 

Master 

Oscillator 

Demodulator 

Transmitting 

Amplifier 

Receiving 

Amplifier 

Transducer 

Measuring 
Volume 

Output 
Selected 

Range 

Figure 2.4: A diagram of hardware composition in a typical pulse-Doppler ultrasound instru-

ment .

position of a measuring volume.

2.3.2 Pulse wave instrument

In a pulse wave instrument, the same transducer can serve as an emitter as well as a receiver

(although other independent transducers may also work as receivers when necessary). The

transducer emits only short pulses, each consisting of a few cycles (generally from 2 to

10 cycles). These pulses are emitted at a certain frequency, called the Pulse Repetition

Frequency (PRF), which is generally within the range from hundreds of Hz to a few kilo-Hz.

Between the emissions, echoes return to the transducer continuously, but not all of the echoes

are analyzed. A receiver gate opens only at a controlled time instant for a specific time period

so that only the echoes from the predetermined range on the ultrasound beam are acquired.

This range is analogous to the overlapped beam region in the CW method.

A typical scheme of a pulse Doppler instrument is displayed in Figure 2.4 as suggested

by Atkinson & Woodcock (1982). In the figure, the components in the solid-line blocks,

including the master oscillator, transmitting amplifier, receiving amplifier and demodulator

are the same as those in a CW instrument. Additional hardware used in a pulse Doppler

instrument are shown in dashed blocks.
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As the name indicates, the PRF generator ensures that the pulses are emitted at a fixed

repetition frequency. The transmission gate only allows several cycles of ultrasound pulses

to be transmitted at one time. A delay gate generator generates a time delay during which

the transmitted pulses should travel to and come back from the selected range of interest;

in other words, it controls the position of the measuring volume on the ultrasound beam.

Finally, the range gate controls the echo sampling time, which directly corresponds to the

axial size of the measuring volume. Additional delay gates and range gates can be added so

that many measuring volumes can be processed in parallel. As a result, a profile of velocity

can be recorded along the ultrasound beam. In practice, it is also possible to use a software

program to fulfill the same function as the hardware gates. The necessary information for

the velocity calculation can be obtained either by a spectrum analyzer that directly extracts

the Doppler shift, or using correlation methods based on the signals in time domain.

2.3.3 UDV device: DOP2000

In this work, all flow measurements were carried out using a commercial UDV device,

DOP2000 (model 2125, Signal-Processing SA). It is a pulse wave instrument with multi-

gate functions controlled by software, which allows to adjust the position and the size of

the measuring volume (in the beam direction) conveniently. The measuring volumes can be

considered as a series of cylindrical disks aligned co-axially along the beam centerline. The

lateral dimension of the measuring volume is determined by the diameter of the ultrasound

beam, usually a few millimeters. The multi-gate technique enables the delivery of velocity

profiles along the ultrasound beam. The obtained profiles correspond to the velocity compo-

nent projected onto the beam. The “scan rate” of the profiles (in other words, the frequency

of the consecutive profiles) can be adjusted by controlling the PRF values.

The structural layout of a pulse wave instrument has already been described before.

In this section, we focus on the methods to obtain the velocity information using pulse

waves. Detailed descriptions, especially for DOP2000, can be found in the user’s manual

(www.signal-processing.com). For the simplification of description, we consider only one

particle here, which has a velocity component u projected on the ultrasound beam. Figure

2.5 shows that an ultrasound beam is emitted into a liquid medium together with a moving

tracer inside a measuring volume. During one period of PRF, the particle moves a distance

of ∆P (from P2 to P1), it is assumed to still stay in the same measuring volume. When the

tracer has a distance of P2 to the transducer, it takes a time of t2 for the ultrasound to reach
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Figure 2.5: The working principle of time-of-flight in ultrasound Doppler velocimetry.

the tracer and come back (with a sound speed of c). The relationship is shown as

P2 =
c · t2

2
(2.4)

As the particle moves to P1, a time period of t1 is needed for that distance

P1 =
c · t1

2
(2.5)

Therefore, we have

u · TPRF = P2 − P1 =
c

2
(t2 − t1) (2.6)

where the TPRF is one time period of the PRF.

If we denote the time difference t2 − t1 as ∆t, the particle velocity can be represented as

u =
c

2

∆t

TPRF
(2.7)

Since c and TPRF are both known quantities, the velocity u can be calculated immediately

when ∆t is known. In practice, however, the time difference ∆t is always very short (in most

cases it is less than a microsecond). It is advantageous to change the measurement of ∆t into

the measurement of the phase shift between the emitted and the received signals.

If ϕ represents the phase of an ultrasound wave and δ = (ϕ2 − ϕ1) represents the phase

difference, then δ is related to the time difference as follows

δ = ω · ∆t = 2πfe · ∆t (2.8)

where ω is the angular frequency of the ultrasound. Generally, a correlation method can

be used to extract the phase shift δ, based on the comparison between the emitted signals

and the received echoes. In order to achieve statistically reliable results, a series of multiple

pulses are emitted into the liquid and the resulted echo signals are analyzed together.

Actually, it can be noted that the DOP2000 does not really rely on the Doppler frequency

to calculate the velocity; instead, it processes the signals in the time domain. It can be

demonstrated that the two methods are closely related to each other (see appendices).
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2.3.4 Operation parameters in DOP2000

After the description of the working principles of the device, this section focuses on the con-

figurations of the operation parameters for flow measurements.

Emission frequency (fe)

The emission frequency of a transducer is the fundamental parameter of a pulse Doppler

device. It is determined by the matches between the master oscillator and the transducer’s

own resonant frequency. Generally, the frequency lies in the range from 1 to 10 MHz. As the

ultrasound frequency decreases, the pulse duration becomes longer and the spatial resolution

becomes poorer. However, as the frequency increases, the attenuation of the sound increases

too, which limits the spatial distance that the ultrasound can reach.

Pulse repetition frequency (fPRF )

As mentioned above, a pulse wave device emits short bursts of ultrasound at a regular

frequency fPRF . Actually, it determines the maximum depth that can be reached (Pmax)

and the maximum velocity that can be measured (umax). This can be explained as below.

Since the ultrasound needs to take a round trip to reach the maximum depth, there is

Pmax =
c · TPRF

2
=

c

2fPRF
(2.9)

On one hand, owing to the Nyquist theorem, the maximum detectable Doppler frequency

shift is limited as

fdmax =
fPRF

2
(2.10)

On the other hand, according to equation (2.3), we have

fdmax =
2fe

c
umax (2.11)

As a result, the maximum measurable velocity can be written as

umax =
c · fPRF

4fe
(2.12)

Finally, from equation (2.9) and equation (2.12), the following constraint can be derived

Pmax · umax =
c2

8fe
= const (2.13)

which tells that there has to be a compromise between the maximum measurable depth and

the maximum measurable velocity when the emission frequency of the transducer is decided.

Since the sound speed is generally a fixed value in a liquid, the increase in the emitting

frequency will decrease the product of the maximum depth and the maximum velocity that
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can be measured. It can be noted that the const in equation (2.13) does not depend on

fPRF .

Measuring volume

A pulse wave device emits a train of short waves towards a target and then waits for echoes

to return. The device samples only at a fixed time after the emission, therefore, only the

signals reflected by the targets inside a specific region are obtained. Such a specific region

can be considered as the measuring volume (or the sampling volume). The length of the

emitted pulse directly determines the longitudinal dimension of the measuring volume. It is

desirable to have pulses as short as possible, however, this is limited by the signal-to-noise

ratio level. The DOP2000 can emit pulses containing 2, 4 or 8 cycles.

The lateral size of the measuring volume depends on the diameter of the ultrasound beam

at that place, which is furthermore related to the diameter of the piezoelectric disk and the

divergence angle of the ultrasound beam. For a transducer with a flat and round radiating

surface, the simplified pressure field of the emitted ultrasound wave is shown in Figure 2.6.

At the beginning, the beam lies in a cylindrical region until it extends to a distance of Z0.

Afterwards, the beam starts to diverge with an angle of θ. The region within Z0 is named

as “near field”or “Fresnel zone”, and the distance Z0 is

Z0 =
r2

λ
(2.14)

where r is the radius of the transducer and λ = c/fe is the wavelength. The region beyond

Z0 is called “far field” or “Fraunhofer zone”. The angle of divergence is

θ = arcsin

(

0.61
λ

r

)

(2.15)

In fact, an exact expression of the pressure field can be calculated using the Huygens’

principle. The details can be found for instance in the book of Jensen (1996). Based on

equations (2.14) and (2.15), a simple estimation can be made for an ultrasound wave in

water (c = 1480 m/s). For the ultrasound beam generated by a 4 MHz transducer with a 5

mm diameter, there are Z0 = 16.7 mm and θ = 5.2◦. Table 2.1 lists the sizes of measuring

volume in water, 85% glycerin and GaInSn at a position of 100 mm in front of the transducer.

Number of emissions per profile (Nepp)

The measurement of “Doppler frequency” (or phase shift) is based on the correlations that

exist between different emissions. The correlation requires many ultrasound emissions. Each

emission can be considered as a particular realization of a random process. The number of
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Figure 2.6: An idealized sketch showing the ultrasound beam divergence.

water 85% glycerin GaInSn

sound velocity (m/s) 1480 1904 2650

measuring volume size in longitudinal direction

(mm) (burst of 4 cycles)

0.74 0.95 1.37

measuring volume size in lateral direction (mm)

(100 mm in front of the sensor)

5.7 7.3 10.5

Table 2.1: The sizes of the measuring volume in water, glycerin and GaInSn, the ultrasound

is generated by a 4MHz transducer with a 5mm diameter.

emissions per profile determines the time between profiles, Tprofile, as

Tprofile = Ttran + TPRF · (Nepp + Nsd) (2.16)

where Ttran is the time period used for data transfer (around 1.5ms in DOP2000), and Nsd is

a fixed number of emissions which is always included by the software (Nsd = 16 in DOP2000).

In practice, the frequency of the consecutive velocity profiles delivered by DOP2000 can be

varied from a few Hz to several tens of Hz.

2.4 UDV application in fluid mechanics

Besides the application in medical engineering, the UDV has also become a powerful tool

for flow measurements in the investigation of fluid mechanics over the last 20 years. It is

used for flow measurements in conventional transparent liquids such as water, as well as in

opaque ones such as liquid metals. This section will give a review on previous works using

this technique.
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2.4.1 UDV for transparent liquid

One of the pioneering works concerning UDV for velocity profile measurements was pre-

sented by Takeda (1986). Two kinds of classical hydrodynamic problems are investigated

in his experiments: a simple Poiseuille pipe flow and a Taylor vortex flow. Water is used

as the working fluid for both experiments. For the Poiseuille flow, a transducer is arranged

outside the pipe wall. The test section is immersed into a water bath, which provides a good

acoustic coupling and minimizes the reflections of the ultrasound beam. The profiles of the

measured mainstream velocity show a parabolic distribution (a characterization of laminar

pipe flow) if Re < 2145, whereas the profiles change into a distribution of 1/7 power law (a

characterization of turbulent pipe flow) if Re ∼ 6565. The second experiment is concerned

with the flow in a gap in a concentric double cylinder. The outer cylinder has a diameter

of 11 cm and is fixed all the time, whereas the inner one has a diameter of 10 cm and is

rotating. The transducer is arranged at the bottom of the cylinder and directed upwards.

In this way, the distributions of the axial velocity along the height of the cylinder can be

measured. The obtained profiles show clear reversals of velocity signs, corresponding to the

well-known Taylor vortex structures.

Since the UDV delivers velocity profiles immediately, it can be used to measure large

flow structures which are varying with time and space. The wakes behind a cylinder or a

torus, respectively, were studied by Inoue et al. (1999) and Peschard et al. (1999). In their

experiments, the spatial sizes and the temporal variations of the wakes are clearly visualized.

The measured results are compared with those acquired by other measuring techniques, such

as hot film anemometry and flow visualizations. A good agreement verifies the reliability

of the results. Ern & Wesfreid (1999) and Takeda (1999) investigated the instabilities and

the transitions of the flow between concentric rotating cylinders. They used Fast Fourier

Transformation (FFT) and Proper Orthogonal Decomposition (POD) to analyze the time

series of the measured velocity profiles.

2.4.2 UDV for liquid metal

Besides transparent liquids, the UDV is appropriate for flow measurements in opaque fluids,

such as liquid metals. One of the earlier works was carried out by Takeda (1987), who

measured flows of mercury in a T-branch. Afterwards, more experiments are conducted and

several technical aspects are discussed, such as reflecting particles, acoustic couplings and the

qualities of the acquired signals. Brito et al. (2001) investigated the rotating motion of liquid

gallium (whose melting point is about 30 ◦C) in a copper cylinder, where a spinning top disk
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drives the flow. They measured the primary component of the rotating flow using UDV. The

transducers are coupled to the cylinder wall from outside. Since they used clean gallium in

the experiment, an amount of ZrB2 particles were added to the melt to serve as tracers. The

ZrB2 particles have a density of 6.17×103 kg/m3, which is close to that of gallium (6.09×103

kg/m3). They also notice that the melt can be quickly oxidized when exposed to air, and the

oxide particles can serve as tracers in the measurements. However, too many oxide particles

can effectively enhance the ultrasound attenuation and reduce the distance the ultrasound

can reach. Takeda & Kikura (2002) measured the mercury flows contained in a hemispherical

container of stainless steel in a loop in Riga. Multiple transducers are used to catch a two-

dimensional flow field distribution. Unlike gallium, the pure mercury is a noble metal which

cannot be easily oxidized. To achieve a sufficient amount of tracers, they injected nitrogen

gas into the mercury before measurements. In this way, it is expected that for some minute

gas bubbles existing in the mercury work as tracers for a limited period of time.

Recently, the liquid metal GaInSn is widely used as a working fluid. The flow driven by

a rotating magnetic field in a closed cylinder was measured by Cramer et al. (2004). The

results show that the secondary flow in a cylinder meridional plane consists of two vortex

pairs due to the Ekman effect. In the experiments, the amount of tracers directly influences

the ultrasound attenuation, which further influences the signal quality. Too few tracers

lead to worse signals because of the poor correlations, whereas too many tracers result in

strong attenuations and weak echoes, which directly limit the maximum distance that can be

measured. It is expected that there should be a compromise concerning the optimal amount

of tracers. In practice, it is possible that the GaInSn can contain too many tracers. For

instance, minute air cavities can come into the bulk during the process of filling the melt into

the cylinder, or oxidation can appear when the melt is exposed to air. Since it is difficult to

quantify the amount of tracers in the bulk, the criteria to judge the optimal conditions are

still rather empirical up to now.

The measurements of hot liquid metals are very difficult up to now. The commercial

transducers cannot be used directly. Therefore, additional modules need to be applied to

bridge the transducer and the hot medium. A waveguide sensor was developed by Eckert et

al. (2003) and applied successfully in several high temperature metals, such as PbBi within the

range of 200− 400 ◦C, CuSn around 600 ◦C and liquid aluminum at about 750 ◦C. However,

the duration of the measuring time is limited.

In summary, we can see that the UDV has demonstrated its capacity for the measurements

of liquid metal flows through various experimental studies. Questions may arise when the

UDV is applied to the measurements of gas-liquid two-phase flow. The influence of larger
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gas bubbles on the measured results are not investigated in literature. In the following parts,

the UDV will be used to measure several two-phase flow problems, which are chosen to test

its capability.

2.4.3 UDV for two-phase flow

Gas bubbles in water can be considered as ideal reflectors for ultrasound, because of the dis-

tinct difference of acoustic impedance at the gas-liquid interface, see for example Krautkrämer

(1990). This can be briefly explained in the following way. The acoustic impedance Z is de-

fined by

Z = ρ · c (2.17)

where ρ is the density of the medium and c the sound velocity. Typical values of the acoustic

impedance are 1.5×106 N·s/m3 for water and 1.5×103 N·s/m3 for air.

When the dimension of an object is much larger than the wavelength of an incoming

wave, the reflection coefficient at interface, R, can be considered as a criterion to judge if the

object works as an ideal reflector or not. R is expressed as

R =
(Z2 − Z1)

2

(Z2 + Z1)2
(2.18)

where Z1 and Z2 represent the corresponding acoustic impedance of the two adjacent me-

dia, respectively. R is nearly 1 at the air/water interface and about 0.935 at a water/steel

interface. Therefore, it is justified to consider a gas bubble, or a sphere of stainless steel, as

a good reflector in water.

Ultrasound methods have been used in several experiments to measure the single- or multi-

bubble motion. Andreini et al. (1977) detected the noises generated by the bubbles released

from an orifice attached to a brass seal by an acoustic microphone. In this way, they were

able to determine the frequency of bubble formation and consequently the bubble diameter

in tin and lead. Recently, an ultrasound Doppler instrument based on continuous waves was

developed by Mordant et al. (2000, 2004, 2005). They used the device to track the settling

motion of a solid sphere in a bulk of stagnant liquid, as well as the Lagrangian trajectory

of a particle in a turbulent flow. The apparatus is also used to study the motion of a single

bubble rising in water or other non-newtonian liquids, and three dimensional trajectories of

the rising bubbles can be fully reconstructed. Since the instrument uses continuous waves,

its sampling frequency can be very high (for example no limitation due to TPRF ). However,

this technique focuses on the motion of a single object, such as a rising bubble or a moving

particle, and it does not simultaneously measure the velocity of the ambient flow, such as the
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velocity distribution in the wake behind a bubble. In comparison, a device based on pulse

waves can deliver simultaneously the velocity of the moving object and the ambient flow,

although sampling frequency cannot be as high as that of a continuous-wave one.

Several experiments are conducted to measure two-phase flows by UDV. The flow prob-

lems under consideration include a bubbly pipe flow and a bubble column, see for example,

Suzuki et al. (2002) and Wang et al. (2003). However, there are still many unanswered ques-

tions. The ultrasound signals can be extremely complicated by the multi-bubbles randomly

appearing on the beam line, especially when multi-reflections need to be considered.

In this work, we will study several simple test problems step by step. The experimental

results can be compared either with the data in literature or with those obtained by other

measuring techniques in parallel. In this way, the results from DOP2000 can be verified

directly and the capability of the device can be explored.

2.5 Test problems for UDV in two-phase flow

In this section, three test problems are investigated. The DOP2000 is applied to measure the

velocity of a settling sphere, a rising bubble, as well as the flow driven by a bubble chain.

These problems can be considered as simplified models which represent several key features

of the bubble-driven flow. We carry out the experiments in transparent liquids, which allow

optical methods like LDA to measure the flow in parallel.

2.5.1 Settling sphere experiment

We start with the experiment of a solid sphere settling down in a stagnant liquid. Complica-

tions such as the deformation or oscillation of the object surface do not exist. Furthermore,

the sphere settles down with a linear trajectory when its density is large enough in comparison

to that of the liquid, see Mordant & Pinton (2000).

The experimental setup is shown in Figure 2.7. The liquids in use were water solutions

of glycerin with different concentrations, whose physical properties are taken from D’Ans &

Lax (1992). The fluid was stored in a cylindrical Perspex vessel with a diameter of 0.125

m and a height of 0.3 m. At the free surface, a 4 MHz ultrasonic transducer was immersed

vertically into the liquid to make the emitted beam coincide with the axis of the cylinder.

Therefore, the velocity distributions along the vessel axis can be measured. Specifically, the

transducer measured the vertical component of the velocity along the axis. We used spheres

of stainless steel with diameters from 2.0 to 7.5 mm. Each sphere was released directly
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Figure 2.7: Experimental setup for the velocity measurements of a settling sphere.
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Figure 2.8: A snapshot of a typical velocity profile acquired by DOP2000 when a solid sphere

settled down in glycerin.

below the transducer. In this way, we observed the velocity of the sphere and its wake

simultaneously until the sphere reached the cylinder bottom.

We focus on the terminal velocity of the sphere when the settling motion is steady. As a

validation, the velocity magnitude acquired by DOP2000 can be compared with the classical

results in literature, for example, the standard curve of drag coefficient CD and Reynolds

number Re of a sphere, see Clift et al. (1978).

Figure 2.8 shows a snapshot of the typical velocity profile when the sphere settles down in

the liquid. A sharp peak of velocity can be observed. In the experiment, the position of the
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Figure 2.9: Comparison of the results measured by DOP2000 to the standard drag curve of

a sphere.

velocity peak moves with the settling sphere. The height of the peak becomes steady after

an initial increase. This indicates that the peak corresponds to the velocity of the sphere.

A wake region is visible behind the sphere. The velocities there are smaller and decay with

time gradually. The liquid is still stagnant in front of the sphere. The velocities are zero

everywhere except several places showing sharp spikes. For different runs of the experiment,

the spikes are always sharp and narrow; in addition, they appear at random locations and

do not represent any physical meaning of the flow.

We obtained comparable velocity profiles in various experiments of various sphere diame-

ters. The profiles change only quantitatively in the velocity magnitudes. If the maximum of

the velocity peaks is considered as sphere velocity uT , the drag coefficients CD of the spheres

can be determined according to the following equation (Clift et al. 1978)

CD =
4

3

(ρp − ρl)dpg

u2
T ρl

(2.19)

where ρp and dp represent the density and diameter of the sphere and ρl represent the density

of the liquid, respectively. These results reveal a good agreement with the standard CD −Re

curve of a sphere, as shown in Figure 2.9. Therefore, the capability of the DOP2000 to

measure the velocity of spherical bodies in liquids is demonstrated.

2.5.2 Rising bubble experiment

As the next step, the DOP2000 was used to measure the velocity of a gas bubble rising in

stagnant tap water and the glycerin solvent. The experimental configuration was similar to

that in the solid sphere experiment. A sketch of the set-up is displayed in Figure 2.10. The
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Figure 2.10: Experimental configuration of the measurements of the bubble driven flow using

UDV and LDA. (A chain of bubbles is sketched here instead of a single bubble case)

cylindrical vessel was the same as the one used in the previous section. Gas bubbles were

injected into the liquid through a single nozzle of stainless steel. The outer diameter of the

nozzle was 3 mm. Different orifices were used to vary the inner diameter between 0.3 mm and

1.5 mm. A mass flow controller (MKS 1359C, MKS Instruments) was used to regulate the

gas flow rate, which was in the range of 0.005-0.02 cm3/s in order to guarantee a regime of

single bubbles. This resulted in intervals of about 15 s between two consecutive bubbles. The

DOP2000 showed that the wake of a bubble decayed completely during this time. Therefore,

the influence caused by the preceding bubbles can be considered as negligible.

The ultrasonic transducer was installed at the bottom wall of the cylinder, with the beam

directed vertically along the bubble path. The recorded velocity profiles are very similar to

those of solid spheres. In fact, the measured peak represents the vertical component of the

velocity coming from the rear interface of the bubble, which is facing towards the ultrasonic

transducer. In the experiment, it is observed that small bubbles possess a spherical shape.

For larger bubbles, the bubble shapes are deformed and become close to an ellipsoid (more

discussions concerning this topic will be given in the next chapter).

The parameter de, called “equivalent bubble diameter”, is used as a measure for the

bubble size, see Clift et al. (1978). It can be estimated according to the following equation

based on the injected gas volume V during a time period and the number of bubbles n

generated in the same interval

de =

(

V

n
·

6

π

)1/3

(2.20)

Figure 2.11 displays the terminal rising velocity of the bubbles uT as a function of the
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Figure 2.11: Bubble terminal rising velocities as a function of the equivalent bubble diameter.

equivalent bubble diameter de. The dots are the results measured by DOP2000 in the present

work. We compare our measured values with curves fitted from experimental results reported

by Haberman & Morton (1953) and Kubota et al. (1967) for water and glycerin, respectively.

The agreement can be considered as satisfying.

2.5.3 Bubble chain flow experiment

In this section, we focus on the liquid velocity in a flow driven by a bubble chain. The

experimental set-up was the same as depicted in Figure 2.10. The gas flow rate was increased

to 0.18 cm3/s. A chain of bubbles was generated and rose up continuously, which induced

a recirculation motion in the liquid bulk. Measurements of the velocity profiles along the

cylinder axis were carried out by the DOP2000 as well as an LDA system (DANTEC). The

data from the two measuring techniques can be compared afterwards.

In the experiment, the LDA device works on a back scatter mode, which is a well devel-

oped measuring technique. Detailed discussions can be found, for example, in Durst et al.

(1981). There are many studies concerning the LDA measurements for two-phase flows, see

for example Mudde (2005) and the reference therein. Specifically, the signals of LDA in a

flow driven by a bubble chain are investigated by Mudde et al. (1998). They found that the

contribution of the bubble signals is negligible for a LDA with back scatter mode; in other

words, the liquid velocities are measured predominantly. Additional application of thresholds

to try to eliminate the contributions of the bubbles do not have a significant effect on the

results. Therefore, we assume that the data measured by LDA are liquid velocities in this

work, as long as the flow is driven by a bubble chain.
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Figure 2.12: Typical examples of velocity profiles acquired by DOP2000 in the flow driven

by a bubble chain, three consecutive snapshots are given.

Figure 2.12 shows several typical velocity profiles recorded by DOP2000 in a bubble-chain

driven flow. The profiles contained the velocity signals of two or three bubbles, as well as

some narrow spikes which cannot be related to them. The occurrence of such spikes are

noticed in the sphere experiment, too. In the experiment, the possibility to generate such

artifacts increases significantly when the gas flow rate is increased.

Generally, there are large differences between the gas velocities and liquid velocities.

Therefore, a threshold method can be used to extract the liquid velocities from such profiles.

We developed a threshold method to calculate the liquid velocity based on the velocity

histograms. Figure 2.13 shows the velocity histogram from the velocity time series at the

mid-height of the cylinder axis. We can observe a two-peak distribution, which corresponds

to the velocities of gas and liquid, respectively. The measured values between the two peaks

come from the artifacts described above.

We explain the procedure to select the threshold. At the beginning, a constant-value

threshold is applied on every velocity snapshot to cut off the bubble signals and distinct

spikes. The signals above the threshold are eliminated. In addition, the signals from their

neighboring points are deleted too, although they are not always above the threshold. In

other words, several points adjacent to an artifact spike are removed as well, because it is

not clear if these data represent the real flow velocities or not (more discussions concerning

the number of the adjacent points being removed will be given below).

The value of the first threshold can be determined based on the snapshots of the velocity

profile and the distributions of velocity histogram, see Figure 2.12 and Figure 2.13, respec-
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Figure 2.13: Histogram of the vertical velocity measured at mid-height of the centerline of

the bubble chain, based on the velocity time series at that point.
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Figure 2.14: A velocity profile acquired by DOP2000 in the flow driven by a bubble chain,

as well as the results after the threshold method applied on it.

tively. When the velocity differences between the two phases are large, such as in the present

situation, the value can be chosen easily. The value for the threshold is 0.03 m/s here. It can

be a higher one as well, such as 0.04 m/s. This does not change the final results significantly,

because it is just the first-round filtering of the data. The filtered profile is shown in Figure

2.14 as solid dots. For this figure, at each spatial position where the signal is higher than the

threshold, we choose that two neighboring points on each side of it should be deleted too.

For the above filtered results, further thresholds are applied repeatedly to remove lower

spikes, which can be artifacts, too (this procedure is not shown in Figure 2.14). The velocity

histograms are evaluated again. The histogram distributions are changed because the signals
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Figure 2.15: Time-averaged profiles of the liquid velocity resulting from different steps of

the iterative threshold method. Comparison of the UDV measurements with corresponding

results obtained by means of LDA.

of those adjacent points are removed. For each location on the bubble chain centerline, the

velocity magnitude corresponding to the maximum peak in its histogram is selected as the

reference for the threshold of the second round. Those velocities obtained from different

locations are multiplied by a coefficient larger than unity in order to take into account the

flow fluctuations, which are related to the width of the histogram distribution. For the

current flow, the coefficient is chosen to be 1.1. The new threshold is then applied to the

velocity profiles again. Similar to the previous round, the new threshold removes the signals

above it and simultaneously deletes their adjacent points. The procedure is repeated several

times until the results obtained from two subsequent rounds are almost the same.

The development of the filtering process of the velocity profiles can be followed in Figure

2.15. At first, the bubble velocities are eliminated by a constant threshold of 0.03 m/s, which

gives a time-averaged result of the liquid velocity shown as dashed line (the highest curve).

The second threshold is found to be 0.016 m/s. After the multiplication of the coefficient

1.1, it is applied again on the data. The resulted profile of time-averaged velocities is shown

as dotted line. Evaluating the histograms again, the third threshold value is 0.014 m/s. As

it is applied, the achieved result (solid line) is very close to the previous one. Therefore, we

consider the velocity profile after the third iteration as the final result. The corresponding

profile of the liquid velocity from the LDA measurements is also included into the figure and

a good agreement can be observed.

In the aforementioned procedure, there are two aspects which need further discussion;
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Figure 2.16: Effects of modifications of the turbulence coefficient and the number of neigh-

boring points to be eliminated.

namely, the coefficient multiplying the threshold, as well as the number of adjacent points

eliminated together with the spikes. For the present flow problem, the coefficient is varied

from 1.1 to 1.3, and the number of neighboring points is changed between 2 and 14. The

influence on the final results shown in Figure 2.16 can be considered as negligible.

The flow problem here is a simple bubble-driven flow. There are several reasons why

the study is focused on it. Firstly, the few number of bubbles minimizes the measuring

difficulties, such as the complicated multi-reflections among different bubbles and strong

turbulent fluctuations of the liquid. Another important advantage is the application of LDA,

which provides a reference for the validation of the threshold method. When the gas flow rate

is increased, it becomes complicated to apply the threshold method. This is not only because

the signals from the DOP2000 are more noisy, but also because it is difficult to acquire reliable

results by other measuring techniques. Therefore, the validation can become less trustworthy.

For example, the reflections and refractions at the bubble interface can significantly disturb

the optical techniques when the void fraction is high, whereas intrusive methods such as

hot film anemometry also encounter numerous difficulties concerning the phase separation.

Detailed and comprehensive investigations of this topic demand huge efforts and go beyond

the scope of this thesis. In following chapters, we constrain our investigation to the problems

where the gas flow rate is very low; specifically, the flow is driven by a single bubble or a

weak plume of dispersed bubbles with low void fraction.



Chapter 3

Flow driven by a single bubble

in a static magnetic field

The motion of a single bubble in a bulk of stagnant liquid metal is investigated in this chapter.

Specifically, the study is focused on the influence of a static magnetic field on the bubble

motion as well as the bubble-induced liquid motion. At the beginning, we introduce some

dimensionless parameters related to the flow problem. Next, we present a brief literature

review, concerning the shape, velocity and path of a rising bubble and its wake. Then, we

show the experiments concerning the single bubble motion in GaInSn without a magnetic

field. The velocities of the bubble and its wake are measured simultaneously by DOP2000.

We validate the results with theory and other experimental data in the literature. After that,

the flow is exposed to a static magnetic field. We consider two different configurations with

the field in the vertical and the horizontal direction, respectively. In the end, a discussion is

given concerning the results.

3.1 Dimensionless parameters

For a bubble rising freely through liquid, the following dimensionless parameters are usually

used to characterize the flow problem (Clift et al. 1978):

Reynolds number

Re =
ρuT de

µ
(3.1)

Eötvös number

Eo =
ρgd2

e

σ
(3.2)

Morton number

Mo =
µ4g

ρσ3
(3.3)

where g represents gravity, and ρ, µ and σ are the density, dynamic viscosity and surface

tension of the liquid respectively; uT is the terminal bubble rising velocity, and de is the

34
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equivalent bubble diameter defined by

de =

(

6V

π

)
1

3

(3.4)

with V denoting the bubble volume.

For the above parameters, the Re number represents the ratio of inertial force to viscous

force; the Eo number indicates the ratio between buoyancy force and surface tension force.

The third parameter Mo is also called Haberman-Morton number Hm, which only depends

on the physical properties of the liquid.

Several other dimensionless parameters are often encountered in literature as well; in fact,

they can be derived from the above ones:

Weber number

We =
ρu2

T de

σ
=

Re2Mo1/2

Eo1/2
(3.5)

Drag coefficient

CD =
4gde

3u2
T

=
4Eo3/2

3Re2Mo1/2
(3.6)

The We number can be considered as the ratio of the dynamic pressure ρu2
T to the surface

tension force, where the first one causes the bubble shape to distort and the latter one resists

to that distortion. The parameter CD is used to refer to the total drag D exerted on a bluff

body in a stream of speed U0,

CD =
D

1

2
ρU2

0
A

(3.7)

where A is the area of the projection on a plane normal to the stream, see Batchelor (1967).

Usually, the drag on a bubble is very complicated. It depends on many factors such as the

bubble velocity, the bubble shape and the fluid flow surrounding it. The problem can be

simplified when the flow is steady; in other words, if the bubble rises steadily at the terminal

velocity uT , then the drag and the buoyancy force balance each other (Haberman & Morton

1953), which gives rise to equation (3.6). In literature, the same formula of CD is also used

to represent the time-averaged value when the flow is not strictly steady, for instance, when

uT fluctuates periodically, see Clift et al. (1978).

Harper (1972) suggested a classification for liquids based on the Morton number Mo. In

high-Mo liquids, CD decreases monotonically as the bubble Re number increases; whereas in

low-Mo liquids, the CD − Re curve has a minimum. This can be observed from the curves

labeled from G to M in Figure 3.1. Generally, a liquid metal has a high surface tension

and a low viscosity, which lead to an extremely low Mo number (for instance, GaInSn has

a Mo ∼ 2.2 × 10−13). Therefore, the non-monotonic variation in the CD − Re curve can be

expected in this work.
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Figure 3.1: Drag coefficient as a function of Reynolds number for bubbles in various liquids.

The figure is given by Haberman & Morton (1953).

3.2 Single bubble motion: a literature review

The rising motion of a single bubble in stagnant liquid has been attracting researchers’

attention for a long time. Research interests are mainly focused on topics such as the shape,

velocity, trajectory of a rising bubble and the liquid flow surrounding it. Comprehensive

reviews are given, for instance, by Clift et al. (1978), Fan & Tsuchiya (1990), Brennen

(1995), Magnaudet & Eames (2000), de Vries (2001) and Loth (2008a,b).

3.2.1 Bubble shape

As a gas bubble rises up, its shape usually can be classified into several categories, such

as spherical, ellipsoidal and spherical-cap. Some typical examples are shown in Figure 3.2.

Conventionally, a bubble is called spherical if the minor to major axis ratio lies within 10% of

unity, see Clift et al. (1978), Fan & Tsuchiya (1990). The term “ellipsoidal” is used to refer to

the bubbles which are oblate, although the actual shape of the bubbles may be considerably

different from a true ellipsoid. For instance, the shape may not be fore-and-aft symmetric,

and the bubble may undergo periodic dilations or random wobbling motions. A “spherical

cap” denotes a large bubble with a flat or indented base and lacks any semblance of fore-
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Figure 3.2: Some typical examples of the shape of a bubble rising in liquid: (a) spherical

bubble rising in champagne at Re ≈ 25 and We ≈ 0.02 (Liger-Belair & Jeandet 2002); (b)

ellipsoidal air bubble rising in water at Re ≈ 600 and We ≈ 2 (Tomiyama et al. 2002); (c)

spherical-cap air bubble rising in water at Re ≈ 2500 and We ≈ 50 (Clift et al. 1978). The

figures in the left column are given by Loth (2008a), the right column contains the sketches

showing the interface outline.

and-aft symmetry. The “ellipsoidal bubbles” will be the objects of the current investigation.

Using Re, Eo and Mo, Clift et al. (1978) provided a shape regime for bubbles rising

freely in an infinite fluid media, as shown in Figure 3.3. The arrow in the figure points to

the parameter range of the present work. A very similar map was also provided by Bhaga &

Weber (1981). Generally speaking, the following systematic trend can be noticed: bubbles

are spherical at either low Re or low Eo; they are ellipsoidal at intermediate Re and Eo;

spherical cap bubbles appear at high Re and high Eo.

For a small gas bubble in water, with a diameter less than 1 mm approximately, the

surface tension force generally dominates and the bubble shape is spherical. Larger bubbles,

with volumes greater than 3 cm3 (de > 18 mm), are usually dominated by the inertial or

buoyancy force with negligible effects of surface tension; therefore, the bubble shape tends

to be a spherical cap.

For bubbles of intermediate size in water, both the surface tension force and the inertial

force of the liquid can be important. Therefore, it is hard to predict the shape accurately.
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Figure 3.3: Shape regime for bubbles and drops in unhindered gravitational motion through

liquids. The figure is taken from Clift et al. (1978)

The Weber number We can be used here since it shows the ratio of the two forces. For clean

bubbles which deviate slightly from a spherical shape, Moore (1965) showed that the aspect

ratio χ of a bubble can be approximated by the following equation (valid when We ≪ 1.)

χ = 1 +
9

64
We + o(We2) (3.8)

where χ = 2a/2b is the ratio of the cross-stream axis to the parallel axis of the oblate spheroid,

as shown in Figure 3.2 b.

For a bubble with We ∼ 1, Moore (1965) gave the following equation

We(χ) = 4χ4/3(χ3 + χ − 2)[χ2 sec−1 χ − (χ2 − 1)1/2]2(χ2 − 1)−3 (3.9)
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Figure 3.4: Correlation for the parameter E of bubbles in contaminated liquids, The equation

(3.8) is also shown here. The figure is taken from Clift et al. (1978) and ”M” here refers to

Mo number.

which is derived by assuming that the bubble is still symmetric with respect to a horizontal

plane through the bubble center. In practice, as the deviation from a spherical shape in-

creases, the assumption of the symmetry becomes less and less plausible. It is shown that

equation (3.9) works well as long as χ < 2, see Moore (1965) and Duineveld (1995).

It becomes more difficult to predict the bubble shape theoretically when the deviation

from the spherical shape increases. Based on experimental results, Wellek et al. (1966) gave

the following correlation between a parameter E and the Eo number of a bubble

E = 1/(1 + 0.163Eo0.757) Eo < 40,Mo < 10−6 (3.10)

where E is defined as the ratio of the maximum vertical dimension to the maximum horizontal

dimension of the bubble. E can be considered as the reciprocal of χ in equation (3.8). Note

that all their experiments are carried out in transparent liquids, and no experimental result

in liquid metal was acquired by Wellek et al. (1966). Later, Clift et al. (1978) reviewed

earlier investigations concerning the bubble shape and plotted the results as in Figure 3.4.

The following tendency can be found in Figure 3.4: in the same liquid, the deformation of

the bubble shape increases as Eo becomes larger; whereas for the same Eo, the deformation

increases as the Mo number of the liquid decreases.

Recently, Loth (2008a,b) suggested to correlate the parameter E to the bubble Weber

number, since We represents the force ratio which directly controls the deformation of the

bubble shape. His summary of earlier experimental data is displayed in Figure 3.5, which

shows that E is a unique function of We. The results from Wellek et al. (1966) are also

included. For We between 1 and 10, which corresponds to the regime of “ellipsoidal” bubbles,
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Figure 3.5: Correlation between E and bubble Weber number We in liquids. The figure is

given by Loth (2008b) for bubbles with Re > 100, the parameter ”E” in the figure is the

same as E defined by Wellek et al. (1966).

the parameter E decreases very fast. For an even higher We number, the bubble shape tends

to be a spherical-cap and the parameter E becomes constant around 0.25. Note that E in

Figure 3.5 does not explicitly depend on the Mo numbers of the liquids.

3.2.2 Drag coefficient & terminal velocity

For a small bubble with Re ≪ 1, the viscous force and the surface tension force dominate the

flow, whereas the inertial force is negligible in comparison. Under this condition, analytical

solutions can be derived for the drag coefficient. There are two well-known theories: the

Hadamard-Rybczynski theory for clean bubbles with the boundary condition of zero-shear-

stress at the gas-liquid interface

CD =
16

Re
uT =

ρgd2
e

12µ
(3.11)

and the Stokes theory for contaminated bubbles whose boundary condition is non-slip

CD =
24

Re
uT =

ρgd2
e

18µ
(3.12)



Chapter 3. Flow driven by a single bubble in a static magnetic field 41

1   10   100
de (mm)

U
T
 (

m
m

/s
) 

 10 

  100 

Figure 3.6: Terminal velocities of air bubbles in water. The figure is taken from Fan &

Tsuchiya (1990).
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Figure 3.7: Curves of drag coefficient of air bubbles and a rigid sphere. The data of Haberman

& Morton are provided by Fan & Tsuchiya (1990) in the form of correlation curves.

The change of the boundary conditions can be caused by impurities in the liquid, which will

be discussed at the end of this section.

For bubbles in the range of 1 < Re < 50, there seems to be no theoretical expression

available. Mei et al. (1994) provided an empirical drag law for clean spherical bubbles

CD =
16

Re

{

1 +

[

8

Re
+

1

2
(1 + 3.315Re−1/2)

]

}

(3.13)
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which is confirmed by Takagi & Matsumoto (1998).

For clean bubbles at a higher Re (Re > 50), Levich (1962) gave an asymptotic result for

the drag coefficient in the simple form

CD =
48

Re
uT =

ρgd2
e

36µ
(3.14)

The equation (3.14) was later corrected by Moore (1965), who took into account a narrow

wake flow containing vorticity. Moore (1965) showed

CD =
48

Re

(

1 −
2.21

Re1/2

)

+ o
(

Re−11/6

)

(3.15)

For bubbles of even higher Re numbers (Re ∼ 103) and still possessing an ellipsoidal form,

the Mendelson equation (Mendelson 1967) gives a good prediction for the bubble velocities

in pure liquids of low Mo numbers. The Mendelson equation is expressed as

uT =

(

2σ

ρde
+

gde

2

)1/2

(3.16)

The equation (3.16) consists of two competing terms, corresponding to the surface tension

force and the inertial force (buoyancy force), respectively. It should be noted that the equa-

tion (3.16) is suitable for clean liquids.

Finally, for spherical-cap bubbles, Davis & Taylor (1950) obtained a theoretical result,

which shows that the drag coefficient simply approaches to a constant

CD =
8

3
for We → ∞, Re → ∞ (3.17)

Discussions of such bubbles can be found in textbooks by Clift et al. (1978), Fan & Tsuchiya

(1990) and Loth (2008a).

As an illustration, Figure 3.6 shows the terminal velocity of air bubbles in water. For

small bubbles with de smaller than 1 mm, the terminal velocity increases with the size of the

bubble. For bubbles of intermediate size with de from 1 mm to 10 mm approximately, the

bubble velocity depends on the purity of the liquid.

Figure 3.7 shows the curves of the drag coefficient discussed above, as well as the ex-

perimental data obtained by Haberman & Morton (1953). For comparison, the standard

drag coefficient curve of a rigid sphere is also included. The result of Levich (1962) is very

close to that of Moore (1965); therefore, it is not shown here. Owing to flow separations

behind bubbles, the curves show transitions at Re ∼ 500. The flow separation leads to the

increase of the drag at higher Re, which is well-predicted by the Mendelson equation. The

drag coefficients of clean bubbles (equations 3.13 and 3.15) are lower than that of the rigid

sphere, due to different boundary conditions at the interface.
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The influence of impurities in the liquid is investigated for a long time. Reviews can be

found for example by Clift et al. (1978), Fan & Tsuchiya (1990) and Magnaudet & Eames

(2000). As a bubble rises up, the adsorbed impurities are swept downwards to the bubble rear

part, which results in a gradient of concentration along the bubble interface. Furthermore,

such a gradient leads to a surface tension force that retards the surface motion. As a result,

the boundary condition of zero-shear-stress is replaced by non-slip condition, which increases

the drag of the bubble.

3.2.3 Bubble trajectory

Previous studies show that gas bubbles exhibit different trajectories as they rise up in a

liquid. A small bubble (Re ≪ 1) always rises up rectilinearly. For ellipsoidal bubbles,

path instabilities may occur. The trajectories then become non-rectilinear: zigzag, helical or

rocking motions are typical examples in practice. Here, the term “zigzag” represents a side-

to-side motion confined in one vertical plane, whereas the “rocking” refers to the irregular

motion in a three-dimensional space. Such path instabilities are only observed from ellipsoidal

bubbles. The trajectories of spherical-cap bubbles are rectilinear again.

Prosperetti (2004) referred to the failure of bubbles to follow a straight path as Leonardo’s

paradox, because Leonardo da Vinci’s annotations are possibly the first scientific references

to the phenomenon. After that, many investigations are carried out in order to achieve a

comprehensive view of the phenomenon and to clarify the physical mechanism behind it; see

for example reviews given by Fan & Tsuchiya (1990), Magnaudet & Eames (2000), de Vries

(2001), Velhhuis (2007) and Loth (2008a). However, there are many unanswered questions.

In this section, we will look through the literature concerning the following questions on the

bubble trajectory.

When does the trajectory become non-rectilinear?

Earlier studies show unanimously that a bubble follows a rectilinear path if its size is

small. However, different viewpoints exist concerning the threshold above which the path

instability may occur. For instance, Haberman & Morton (1954) observed that the path is

straight when Re . 300 in filtered liquids, such as water or oil. In another experiment of

filtered water, Saffman (1956) reported that bubbles keep the rectilinear path if de < 1.4 mm.

He also pointed out that the bubble wake must have changed as the path instability occurs,

because the CD of the bubble starts to increase after the path becomes non-rectilinear. The

critical Reynolds number corresponding to the transition was Recr = 400. Aybers & Tapucu

(1969a,b) showed that, for a bubble with de = 1.31 mm, the trajectory is rectilinear in
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water at Re = 408, whereas the trajectory becomes helical when Re = 725. Additionally,

they found that the rectilinear motion is not peculiar to spherical bubbles; instead, a bubble

trajectory can be rectilinear at χ = 1.3. They concluded that a path instability occurs at

Recr = 565, which corresponds to de = 1.34 mm in water. Note that the experiments were

carried out at different water temperatures.

Since the boundary conditions of small bubbles are very sensitive to the impurities in

liquid, Hartunian & Sears (1957) gave two separate criteria for the onset of path instability.

One criterion is Re = 202 for contaminated liquids, the other is a critical Weber number of

Wecr = 3.17 for pure liquids. The latter criterion was improved by Tsuge & Hibino (1977),

who pointed out that the Wecr is not unique but depends on the Mo of the liquids. They

gave the following empirical function for pure liquids

Recr = 9.0Mo−0.173 Wecr = 21.5Re−0.32
cr (3.18)

For pure water of Mo ≈ 2.7 × 10−11, equation (3.18) gives Recr = 606 and Wecr = 2.77.

However, these values do not agree with later experimental results. For instance, in an

experiment of “hyper clean” water, Duineveld (1995) showed the bubble trajectory keeps

linear until de = 1.82 mm, which corresponds to Recr = 660 and Wecr = 3.3. This fact also

indicates that the “distilled” water used by Saffman (1956) cannot be considered as clean,

as discussed by Fan & Tsuchiya (1990). In another experiment, Maxworthy et al. (1996)

showed Wecr = 2.3 for bubbles in clean water. They observed that Wecr increases when the

Mo number increases, a tendency that indeed agrees with the prediction of Tsuge & Hibino

(1977).

Recently, Zenit & Magnaudet (2008) investigated the path instability in five different

pure liquids, whose Mo lies between 2.5 × 10−11 to 9.9 × 10−6. Although Recr varies from

70 to 470 in these liquids, the critical aspect ratio χ changes only from 2.36 to 2.0. The

results lead them to conclude that it is the shape of the bubble, rather than the Reynolds

number, which is the dominant parameter to trigger the path instability. They pointed out

that vorticity generated at the bubble interface is almost independent of Re but depends on

χ directly. Therefore, they emphasized that the path instability is a direct consequence of

the instability of the bubble wake, which further is a consequence of the vorticity generated

at the bubble interface, which further again is directly related to χ.

Based on the above discussions, it is only possible to draw a few qualitative conclusions:

the occurrence of a path transition depends on the dimension of the bubble and the physical

properties of the liquid. In addition, impurities influence the transition, too. In pure liquids,

the deformation of the bubble shape is usually considered as the threshold, either in terms
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of We or simply χ. Furthermore, the critical We or χ decreases as the Mo decreases. In

contaminated liquids, Re and de are usually used as criteria, as mentioned above.

What are the trajectories after the path instability?

For ellipsoidal bubbles, the trajectory can be either zigzag or helical. Haberman & Morton

(1954) reported helical motion in the range of 300 < Re < 3000 and rocking motion when

Re > 3000 in distilled liquids. However, there are inconsistences in the literature. For

instance, Saffman (1956) found the following tendency in his experiments

1.4 < de < 2.0 always zigzag

2.0 < de < 4.6 zigzag but can become helical

Table 3.1: Results from Saffman (1956)

For bubbles with 2.0 < de < 4.6 mm, the path is zigzag when the disturbance is small during

the injection process. However, if the bubble was deliberately disturbed, the zigzag path

can transform into a spiral one. The radius of the spirals decreases slowly as the bubble

size increases. The radius is about 1.5 mm as de ∼ 2 mm, and the amplitude of a zigzag

path is of the same magnitude. Furthermore, the transition cannot reverse; namely, the

helical path can never change back into the zigzag one again. These results indicate that

the zigzag motion occurs with a first instability, whereas the spiralling motion arises from

another instability later than the zigzag one.

Aybers & Tapucu (1969a,b) obtained slightly different experimental results in tap water.

The main conclusions are listed below

1.34 < de < 2.00 (565 < Re < 880) always helical

2.00 < de < 3.60 (880 < Re < 1350) zigzag but can become helical

3.60 < de < 4.20 (1550 < Re < 1510) always zigzag

de > 4.20 (Re > 1510) rocking

Table 3.2: Results from Aybers & Tapucu (1969a,b)

The bubble trajectory is helical when 1.34 < de < 2.00mm, which is different from the results

of Saffman (1956). Zigzag trajectories appear for larger bubbles with 2.00 < de < 4.20mm.

Similarly, they also observed that the zigzag path can transit into a helical one in the range

of 2.0 < de < 3.6. Rocking motions appear when de > 4.2mm.

Recently, Veldhuis et al. (2008) investigated the motion of bubbles with several values of

de in clean water. Their results are shown in Table 3.3

de=3.0, 3.4 (Re=899, 973) χ=2.2, 2.2 zigzag

de=3.6, 4.0, 4.5 (Re=1018, 1096, 1162); χ=2.3, 2.4, 2.7 spiral

de=5.2 (Re=1305) χ=2.8 chaotic

Table 3.3: Results from Veldhuis et al. (2008)
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Note that the term “spiral” is used instead of “helical”. For bubbles of de = 3.6 mm, 4.0

mm and 4.5 mm, the helical path becomes irregular as the de increases. They describe the

path as spiral, flattened spiral and tilted flattened spiral, respectively. A chaotic trajectory

is observed at de = 5.2 mm. They also show that the impurities in water clearly change the

flow surrounding the bubble, which can result in different kinds of bubble shape oscillation

and bubble wake.

Fan & Tsuchiya (1990) gave the following summary based on the studies of Garner &

Hammerton (1954), Kubota et al. (1967), Tsuge & Hibino (1971) and Tsuge (1982). When

a bubble rises in a liquid containing impurities, the path is usually zigzag. However, in pure

liquid, the path is helical if the bubble is small (1.5 < de < 3 − 5 mm in distilled water);

otherwise, the path is zigzag when the bubble size is large (3 − 5 < de < 10 − 15 mm in

distilled water).

It is difficult to conclude accurately which trajectory a bubble will follow as the bubble

size increases. Generally, zigzag motions are observed in liquids containing impurities when

the bubble size is moderate and large, see Saffman (1956), Aybers & Tapucu (1969a,b) and

Fan & Tsuchiya (1990). In contrast, the helical motions are observed only under certain

limited conditions, such as small bubbles or pure liquids, as shown in Fan & Tsuchiya (1990)

and Veldhuis et al. (2008). Another possibility to achieve a helical trajectory is via a later

instability from a zigzag path, see Saffman (1956), Aybers & Tapucu (1969a,b). Indeed, the

transition from a zigzag to a helical path is reproduced in recently numerical and experimental

investigations, for example by Ellingsen & Risso (2001), Mougin & Magnaudet (2002), Shew

et al. (2006) and Shew & Pinton (2006). It is worth to point out that the transition of this

kind is only observed in pure liquids within a small range of de (2.24 < de < 2.5 mm) and

all the above studies emphasize the purity of the water.

Saffman (1956) showed that the frequency of a zigzag motion is about 7 per second (7

Hz), whereas the frequency is about 5 revolutions per second (5 Hz) for spiraling motion.

Both frequencies do not depend on the bubble size in his experiment. Tsuge & Hibino (1977)

found that the frequencies of the motion do not change distinctively in purified liquids,

and the frequencies stay within the range from 6.2 Hz to 8.3 Hz. In contaminated liquids,

however, the frequency decreases monotonically from 7.7 Hz to 4 Hz as de increases from 2

to 8.5 mm. Specifically, Ellingsen & Risso (2001) investigated the non-rectilinear motion of

a bubble with de = 2.5 mm in water. They found that both the vertical and the horizontal

component of the bubble velocity oscillate periodically. The vertical velocity oscillates at

twice the frequency of the horizontal velocity. Furthermore, the oscillation amplitude of the

vertical velocity is much weaker compared to that in the horizontal direction. The frequency

of the path oscillation is about 6.2 Hz in their experiments. The results are very close to
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those of Duineveld (1995) in hyper-purified water, where the frequencies of the path are 6.4

Hz for a bubble with de = 2.3 mm and 7 Hz for a bubble with de = 2.68 mm. Veldhuis et al.

(2008) reported the path frequency of different non-rectilinear motions in clean water. It is

shown that the frequencies of smaller bubbles are higher than the larger bubble with rocking

motion. The details are shown in the following table

de (mm) 3.0 3.4 3.6 4.0 4.5 5.2

f (Hz) 6.7 7.0 5.5 6.5 6.5 5.2

Table 3.4: Results from Veldhuis et al. (2008)

In summary, the above investigations give comparable results when the liquid is clean.

The frequency of the motion is about 6 to 7Hz. For contaminated liquids, the frequency of

the path decreases as the bubble becomes larger, as shown in Tsuge & Hibino (1977).

Why does the trajectory become non-rectilinear?

Saffman (1956) probably is one of the earliest who pointed out the importance of the

bubble wake. He considered that the zigzag motion is caused by the interaction of an oscil-

lating wake or a periodic discharge of vorticity behind the bubble. He also saw a similarity

between a falling leaf and a zigzag rising bubble, although he admited that there is a differ-

ent character, too. The leaf glides through the air with its velocity in the plane of the leaf,

whereas a bubble moves perpendicular to its equatorial plane.

Later on, the importance of the wake was verified by other investigations. The review of

Magnaudet & Eames (2000) show that there are strong supports that the path instability is

intimately coupled to the instability of the wake. Since the boundary condition of a small

contaminated bubble tends to behave like a solid sphere, it is helpful to look through some

main conclusions concerning the wake behind a rigid sphere, too. The wake of a sphere

firstly becomes non-axisymmetric at Recr1 ∼ 210, when two vortex filaments appear and

the flow remains steady. A second instability occurs at Recr2 ∼ 280, after which the flow

becomes non-steady and hairpin-like vortices are shed. Similar flow structures are observed

in a bubble wake, too. Using dye visualizations, Lunde & Perkins (1997) displayed that

the wake of a spiralling bubble is continuous; specifically, the wake consists of a continuous

pair of helical vortex filaments attached to the bubble. In contrast, the wakes of zigzag and

rocking bubbles are intermittent, and they are composed of alternately shed hairpin vortices.

A snapshot of the wake structure of a rocking bubble is shown in Figure (3.8), together with

a schematic illustration given by Brücker (1999). Brücker measured the wake of ellipsoidal

bubbles with 4 < de < 8 mm by PIV and achieved similar conclusions. A bubble rising in a



Chapter 3. Flow driven by a single bubble in a static magnetic field 48

(a) (b) (c)

Figure 3.8: The wake structure behind a rocking bubble: (a) flow visualization by Lunde

& Perkins (1997); (b) sketch of the hairpin vortex; (c) regions of concentrated streamwise

vorticity in the radial light-sheet plane measured by PIV. The sub-figures (b) and (c) are

taken from Brücker (1999).

helical trajectory shows a steady wake, which consists of a pair of counter-rotating vortices

that attached to the bubble (for bubbles with de ≤ 4.0 mm in his experiments). Furthermore,

from the view of an observer moving with bubble, the wake looks like a pair of streamwise

vortex filaments, which wound in a helical path and twisted around each other during one

revolution of the bubble. However, for bubbles with zigzag or rocking trajectories, Brücker

(1999) observed that hairpin-like vortices with alternately changed directions are generated

and discharged regularly. Figure (3.8c) shows an example of the cross-section of the vortices.

Using Schlieren optics, Veldhuis et al. (2008) displayed different wake structures behind

a helical and a zigzag rising bubble, respectively. Two typical examples are given in Figure

3.9, which shows a pair of continuous vortex filaments trailing behind a helical rising bubble,

as well as hairpin-like vortices that are shed intermittently behind a zigzag rising bubble.

The pictures verify that the wake of a bubble is directly coupled to the trajectory. Owing

to the negligible mass, a bubble can be directly influenced by the force arising from the

flow in the wake. It is shown that the lateral motion of a bubble is always normal to the

plane which contains the two vortex filaments of the near wake, due to a lift force coming

from the asymmetry of the two vortex filaments. Concerning a bubble with a zigzag path in

contaminated liquids, it is also shown that the frequency of the vortex shedding behind the

bubble is twice the frequency of the zigzag path.
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Figure 3.9: The wake structure behind rising bubbles: (a) a helical rising bubble (de = 2.2

mm) in pure water; (b) a zigzag rising bubble (de = 3.0 mm) in tap water. Each figure shows

the same rising bubble but at different projections simultaneously. The figures are taken

from Veldhuis et al. (2008)

3.2.4 Bubble motion in liquid metals

The aforementioned results are all obtained in transparent liquids, where the flow can be

measured by optical methods. The investigations are rare concerning the bubble motion in

liquid metals. The motion of argon bubbles rising in mercury was studied by Schwerdtfeger

(1968) using an ultrasonic instrument. It was shown that the terminal velocities of bubbles

in mercury are slightly smaller than those in water. The data of Schwerdtfeger (1968) fit

well with equation (3.16) derived by Mendelson (1967). Mori et al. (1977) investigated the

influence of a horizontal static magnetic field on the motion of a single bubble in mercury.

They used multi-wire sensors to measure the velocities of the rising bubble uT , as well as the

inclination angles of the bubble trajectory α. The results show that the horizontal magnetic

field influences the bubble motion in different ways depending on the size of the bubble. Small

bubbles with de ∼ 2 mm follow helical trajectories when B = 0. The inclination angle α is

monotonically decreased when B increases and the bubble rises up rectilinearly at B = 1.5 T.

In parallel, the bubble velocity uT is first increased when B = 0.5 T and B = 1.0 T, whereas

uT becomes clearly decreased when B is further increased to 1.5 T. The changes of uT are

attributed to the modification of the bubble trajectory by the magnetic field. Larger bubbles

with de ∼ 6 mm exhibit shapes of spherical-cap and rise up rectilinearly when B = 0. For

such bubbles, the magnetic field decreases uT monotonically in the range of 0 < B < 1.5 T.

The drag coefficient CD of such a bubble is similar to that of a solid sphere in a transverse

magnetic field, see Lielausis (1975). The experiment of Mori et al. (1977) seems to be the
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only work that can be found in the literature, concerning the influence of a static magnetic

field on the motion of single bubbles.

Summarizing chapter 3.2, we looked through the literature concerning the motion of a

single bubble in stagnant liquids with the focus on the shape, the velocity and the trajectory

of a bubble. In general, a bubble keeps the spherical shape and rises up with a straight path

if its size is small. As the size increases, the bubble shapes change to ellipsoidal ones. There

are different theories and empirical correlations to predict the rising velocity depending on

different ranges of parameters. An ellipsoidal bubble has non-rectilinear trajectories, which

can be helical, zigzag or rocking. The various kinds of bubble motion are directly related

to the wake flow behind the bubbles. Up to now, the studies of bubble motion in the MHD

context are rare in the literature. However, the investigation of the single bubble motion

in liquid metals is necessary when we wish to have a better understanding, for instance,

concerning the bubble-driven flows in a ladle refinement process.

In the following sections, we will present experimental results concerning a single bubble

rising in GaInSn. The flow will be exposed to a vertical (longitudinal) as well as a horizontal

(transverse) DC field, respectively.

3.3 Experimental setup

We carried out the experiment in an open cylindrical container of Perspex, as shown in

Figure 3.10. The cylinder had a diameter of 90 mm and was filled with GaInSn to a height of

H = 220 mm. The origin of the coordinate system was located at the center of the cylinder

bottom, with the z-axis aligned with the cylinder centerline. The cylinder is inside a pair of

copper coils with a Helmholtz configuration. The diameters of the coils were 210 mm and

the distance between them was 150 mm. This configuration provided a homogeneous DC

magnetic field over the fluid volume in the vertical direction. A DC current was supplied

to the coils, which gave the maximum magnetic induction of 0.3 T at 1600 A. A horizontal

magnetic field can be achieved by turning the coil system by 90◦. Argon bubbles were injected

into the liquid by a single nozzle. The inner diameter of the nozzle can be varied from 0.3

to 5 mm. The nozzle outlet was located at the center of the cylinder cross-section and 10

mm above the cylinder bottom. A mass flow controller (MKS 1359C, MKS Instruments)

was used to regulate the gas flow rate QG, which was between 0.002 and 0.02 cm3/s. We

obtained single isolated bubbles with de between 4 mm and 8.5 mm in the experiment. The

ratio between the diameter of the cylinder to the diameter of the bubble was larger than 10.

Therefore, we can neglect the influence of wall confinement and consider the bubbles as rising
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Figure 3.10: Sketch of the experimental arrangement. (a) measurement of the vertical velocity

along container axis (b) measurement of the radial velocity along the container diameter.

up in an infinite domain, see Clift et al. (1978). The time intervals between two consecutive

bubbles were between 5 and 15 s. The measurements using the DOP2000 showed that the

wake of a bubble decayed completely within this time. Therefore, the influence caused by the

preceding bubble on the oncoming one can be neglected. In the experiment, we measured the

vertical component velocity along the cylinder axis, as well as radial component velocity along

the cylinder diameter by arranging the transducer at the cylinder bottom and the sidewall,

respectively. The sketches of the experiment configuration are shown in Figure 3.10(a) and

3.10(b).

3.4 Experimental results

3.4.1 Flow without a magnetic field

At the beginning, we investigate the bubble motion in GaInSn at B = 0. The obtained results

will serve as a basis for further discussions when a magnetic field is applied. The equivalent

diameters of the bubbles are a few millimeters in the experiments. We were not able to

directly measure the profiles of the bubble shape because of the opaqueness. Therefore, the

bubble shape was estimated based on equation (3.10). If we take the minimum and the

maximum de in the experiment, we obtain:

de = 4.3 mm: Eo = 2.2 E = 0.77

de = 7.5 mm: Eo = 6.6 E = 0.60

Table 3.5: Deformations of the bubble shape
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Figure 3.11: A typical example showing the evolution of the vertical velocity of a bubble

with height. (de = 4.6 mm, B = 0)

In both cases the bubble shapes are ellipsoid.

Next, we investigate the velocities of the rising bubbles. Figure 3.11 shows a typical

example of the vertical component of the bubble velocity along the height of the liquid

column. As the bubble departs from the nozzle, it experiences a short period of acceleration,

after which the bubble velocity starts to oscillate. Similar phenomena are also observed by

other authors in transparent fluids, such as air-water and nitrogen-fluoroinert systems; see

for example Ellingsen & Risso (2001), Marco et al. (2003), Mougin & Magnaudet (2002) and

Magnaudet & Mougin (2007). It was shown that the velocity oscillations are related to the

zigzag motion of the bubble. In the region between 100 and 200 mm, the velocity oscillation

in Figure 3.11 appears to be regular and the mean velocity is constant. A similar tendency

is found for other bubbles with different diameters in our experiments. In the following

parts, quantities such as the bubble terminal velocity uT and the oscillation frequency are

determined in this parameter region.

For the analysis of the motion, we follow the procedure proposed by Ellingsen & Risso

(2001) to fit the periodic velocity curve with a sine function (see also Figure 3.11)

u(z) = uT + A · sin

(

π
z − zi

λ

)

(3.19)

where A is the oscillation amplitude, z is the current vertical position, zi is the initial position,

and λ is the wavelength of the oscillation. Values of uT and λ can be obtained by performing

a least-square fitting of the experimental results. Ensemble averages of 20 bubbles are used

to minimize the statistical error of the measurement.
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Figure 3.12: Bubble terminal velocity vs. bubble equivalent diameter in various liquids.
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Figure 3.13: Bubble drag coefficient vs. bubble Reynolds number in various liquids.

The measured terminal velocities are presented in Figure 3.12 as a function of the bubble

equivalent diameter. The data are compared with corresponding measurements in tap water,

the results in mercury obtained by Mori et al. (1977), as well as the theoretical predictions

according to equation (3.16) given by Mendelson (1967). The experimental data in tap water

and mercury match equation (3.16) well, whereas a discrepancy can be observed in the case

of GaInSn. This discrepancy can be attributed to the role of the impurities in the melt. In

contrast to the noble metal mercury, the oxidation of the GaInSn alloy cannot be avoided

with a reasonable effort in our experiment. The oxides decrease the surface tension of the

melt, therefore, equation (3.16) gives an overestimation of the bubble velocity. Furthermore,
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Figure 3.14: Bubble vertical velocity oscillation frequency vs. equivalent bubble diameter.

as a bubble rises up, impurities can be accumulated on the gas/liquid interface and change

the boundary conditions, which result in a smaller rising velocity for the bubble as well, see

Clift et al. (1978), Magnaudet & Eames (2000).

The discrepancy can be observed also in Figure 3.13, where the drag coefficient CD is

drawn as a function of the Reynolds number Re. These results are based on the data of the

terminal velocity uT by using equation (3.6). In Figure 3.13, the drag coefficients increase as

the Re number increases, which indicates that the experiments were performed in the regime

where flow separation occurred behind the bubbles, see Saffman (1956).

According to equation (3.19), we can determine the wavelength λ for the oscillation of

the bubble vertical velocity. The corresponding frequency fz of the oscillation is obtained as

fz =
uT

λ
(3.20)

The results are shown in Figure 3.14, where the frequency of the vertical velocity decreases

almost monotonically as the bubble size increases. For comparison, the figure contains the

frequencies of the trajectory variation, which are obtained in water by Zun & Groselj (1996)

and Veldhuis et al. (2008). It is shown that the frequency of the vertical velocity is approx-

imately twice that of the trajectory variation. This agrees with the results of Ellingsen &

Risso (2001) and Fan & Tsuchiya (1990), who showed that the oscillation of bubble motion

in the vertical plane is about twice that in the horizontal plane. It should be noted that the

experiments were carried out in water and GaInSn, which have different Morton numbers

and Reynolds numbers, respectively. This can explain the differences in the comparison.
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Figure 3.15: Bubble Strouhal number vs. Reynolds number.

The oscillation of the vertical velocity of a bubble is also analyzed in terms of the Strouhal

number

St =
fz · de

uT
(3.21)

Figure 3.15 shows the Strouhal number St as a function of the bubble Reynolds number

Re. The results are compared with data of Lindt (1972), who provided a St−Re relationship

for air bubbles in tap water. In his work, St is determined by counting the vortices shedding

from the bubble on stroboscopic flash photographs. It turns out that the St increases when

Re increases up to Re < 3000; afterwards, St becomes almost constant. Our results agree

with those of Lindt (1972) fairly well. This indicates that the frequency of the vertical

velocity oscillation is comparable to the frequency of vortex shedding. In other words, the

frequency of the vortex shedding is twice that of the variation in the trajectory. As indicated

in Figure 3.9, a zigzag bubble indeed sheds hairpin-like vortices twice during one period of

the trajectory variation.

Several investigations showed that the oscillation of the bubble vertical velocity is di-

rectly related to the zigzag trajectory. Namely, the velocity oscillates periodically when the

trajectory is zigzag, whereas the velocity is almost steady when the trajectory is helical.

For instance, Mougin & Magnaudet (2006) simulated the motion of a rising bubble with its

zigzag path changing to a helical one. The main results are shown in Figure 3.16. When the

trajectory is zigzag, the vertical velocity of the bubble oscillates regularly. In comparison, the

velocity of the ya component oscillates at half the frequency of the vertical velocity and with

a larger amplitude, as can be seen in Figure 3.16(b). When the bubble trajectory changes
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Figure 3.16: Path characteristics of a rising bubble: (a) trajectory of rising bubble; (b)

evolution of vertical (thick line) and horizontal velocity components of the rising bubble,

(dashed line represents ya component velocity and thin line represent xa component velocity).

The figures are taken from Mougin & Magnaudet (2006).

into a helical one, the magnitude of the vertical velocity decreases. Afterwards, the vertical

velocity becomes almost steady. At the same time, the velocity of the xa component grows

until it is comparable to that of the ya component. A very similar result is also obtained

by Shew & Pinton (2006) and Shew et al. (2006) in experiments. Therefore, if we recall the

distinct oscillations of the bubble vertical velocity in Figure 3.11, Figure 3.14 and Figure

3.15, we can assume that bubbles follow zigzag trajectories in the current experiment.

In summary, we investigated the motion of a single bubble in liquid metals without a

magnetic field in this section. In the current work, we expect ellipsoidal bubbles with zigzag

trajectories. This is also supported by the fact that bubbles with helical trajectories are

mostly found in purified systems when de is small, see for example Fan & Tsuchiya (1990).

In the next section, we will apply a static magnetic field on the flow and observe how the

bubble motion and the bubble wake can be influenced.

3.4.2 Flow in a vertical magnetic field

The influence of a steady magnetic field on the flows of electrically conducting liquids are

investigated for long time; see for example textbooks or reviews given by Shercliff (1965),

Lielausis (1975), Moreau (1990), Davidson (2001), Müller & Bühler (2001) and Knaepen &

Moreau (2008). The motion of vortices in a static magnetic field was studied by Davidson
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Figure 3.17: One typical example displaying the influence of a DC longitudinal magnetic field

on bubble velocity.

(1995) and Sreenivasan & Alboussiere (2002). A static magnetic field suppresses the flow

in a non-isotopic way, where vortices with the axis normal to the field lines are effectively

damped, whereas vortices parallel to the field lines experience weak damping effects, or they

can be free from the magnetic damping under certain conditions. As a result, the flow field

becomes anisotropic; namely, the flow tends to become two-dimensional and independent on

the coordinate parallel to the field lines.

In this section, we study the influence of a vertical magnetic field on the motion of a bubble

and the bubble-induced flow. Figure 3.17 compares the ensemble-averaged vertical velocity

of 20 rising bubbles at B = 0.17 T (N = 0.5) and the data of B = 0. The curves come from

an ensemble average of the results of 10 bubbles. The mean value of the terminal velocity is

slightly higher in the magnetic field than that with B = 0. For detailed discussions, we use

the interaction number N defined in equation (1.10), where the characteristic length scale,

the density and the velocity are based on the bubble equivalent diameter de, the density ρl

of GaInSn and the terminal rising velocity uT of the bubbles, respectively.

The dependence of the bubble drag coefficient on the interaction number is shown in

Figure 3.18, where de is normalized as the Eötvös number Eo, and the drag coefficient is

normalized with the original values of CD(N = 0) that are obtained at B = 0. Two different

tendencies can be found in Figure 3.18: CD of small bubbles (Eo ≤ 2.5) decreases slightly

and then starts to increase when N becomes larger; whereas CD of larger bubbles (Eo ≥ 3.4)

decreases monotonically as N increases.

No literature seems available concerning the influence of an aligned DC magnetic field
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Figure 3.18: Drag coefficient vs. interaction number.
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Figure 3.19: A typical snapshot of the radial velocity distributions with and without a DC

longitudinal magnetic field. The profiles were measured at t = 0.4s after the passage of the

bubble.

on the bubble motion. We can only find investigations concerning the flow around a fixed

sphere in an aligned magnetic field, for example Maxworthy (1962, 1968) and Yonas (1967).

They studied the drag coefficients of spheres at large interaction numbers and high Reynolds

numbers (0 < N < 80, 104 < Re < 25×104). Their results show a monotonic increase of CD

with the growing magnetic induction. For the current results in Figure 3.18, the increased

CD of small bubbles is similar to that of a sphere in a magnetic field. Namely, CD increases

if N is sufficiently large. For larger bubbles, the decreased CD (increased uT ) probably can

be attributed to the confinement of the bubble lateral motion by the longitudinal magnetic
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Figure 3.20: Velocity oscillation amplitude vs. interaction number.
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Figure 3.21: Bubble Strouhal number vs. interaction number.

field, as discussed by Mori et al. (1977). In fact, when the trajectory is zigzag, the bubble is

accompanied with horizontal motions, too. A direct measurement of the lateral velocity of

the bubble cannot be achieved by the single transducer displayed in Figure 3.10(b). In fact,

the transducer measures the lateral component of the liquid velocity which is induced by a

rising bubble. The velocity of the induced liquid flow can be considered as a measure for the

lateral motion of the rising bubble, due to the direct link between them.

Figure 3.19 shows the influence of the vertical magnetic field on the radial velocity of the

liquid motion. The profiles were obtained along the diameter of the cylindrical vessel at a

position of z = 100 mm, and recorded 0.4 s later when the bubble passed the ultrasound
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beam. The radial velocity at B = 0.17 T is up to 5 times lower than the velocity at B = 0. A

similar effect is also observed in bubble clouds in a vertical channel flow, where bubbles are

injected through an orifice positioned in the center of the channel cross-section. Eckert et al.

(2000a,b) showed that the turbulent bubble dispersion in the lateral direction is significantly

reduced by a longitudinal magnetic field, which results in a narrow peak in the distribution

of void fraction above the injector. It can be expected that the longitudinal field confined

the single bubble motion in the current experiment, too.

The increase of N decreases the amplitude as well as the frequency of the velocity oscil-

lation of the bubbles, as shown in Figure 3.20 and Figure 3.21, respectively. The frequency

of the bubble vertical velocity is normalized into the Strouhal number in the latter figure.

A similar tendency concerning the frequency is observed by Lahjomri et al. (1993) in a flow

around a cylinder, which is exposed to a static magnetic field aligned with the direction of

the mean flow. The reduced frequency of the cylinder wake is attributed to the Joule effect,

which reduces the generation of vorticity from the cylinder surface. The magnetic field delays

the growth of eddies on the cylinder surface, hence their detachment by the external flow.

Therefore, the shedding frequency of vortices is lowered in their experiments.

Besides the velocity of a gas bubble, we measured the liquid velocity in the bubble wake.

Figure 3.22 shows the snapshots of the wake profile when the bubble reaches z = 130 mm and

z = 170 mm, respectively. In the original flows at N = 0, the profiles show distinct velocity

variations behind the bubble, see for example the local velocity peaks at z ≈ 70 mm and

z ≈ 110 mm in Figure 3.22(a). Such variations can be related to the vortex structures shown

in Figure 3.9(b). In the original flow, the wake is not yet fully developed until the bubble

reaches a height of z ≈ 70 mm, because the liquid velocities below that height are small.

In comparison, the longitudinal field smoothes the profiles of the liquid velocity behind the

bubble, as shown in both snapshots. In other words, the magnetic field decreases the velocity

variations and elongates the flow structures along the field lines. The fluid motion is damped

in the region of near wake; in contrast, the flow is enhanced in the region of far wake (z < 70

mm in both figures).

Figure 3.23 compares the decaying processes of the bubble-induced fluid motion with and

without the magnetic field. Two examples at z = 66 mm and z = 100 mm are chosen. The

fluid velocities are normalized by the terminal velocity of the bubble uT , and the time axes

are normalized by the period of the bubble velocity oscillation T = λ/uT . At the beginning,

the liquid velocities are smaller in the magnetic field, whereas they decay slower and finally

become larger than the velocities at B = 0. This phenomenon correspond to the results

shown in Figure 3.22.
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Figure 3.22: Two typical snapshots of the bubble wake velocity distribution along the ultra-

sound beam: (a) the bubble is 130 mm above the nozzle; (b) the bubble is 170 mm above the

nozzle. The ultrasound beam coincides with the axis of the vessel as well as the trajectory

centerline.

In the literature, it is shown that a bubble with a zigzag trajectory is accompanied

with periodic oscillations in its vertical velocity and hairpin-like vortices shed behind. In

the current experiment, we indeed found that the vertical velocities of the bubbles oscillate

periodically and the profiles of the bubble wake contain large-scale structures corresponding

to the hairpin vortices, too. These results agree with the visualization of a zigzag bubble

in Figure 3.9(b) given by Veldhuis et al. (2008). The application of the vertical magnetic

field smoothes the distribution of the liquid velocity in the vertical direction by spreading
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Figure 3.23: Two typical examples showing the time series of the liquid velocity which are

decaying with and without the longitudinal magnetic field. The fluid flow is induced by a

bubble with de = 7 mm. (a) at the height of 66 mm above the nozzle; (b) at the height of

100 mm above the nozzle.

momentum along the field lines. Therefore, we obtained the uniform profiles of the liquid

velocity in Figure 3.22.

3.4.3 Flow in a horizontal magnetic field

In this section, we investigate the flow in a horizontal magnetic field. The coils were turned by

90 ◦ to provide the transverse field. The experiment procedures were the same as those in the

previous section. Figure 3.24 shows the influence of the transverse field on the bubble drag

coefficients. For smaller bubbles with Eo at 2.7, 4.1 and 4.4 (de=4.8 mm, 5.9 mm and 6.1

mm), CD mainly decreases in the range of 0.4 < N < 1.2. However, for larger bubbles with

Eo of 5.9, 6.4 and 6.9 (de=7.1 mm, 7.4 mm and 7.7 mm), the tendency is non-monotonic,

CD decreases first and starts to increase again when N & 1.

The influence of a transverse magnetic field on bubble motion was investigated by Mori

et al. (1977), who carried out the experiments in mercury in the range of 0.5 < B < 1.5 T.

The main results of Mori et al. (1977) are displayed as Figure 3.25(a). Since the physical

properties of mercury and GaInSn are different, the results of Mori et al. (1977) are also re-

plotted as Figure 3.25(b), where non-dimensional numbers are used. Besides, Table 3.6 shows

a comparison between the two fluids. A bubble with de = 5.9 mm achieves very different We

numbers and Re numbers in GaInSn and mercury, respectively. Therefore, we can expect

different bubble shapes and bubble motion according to Figure 3.5 and Figure 3.7.
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magnetic field.
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Figure 3.25: Experimental results obtained by Mori et al. (1977) in mercury by a triple-wire

sensor: (a) bubble rising velocity vs. equivalent bubble radius Rm at different magnetic

inductions (Rm = de/2). The figure is given by Mori et al. (1977); (b) bubble drag coefficient

vs. interaction number. The figure is re-plotted and based on the corresponding data provided

on the left hand side.
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GaInSn mercury

density ρ (kg m−3) 6361 13610

dynamic viscosity µ (kg m−1s−1) 2.2 × 10−3 1.53 × 10−3

surface tension σ (N m−1) 0.533 0.460

electrical conductivity σe (Ω−1m−1) 3.27×106 1.0×106

Morton number Mo 2.4×10−13 3.6×10−14

Eötvös number Eo 4.2 9.7

Weber number We 3.4 6.9

Reynolds number Re 3823 10384

Table 3.6: A comparison of the parameters between GaInSn and mercury. The non-dimensional

parameters are estimated based on a bubble with de = 5.8mm.

Mori et al. (1977) showed that the magnetic field changes the bubble motion in different

ways depending on the bubble size. A bubble with de = 2.2 mm (Eo = 1.4) follows a

helical trajectory when B = 0. The inclination angle of the path decreases as B increases,

and the bubbles rise up vertically at B = 1.5 T. As a result, the magnetic field decreases

CD of the bubble when N . 1; afterwards, CD increases when N ≈ 2, as shown in Figure

3.25. In contrast, a bubble with de = 5.8 mm (Eo = 9.7) has the shape of a spherical-cap

and a rectilinear trajectory when B = 0. Mori et al. (1977) found that the magnetic field

monotonically increases the CD of the bubble. The tendency of CD is similar to that of a

fixed sphere in a transverse magnetic field, see Lielausis (1975). In summary, the results

of Mori et al. (1977) indicate the following tendency. The transverse field tends to change

a helical trajectory of a bubble into a rectilinear one, and the magnetic field decreases the

CD of the bubble during this time (namely, the field increases the vertical velocity of the

bubble). After the trajectory becomes rectilinear, the increase of B leads to increased CD

of the bubble. In comparison, for a large bubble with a rectilinear trajectory originally, the

increase of B simply leads to increased CD monotonically.

Figure 3.25(b) shows that the transverse magnetic field changes remarkably the CD of the

large bubble (de = 5.9 mm, Eo = 9.7) in the range of 1 . N < 10, whereas the modifications

of CD are less remarkable when Eo ≤ 4.2 and N < 2. In the current experiment, we covered

a range of the 2.7 ≤ Eo ≤ 6.9 and 0 < N < 2. The bubbles mainly follow zigzag trajectories

in GaInSn when B = 0, rather than the helical or rectilinear trajectories as found by Mori

et al. (1977) in mercury. It is difficult to compare the two experiments exactly. We can

see only several similarities between Figure 3.24 and Figure 3.25(b). Since bubbles follow

zigzag trajectories in the current experiment, the transverse field indeed decreases the CD
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Figure 3.26: Velocity oscillation amplitude vs. interaction number in a transverse magnetic

field.
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Figure 3.27: Bubble Strouhal number vs. interaction number in a transverse magnetic field.

of all bubbles when 0.5 . N . 1, probably due to the modifications of the trajectories.

Afterwards, the CD of bubbles at 5.9 ≤ Eo ≤ 6.9 start to increase when N > 1. However, we

were not able to achieve larger N in the experiments because of the limitation of the facility.

Figure 3.26 shows the amplitudes of the oscillation concerning the vertical velocity of

bubbles as a function of N . The transverse field decreases the oscillation amplitudes more

distinctly in comparison to a longitudinal field, as shown in Figure 3.20. The significant

decrease of the amplitudes indicate that the bubble trajectory variations are prohibited. The

frequencies of the oscillations are slightly increased for all bubbles, a tendency contrary to
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Figure 3.28: Two typical snapshots of the bubble wake velocity distribution along the path

centerline (de = 4.8mm).

that in a longitudinal field (see Figure 3.21). The increased frequencies seem surprising

and probably can be attributed to the modification of vorticity accumulation on the bubble

interface.

The influence of the transverse field on the bubble wake is shown in Figure 3.28 by two

typical snapshots. In comparison to the flow in a longitudinal field in Figure 3.22, different

damping effects can be observed in Figure 3.28. The transverse field damps the near wake of

the bubble more distinctively. Furthermore, the transverse field does not enhance the flow in

the region between 20 ≤ z ≤ 100 mm. On the whole, the flow velocities in the bubble wake

become smaller if we compare the profiles along the axis of the cylinder.



Chapter 3. Flow driven by a single bubble in a static magnetic field 67

0.1 1 10 100

0.01

0.1

1

v
/u

T

t/T

 N=0

 N=0.55

(a)

0.1 1 10 100

0.01

0.1

1

v
/u

T

t/T

 N=0

 N=0.55

(b)

Figure 3.29: Vertical component liquid velocity decay induced by a 4.8mm bubble with and

without the presence of the horizontal magnetic field: (a) the time series of the liquid velocity

at z=90mm; (b) the time series of the liquid velocity at z=125mm.

The transverse field also changes differently the decaying processes of the liquid velocity.

Figure 3.29 shows two examples of velocity series located on the cylinder axis. The velocities

always decay faster in the transverse magnetic field, a tendency contrary to that in Figure

3.23.

The different damping effects on the bubble-induced flows in the two magnetic field de-

serve further discussions. It is known that a static magnetic field damps fluid motion non-

isotropically. The flow is restructured as if the momentum is transported along the magnetic

field lines. As a result, the flow tends to become two-dimensional and independent on the

field lines. In current experiments, bubbles shed intermittently hairpin vortices behind them,

as shown in Figure 3.8 and Figure 3.9. Naturally, such vortices will be changed differently

depending on the direction of the magnetic field. The damping effects will be strong if the

axes of the vortex filaments are perpendicular to the field lines; whereas the damping effects

are weaker if the axes of the vortex filaments are aligned with the field lines, as discussed in

Chapter 1. Therefore, we obtained the different tendencies in Figure 3.22 and Figure 3.28,

as well as between Figure 3.23 and Figure 3.29.

3.5 Summary and discussion

In this chapter, we investigate the motion of a single bubble in a bulk of stagnant liquid

metal, especially with the focus on the influence of a static magnetic field on the bubble

motion and the bubble-induced flow. In the original flow of B = 0, the bubble motion is

analyzed in terms of the terminal velocity, the drag coefficient, the oscillation frequency of
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the bubble velocity and the corresponding Strouhal number. The obtained results in GaInSn

are validated with the theoretical prediction of Mendelson equation (equation 3.16) and other

experimental data in water or mercury in the literature. A static magnetic field changes the

motion of bubbles and the bubble wakes simultaneously. The main results concerning the

drag coefficient in the two magnetic fields are shown in Table 3.7

In a longitudinal magnetic field

Eo 2.2 2.5 3.4 4.9 6.6

CD ր ր ց ց ց

In a transverse magnetic field

Eo 2.7 4.1 4.4 5.9 6.4 6.9

CD ր ց ց ց ց ր ց ր ց ր

Table 3.7: A summary of the drag coefficients of bubbles in the two magnetic fields

A longitudinal field stabilizes the bubble motion. Although the velocity of a bubble still

oscillates at N ∼ 1, the amplitude and frequency of the velocity decreases monotonically.

The longitudinal field increases the drag coefficients of small bubbles (Eo = 2.2 and 2.5),

whereas the field decreases the drag coefficients of larger bubbles (Eo = 3.4, 4.9 and 6.6).

Furthermore, the fluid flow in the bubble wake is changed, too. The distribution of the fluid

velocity becomes smooth in the field direction. The phenomenon corresponds to the transport

of momentum along the field lines. As a result, the liquid velocities in far wake become larger

than those of the original flow. The results show that the magnetic field re-organizes the fluid

flow, rather than simply damps the motion.

In comparison, a transverse magnetic field changes the flow differently. The transverse

field decreases the drag coefficients of smaller bubbles (Eo = 2.7, 4.1 and 4.4), however, the

tendency becomes non-monotonic for bubbles with Eo = 5.9, 6.4 and 6.9. The oscillations of

bubble velocity are changed, too. The amplitudes of oscillation are decreased significantly,

whereas the frequencies are increased. Besides, the transverse field damps the flow in the

bubble wake effectively. The magnitudes of liquid velocity are decreased along the vertical

line of the cylinder axis.

The modifications of the bubble motion can be related to the changes of the bubble

wake by the magnetic fields. For instance, the bubble lateral movement can be caused

by the asymmetry of the vortex filaments in the hairpin vortex, see for example de Vries

(2001) and Prosperetti (2004). Furthermore, for a bubble with a zigzag trajectory in a

contaminated liquid, the frequencies of the velocity oscillation, the vortex shedding and the
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trajectory variation are directly coupled together, see Fan & Tsuchiya (1990) and Veldhuis et

al. (2008). In the current experiments, both magnetic fields damp the flows in the near wake

of a bubble. Therefore, the lateral motion of the rising bubble is weakened. As a result, the

averaged vertical velocity of the bubble is increased. This explains the results of decreased

CD in both the transverse and the longitudinal field.

Furthermore, it is shown that the transverse field damps the bubble wake more effectively.

In other words, the two filaments of the hairpin vortices, hence the bubble lateral motion,

will be more effectively damped. The bubble will follow a vertical linear trajectory if N is

large. The increase of N will increase the drag coefficient of the bubble, a tendency similar

to that of a fixed sphere in a transverse magnetic field. We found this tendency for large

bubbles in the transverse field.

There are several questions that cannot be directly answered now, due to several reasons.

We are limited in the range of N < 2 in the current experiments; therefore, it is impossible

to answer when the drag coefficient of the bubbles will start to increase finally when N

is large. Besides, the current measuring technique is not able to resolve the process of

vorticity generation as well as the vortex shedding on the bubble interface, since the sizes

of those vortices are probably smaller than the size of measuring volume. Additionally, new

measuring techniques probably are needed in order to study accurately the zigzag trajectory

of the bubble motion in this opaque environment.



Chapter 4

Flow driven by a bubble plume

in a static magnetic field

This chapter is concerned with the fluid flow driven by a bubble plume in a cylindrical

container, which is exposed to a vertical and horizontal magnetic field, respectively. We

start with a review of literature. Convective flows driven by heat are intensively investigated

up to now. It is well-known that a static field damps the convection. However, several

studies based on temperature measurements show that the convective heat transfer can be

enhanced by a static field under certain circumstances. Nevertheless, there seems no direct

measurement of the velocity field of the corresponding flow. In the current work, we measure

the recirculating flows driven by rising bubbles in the cylinder using UDV, which allows a

flow mapping for the first time. The results show that a vertical field always stabilizes the

fluid motion, whereas a transverse field can result in transient oscillating flow patterns with

dominant frequencies in a range of moderate Hartmann numbers. In the end, a discussion

is given concerning the phenomena. We also point out a similarity between the flows in the

current work and air-water flows in two-dimensional containers.

4.1 The influence of a DC field: a literature review

In this section, we briefly look through the literature concerning the influence of a DC mag-

netic field on the flows driven by jets, either single-phase or two-phase, as well as the flows

driven by a buoyancy force if a temperature gradient is applied.

4.1.1 MHD two-phase flow

Fluid flows driven by gas bubbles in a container, known as bubble column, are studied for

long time. Most of the investigations are concerned with the flow of transparent liquids,

such as water or electrolytes. For instance, a global recirculation of fluid can be generated

inside the container by injecting bubbles through a nozzle at the center of the bottom. The

70
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resulting fluid motion is characterized by ascending flows in the center of the container and

descending flows close to the wall. Different flow patterns can appear when the gas flow rate

is high, and detailed discussions can be found, for example, in the reviews given by Mudde

(2005) and Guet & Ooms (2006).

Similar two-phase flows occur in metallurgical engineering. For instance, gas bubbles are

usually injected into a bulk of molten metal contained in a ladle. The rising bubbles drive

the melt into motion and therefore enhance the mixing inside the liquid. Several experiments

and simulations were carried out in a water or liquid metal bath concerning the flow without

a magnetic field, see for example Iguchi et al. (1992, 1994), Mazumdar & Gathrie (1995) and

Mazumdar & Evans (2004). The investigations are concerned with the global flow structures,

the turbulent fluctuations in the fluid, the recirculating zones below the free surface, as well as

the distributions of the void fraction inside the vessel. However, no investigation is conducted

until now concerning the influence of the magnetic field on such flows.

Earlier studies are mainly concerned with the influence of a DC field on bubbly pipe

flows. For instance, Eckert et al. (2000a) investigated the lateral dispersion of a bubble

swarm in a channel flow in a longitudinal and transverse magnetic field, respectively. Gas

bubbles were injected via a single orifice in the center of the cross section. The results show

that a longitudinal field keeps the flow axis-symmetric and confines the bubbles around the

centerline, whereas a transverse field leads to a strong anisotropy in the distribution of the

void fraction with respect to the direction of the field lines.

In two-phase flows, it is the liquid metal, rather than gas bubbles, which directly ex-

periences the electromagnetic force. Therefore, we will also look through the investigations

concerning the influences of a static magnetic field on the single-phase melt flows driven by

injecting fluid or a temperature gradient in the following sections.

4.1.2 Jet flow in a static magnetic field

Davidson (1995) investigated the flow of a single-phase jet in a static magnetic field. Figure

4.1(a) shows the configuration of the problem. The flow is generated by a side-wall injection

of fluid in y direction and exposed to a transverse magnetic field in z direction. On the axis of

the jet, the fluid velocity is the highest. Therefore, the induced electric current mainly goes

in the x direction. The current closes itself in far region where the fluid velocities are smaller.

The distribution of the current loop is similar to that shown in Figure 4.1(b). Under such

conditions, the jet experiences a non-isotropic electromagnetic force. The force points either

into or out of the page, depending on the induced current. The directions of the force are
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(a)

(b)

(c)

Figure 4.1: A jet produced by side-wall injection in a transverse magnetic field: (a) configu-

ration of the jet and the magnetic field; (b) the path of the induced electric current and the

direction of the induced electromagnetic force, the reverse flow is marked by R and energy

diffuses to points marked by A; (c) the evolution of the MHD jet, the jet draws in fluid from

the far field and produces reverse flows for the outward flow of mass. Pictures are taken from

Davidson (1995) and Davidson (2001).
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Figure 4.2: A schematic view of a convective flow driven by a horizontal temperature gradient

in a static magnetic field. The temperature gradient is horizontal. In the discussion of this

section, a “longitudinal” magnetic field is parallel to the temperature gradient, a “transverse”

field is horizontal and perpendicular to the temperature gradient, and a “vertical” field is

parallel to the gravity.

indicated by the symbols in the figure. Correspondingly, the shape of the jet is changed in

the way depicted in Figure 4.1(c). The jet entrains fluid from far field along z axis, whereas

the jet also creates a reverse flow along x axis. As a result, the cross-section of the jet is

stretched along the direction of the field lines.

4.1.3 Convective flow damped by a static magnetic field

Convective flows driven by a temperature gradient are studied intensively in the literature,

especially with the focus on the influence of a DC magnetic field. The research background

comes from crystal growth or other metallurgical applications, where an electromagnetic field

can be used to control the melt flow.

Convective flow driven by a horizontal temperature gradient

One of the pioneering investigations was conducted by Hurle et al. (1974) concerning the

onset of an oscillating flow of gallium in a rectangular container in a “transverse” magnetic

field, which is illustrated in Figure 4.2. A horizontal temperature gradient is supplied by

heating a vertical side wall while cooling the opposite side. The critical Rayleigh number

is used to represent the critical temperature difference ∆Tc corresponding to the onset of

non-steady flows

Rac =
αg∆Tcd

4

νκl
(4.1)

where α is the expansion coefficient of the melt, g the gravity acceleration, ν the kinematic

viscosity, κ the thermal diffusivity, d the melt depth and l the container length. The magnetic
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induction B is normalized into the Hartmann number Ha, as defined in equation (1.9). The

results show that Rac is delayed by the magnetic field and Rac increases linearly with Ha2

when 3 × 103 < Ra < 15 × 103 and 0 < Ha2 < 300. Juel et al. (1999) investigated the flow

in an analogous configuration. They focus on the changes of the convective heat transfer

in the transverse field. The maximum magnetic induction of the field is 0.125 T, which

corresponds to Ha = 64. They use thermocouple to measure the temperature of the fluid;

in addition, the velocity field is simulated numerically. It is shown that the flow becomes

two-dimensional with respect to the field direction. The velocity magnitudes are decreased

and the velocity distributions become increasingly uniform over the length of the container.

Besides, the transverse field decreases the temperature difference in the vertical direction.

The distribution of the temperature becomes symmetric in the upper and lower parts of the

cavity, which is otherwise hard to be observed without the magnetic field.

Hadid et al. (1997) and Hadid & Henry (1997) investigated numerically the convective

flows in a longitudinal and a vertical field, respectively, in a cavity of length : width :

height = 4 : 1 : 1. Their results show that both magnetic fields damp the flow velocities

and change the flow structures. Compared to the longitudinal field, the vertical field damps

the velocity maxima more efficiently. This phenomenon is explained by taking into account

of the different distributions of the electrical currents, electrical potentials and, therefore,

different electromagnetic forces in the two fields.

Investigations are also carried out concerning the different influences when the direction

of the field is changed with respect to the temperature gradient. Hof et al. (2003, 2005)

measured temperature fields of the gallium flow in a rectangular container (length : width :

height = 5.0 : 1.3 : 1.0). They found that a vertical field gives the strongest damping effects

on the steady convection and the oscillations of the liquid velocity. In contrast, they observed

that the longitudinal field is the least effective one, which is different from other studies. This

inconsistency is attributed to the differences in the aspect ratios of the cavity in different

studies. For example, Ozoe & Okada (1989) simulated the convective flows of molten silicon

in a cubic enclosure, which is exposed to a static field in different directions. In the range

of 106 < Ra < 107 and 0 < Ha < 500, their computations show that the longitudinal field

damps the convection most effectively, whereas the transverse field is the least effective one;

the vertical field, in comparison, gives moderate effects in-between. The calculations are later

confirmed by experiments by Okada & Ozoe (1992) using molten gallium in a cubic enclosure

(30 ×30 × 30 mm) with the maximum Ha number up to 461. They considered the magnetic

field influence on the heat convection, which is characterized by the Nusselt number Nu of

the system. Nu represents the ratio of the convective to conductive heat transfer in the flow.
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In their experiments, the transverse field is the least efficient in damping the convection,

which is the same as the conclusion from their calculations. In addition, they found that

the transverse field slightly enhances the convection when Ha is moderate. However, the

difference is so small that no concrete conclusions can be drawn. Later on, Aleksandrova &

Molokov (2004) considered the influence of the container geometry in a configuration similar

to those of Juel et al. (1999), Hof et al. (2003, 2005) and Ozoe & Okada (1989). It is shown

that magnetic damping effects depend on the aspect ratio of the cavity. For the longer

cavity, the vertical field is the most effective one. For the cubic container, however, the

longitudinal field is the most efficient. Therefore, the inconsistencies in the above discussions

are reconciled.

Convective flow driven by a vertical temperature gradient

The Rayleigh-Bénard convection, where the flow is driven by a vertical temperature gra-

dient, has been attracting researchers’ attention for a long time. Chandrasekhar (1981)

considered the stability of the flow in a fluid layer heated from below in a vertical field. It

is shown that the primary threshold varies with the square of Ha, a tendency similar to the

results given by Hurle et al. (1974).

The convective flow in a shallow cavity, with a geometry of length : width : height = 6 :

3 : 1, in a vertical field was investigated by Mößner & Müller (1999). At Ha = 0, the flow

is stationary and consists of six convective rolls when Ra is slightly higher than the critical

value at Rac = 1950. However, the flow becomes oscillating if Ra is further increased. When

Ra > 104, the number of convection rolls decreases to four and the flow becomes irregularly

time-dependent. The application of a vertical magnetic field changes the flow clearly, the

flow becomes steady and the convection is suppressed. Touihri et al. (1999) simulated the

convective flows in a cylindrical container with H/D = 0.5 and 1, which are exposed to

a vertical and a horizontal magnetic field, respectively. It is found that both fields damp

the fluid motion, whereas the vertical field is more efficient. Besides, it does not break the

axis-symmetry of the flow. However, the horizontal field changes the axis-symmetry of the

flow. Specifically, the flow rolls are stabilized if their axes are parallel to B, whereas they are

strongly damped if the axes are perpendicular to field lines.

In a turbulent Rayleigh-Bénard convection, the dependence of the heat transfer on a

magnetic field is investigated by Cioni et al. (2000). They measured the temperature of

mercury by arranging thermistors on the top and bottom plate of a cylindrical vessel (D/H =

1), which is exposed to a vertical magnetic field. The field reduces the convective heat transfer

clearly and results in two different flow regimes. Nu is proportional to Ra when Ra is low,
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whereas Nu scales as Ra0.43 when Ra is high.

Kenjeres̆ & Hanjalić (1999) compared the Rayleigh-Bénard convection in a vertical and a

horizontal magnetic field, respectively. It is found that the vertical field can totally suppress

the convection and lead to a pure diffusive regime. In contrast, the horizontal field reduces

the heat transfer until the flow becomes fully two-dimensional with respect to the field lines;

Afterwards, a further increase of the field cannot reduce the heat transfer any more.

4.1.4 Convective flow enhanced by a static magnetic field

Most of the investigations demonstrate that a DC magnetic field damps or stabilizes liquid

metal flows. The effect depends on several factors, such as the direction of the magnetic field

and the geometry of the fluid domain. Recently, several studies also show some unexpected

phenomena. Owing to the anisotropic character, a DC field can intensify a flow under certain

circumstances.

Tagawa & Ozoe (1997) investigated numerically the natural convection in a cubical en-

closure. The flow is induced by heating one side of the vertical wall and cooling the opposite

one. The system is exposed to a transverse magnetic field. The results show that, for a wide

range of Ra, a weak magnetic field slightly enhances the convective heat transfer, which is

manifested by an increased Nusselt number. A further increase of Ha decreases the convec-

tive heat transfer again. The numerical results are verified in experiments by Tagawa & Ozoe

(1998).

The enhancement of the convective heat transfer by a DC field is observed by Burr et al.

(2003), Tagawa et al. (2002) and Authie et al. (2003) in their experimental and numerical

studies, too. They considered buoyant flows in long vertical cavity driven by a horizontal

temperature gradient. Likewise, the flows are exposed to a transverse magnetic field. In

comparison to the original flow at Ha = 0, Burr et al. (2003) observed that the convective

heat transfer is clearly enhanced when Ha < 400. They explained that the damping effect

on the convection is counterbalanced by a re-organization of the flow structures due to the

magnetic field. The new flow state improves the heat transfer. The measured spectra of

temperature fluctuations indicate the formation of larger-scale vortices in the flow, which

can be more effective in transferring heat by convection.

The Rayleigh-Bénard convection in a horizontal magnetic field is studied by Burr &

Müller (2002), who observed enhanced heat transfer compared to the ordinary flow, too.

Local temperature measurements show that the increase in the heat transfer is associated

with an increasingly non-isotropic state of convection, where flow rolls become aligned with
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the magnetic field lines.

In summary, there are intensive studies on the convective flows of single-phase fluids in

a DC magnetic field. The unexpected phenomenon of the enhanced heat transfer can oc-

cur because of the strong non-isotropic effect of the magnetic field. However, owing to the

limitation of the measuring techniques, most of the previous investigations rely on the tem-

perature measurements and numerical simulations to study the flow. Direct measurements of

the velocity field are rare concerning the phenomena inside the opaque liquids. Until now, no

study seems to exist concerning the flow driven by a bubble plume in a static magnetic field.

We will investigate the flow driven by a bubble plume in a magnetic field in the following

parts. Two field configurations will be considered: the direction of the magnetic field is either

vertical or horizontal. We use the ultrasound Doppler method to directly measure the flow

velocity field.

4.2 Experimental setup

The experimental setup is shown in Figure 4.3. The eutectic alloy GaInSn was contained in a

cylindrical vessel of Plexiglas, which provided insulating walls. The bulk of the liquid metal

had a diameter D = 2R of 90 mm and a height H of 220 mm, leading to an aspect ratio of

A = H/D = 2.44. Argon gas bubbles were injected through a single nozzle with an inner

diameter of 1 mm located at the center of the container bottom. The gas flow rate Qg was

adjusted using a mass flow controller (MKS 1359C, MKS Instruments). Experiments were

carried out in a range of low gas flow rates (Qg=0.33-6.67 cm3/s) to ensure the formation

of a dispersed bubbly flow. The Helmholtz configuration of a pair of copper coils was used

to generate a homogenous magnetic field, which covered the bulk of the liquid metal. The

direction of the magnetic field can be arranged as either vertical (longitudinal) or horizontal

(transverse). In our experiments, magnetic fields were applied up to a maximum strength of

0.28 T, which corresponded to a maximum Hartmann number of Ha = 484.

We used the DOP2000 instrument with standard 4 MHz (TR0405LS) or 8 MHz (TR0805LS)

transducers to measure the flow field. By a standard 8 MHz transducer, we achieved a spatial

resolution of about 0.69 mm in the axial direction and 7.1 mm in the lateral direction at the

distance of 100 mm ahead of the transducer, respectively. We carried out the measurements

under different sampling frequencies, which were varied from 5 Hz to 30 Hz. The ultrasonic

sensor was vertically installed at the container bottom. The emitted ultrasound beam can be

considered as a vertical line inside the meridional plane. In this way, profiles of the vertical

velocities can be obtained along the line. A traversing system controlled the movement and
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Figure 4.3: Sketch of experimental set-up: (a) schematic view of the bubble column configura-

tion; (b) container cross-section with indicated measuring positions used for the conductance

probes (marked by •) and UDV sensors (marked by ©).

the position of the transducer. Therefore, flow mappings can be carried out in a cylinder

meridional plane. During the measurement, the sensor moved in a step of 3 mm along the

diameter of the container bottom. The measuring time at each spatial position was 3 min-

utes, which was long enough to yield reliable results. In all figures below, we use positive

velocities to represent upward flows and negative velocities for downward flows.

4.3 Experimental results

In this chapter, all results from DOP2000 are liquid-phase velocities. To extract the liquid

velocity from the measured signals, we used the threshold method in Chapter 2. In the

following sections, we will start with the flow in a vertical magnetic field. Afterwards, the

magnetic field will be changed into the horizontal direction. Finally, the results will be

compared and discussed.

4.3.1 Flow in a longitudinal magnetic field

Figure 4.4 shows the measured velocity fields of the bubble-plume-driven flow with and

without the magnetic field. We use the container height H to normalize z coordinate and the

container radius R for radial coordinate r. Figure 4.4(a) shows the original flow of B = 0. An

upward flow exists around the centerline of the cylinder because of the rising bubbles. The

fluid descends close to the wall and forms a global structure of recirculation. The strongest
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(a)

(b) (c)

Figure 4.4: Time-averaged liquid-phase flow fields of bubble-driven flow in a longitudinal

magnetic field at various Hartmann numbers (Qg=0.33 cm3/s). (a) Ha = 0, (b) Ha = 193,

(c) Ha = 335. The color bar denotes the velocity in mm/s.

downward flows are located just below the free surface, while the flow velocities are smaller

in the lower part of the container. The flow structures are comparable to each other in the

two orthogonal planes.

The flow fields at different magnetic inductions are shown in Figure 4.4(b) and 4.4(c),

respectively. A clear tendency can be observed. As a weak field of B = 0.11 T (Ha = 193)

is applied, the recirculation zones below the free surface disappear. Besides, the velocities of
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Figure 4.5: Radial distributions of the vertical velocity component at different heights and

various Hartmann numbers in a longitudinal magnetic field: (a) Z/H = 0.9; (b) Z/H = 0.5.

( � denotes Ha = 0; © denotes Ha = 335; Qg=0.33 cm3/s).

the flow are increased in the lower part of the container. In other words, the distributions

of the velocity become almost uniform in the direction of the field lines. At B = 0.19 T

(Ha = 335), the magnetic field damps clearly the upward flows around the cylinder axis and

the downward flows outside the bubble plume.

Figure 4.5 shows the distributions of the liquid velocity along the cylinder diameter. we

choose two different heights, which are below the free surface and at the mid-height of the

cylinder, respectively. The velocity magnitudes are decreased for the ascending flows in the

cylinder center and for the descending flows close to the cylinder wall. The region of the

upward flow is confined in a narrow range in the cylinder center, (a similar effect on the

distribution of the void fraction in a bubbly pipe flow is already shown by Eckert et al.

2000a,b). At the same time, the distributions of downward velocity become flattened in the

region between 0.5 . |r/R| < 1.

We also compare the downward flow of the fluid close to the container wall. In the current

configuration, flow fields are almost axis-symmetric according to Figure 4.4 and Figure 4.5.

Therefore, we only consider the flow contained in a meridional plane, which corresponds

to φ = 0 in Figure 4.3(b). If we choose the radial position at r/R = 0.87, the velocity

distributions along the vertical line at that position are shown in Figure 4.6. The fluid goes
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Figure 4.6: Vertical distributions of the vertical velocity component at various Hartmann

numbers in a longitudinal magnetic field. —— Ha = 0; −−−Ha = 193; · · · · · Ha = 335.

The data were acquired at the radial position r/R = 0.87 and the gas flow rate Qg=0.33

cm3/s.

downward there. For the original flow, strong downward motion can be clearly observed

below the free surface, where large magnitudes of negative velocities exist. The longitudinal

field damps the flow effectively and smoothes the velocity profiles when Ha is increased. The

effect corresponds to the spreading of momentum along the field lines, as discussed concerning

the bubble wake in a vertical field.

The aforementioned results are concerned with time-averaged flow fields. In fact, the

magnetic field changes the transient motion of the melt, too. For an illustration, we display a

series of consecutive velocity profiles which were obtained at one location for a certain time.

If we choose a vertical line at r/R = 0.87, the results can be plotted as a velocity contour

in the form of the spatial-temporal distribution, as shown in Figure 4.7. In the figures,

the color represents the velocity magnitude. The vertical coordinate represents the height

along the cylinder, and the horizontal coordinate represents the time scale. At Ha = 0, a

region containing distinct downward flows can be observed in the upper part of the vessel,

whereas the flow is weak in the lower part. At B = 0.11T (Ha = 193), the field significantly

damps the downward flow. A downward flow occurs only occasionally with smaller velocities

and disappears in a short time. Further increase of Ha leads to a stable flow with smaller

velocities, as shown in the Figure 4.7(c). The results confirm that a flow can be damped in
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(a)

(b)

(c)

Figure 4.7: Spatiotemporal distributions of the vertical velocity component along a vertical

line at various Hartmann numbers in a longitudinal magnetic field. (a) Ha = 0; (b) Ha = 193;

(c) Ha = 335. The data were acquired at the radial position of r/R = 0.87 in the plane of

φ = 0 at the flow rate of Qg=0.33 cm3/s.

a static magnetic field.

It is worth to point out that, in the above results, the axes of the global recirculation flow

in the meridian planes are perpendicular to the direction of the longitudinal magnetic field.

The flow structures experience the same damping effects. Therefore, the flow field remains

symmetric.

4.3.2 Flow in a transverse magnetic field

In this section, we expose the flow to a horizontal magnetic field, which is also called a

“transverse” magnetic field. We focus on the flows in the meridional planes that are parallel

and perpendicular to the magnetic field lines, respectively. At the beginning, a qualitative

assessment of the bubble plume behavior is achieved by a visual observation on the free

surface of the liquid metal. In the original flow of B = 0, gas bubbles emerge isotropically.

The maximum of the bubble frequency appears around the center of the container cross-

section. The magnetic field concentrates the bubbles into a smaller bounded spot. The
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Figure 4.8: Time-averaged radial distributions of local void fractions measured using a con-

ductance probe at various Hartmann numbers: (a) Ha = 0; (b) Ha = 271; (c) Ha = 484 (�

denotes the distribution along the radius at φ = π/2; © denotes the distribution along the

radius at φ = 0.) The data were acquired at the height of Z/H = 0.9 applying a gas flow

rate of Qg=3.67 cm3/s.

position of this spot is not fixed, but shows a low-frequency oscillation along the diameter of

the cylinder, which is perpendicular to the direction of the magnetic field. The distribution of

the void fraction in the container cross-section can be measured using single-wire conductance

probes. This kind of sensor is a standard technique in two-phase flows (Serizawa et al. 1975)

and can be applied in liquid metals flows as well, see for example Eckert et al. (2000a,b).

Figure 4.8 shows the distributions of the void fraction along a cylinder diameter at a

height at z = 200 mm (z/H = 0.9). The magnetic field results in a concentration of the

gas bubbles in the central region around the axis of the fluid vessel. The focusing of the gas

phase becomes non-isotropic with an increase of Ha and becomes more pronounced along the

radial direction perpendicular to the magnetic field. This tendency agrees with the results

from the MHD channel flow, see Eckert et al. (2000a).

Concerning the transient motion of the bubble plume, we use three conductance probes

to count the bubble numbers at r/R = 0 and r/R = ±0.22 simultaneously. The three probes
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Figure 4.9: Time series of the locally counted bubble number (1/sec) at various Hartmann

numbers simultaneously measured by 3 conductance probes: (a) Ha = 0; (b) Ha = 271; (c)

Ha = 484. The data were acquired at the height of Z/H = 0.9 applying a gas flow rate of

Qg=3.67 cm3/s.

are located on one container diameter, which is either perpendicular or parallel to the field

lines. Time series of the measured bubble numbers are recorded in Figure 4.9 consisting of

consecutively measured data points each with a time interval of 5s. Similar to our observations

at the free surface, the results in Figure 4.9 also reflect that the bubble plume experiences

periodic lateral motions, which occur along the diameter perpendicular to the direction of

the magnetic field. This is manifested by the considerable out-of-phase oscillations of the
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detected bubble numbers at φ = ±π/2. Long term observations show a mean periodicity of

about 15s at Ha = 271. It is worth noting that an increase of Ha (showed in Figure 4.9c)

does not result in a clear reduction of the oscillation amplitudes at φ = ±π/2, but significant

reductions at φ = 0 and φ = π.

Figure 4.10 displays time-averaged flow fields at a relatively low gas flow rate of 0.33

cm3/s. The velocity field in each plane is shown by velocity vectors. The original flow with

Ha = 0 is shown in Figure 4.10(a) and (b), which correspond to the velocity fields in the

two meridional planes. In the central region of the fluid container, the liquid metal is driven

upwards by the rising gas bubbles. The corresponding downward motion appears in the

regions close to the side walls. The magnetic field changes the velocity fields non-isotropically,

as shown from Figures 4.10(c) to 4.10(h). Different flow patterns can be observed in both

the parallel and perpendicular planes. The magnetic field decreases the downward flow in

the parallel plane, whereas the field intensifies the circulation in the perpendicular plane.

Specifically, distinct vortex structures appear at Ha = 271 (see Figure 4.10e), which are

damped with a further increase of Ha (Figure 4.10g). Velocity measurements at higher gas

flow rates reveal qualitatively similar flow patterns.

Contours of the vertical velocity obtained at Qg = 0.83 cm3/s are shown in Figure 4.11.

Corresponding profiles of the vertical velocity along the radius r/R and the height Z/H are

presented in the Figure 4.12 and Figure 4.13, respectively. The flow pattern of the ordinary

bubble plume appears almost axis-symmetric. The maximum of the upward flow and the

recirculation can be observed directly beneath the free surface. Substantial modifications of

the flow structure can be observed when the magnetic field is applied. In the perpendicular

plane, the fluid recirculation is intensified in the lower region of the vessel. Moreover, the

recirculation zones are extended closer to the axis of the fluid container. In contrast, the

fluid overall is set in an upwards motion in the parallel plane. This phenomenon is similar

to that shown in Figure 4.1, as discussed by Davidson (1995, 2001).

Figure 4.12 shows the flattening of the velocity distributions along several cylinder radii,

which are contained in the two orthogonal planes. The flow rises up uniformly along the radii

parallel to the magnetic field lines, as shown in Figure 4.12(b). This tendency is comparable

to the development of a Hartmann profile in a MHD channel flow. At the same time, a

descending flow appears in the perpendicular midplane, as shown in Figure 4.12(a).

The distributions of the vertical velocity along vertical lines are displayed in Figure 4.13,

corresponding to the radial positions of r/R = 0.87 for both parallel and perpendicular mid-

planes. The anisotropy of the flow field in the MHD case is demonstrated again. Periodic

variations of the velocity profiles can be found in Figure 4.13(a), which correspond to the
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Figure 4.10: Vector plots of the liquid velocity structure at various Hartmann numbers: (a)

& (b) Ha = 0; (c) & (d) Ha = 162; (e) & (f) Ha = 271; (g) & (h) Ha = 484. The figures

(a), (c), (e), (g) display the flow in the perpendicular plane; and (b), (d), (f), (h) display the

flow in the parallel plane. (Qg=0.33 cm3/s).
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(a) (b)

(c) (d)

Figure 4.11: Contour plots of the vertical velocity component at various Hartmann numbers:

(a) Ha = 0; (b) Ha = 162; (c) Ha = 271; (d)Ha = 484. (Qg=0.83 cm3/s). The color bar

denotes the velocity in mm/s.

vortex structure in the flow field as already shown in Figure 4.11. In the case of the parallel

plane, the magnetic field leads to a reversal of the mean velocities.

Figure 4.14 presents the time-averaged velocity and the RMS values as a function of Ha

for gas flow rates of 0.83 and 3.67 cm3/s, respectively. The values are deduced from the

velocity time series at the position r/R = 0.87 and z/H = 0.5. As shown in Figure 4.14(a)

the absolute values of the time-averaged velocity in both the parallel and perpendicular plane

grow almost continuously as Ha increases. Furthermore, a considerable enhancement of the

measured velocity variances (RMS) indicate that applying a magnetic field at moderate field

strengths (Ha = 162 at Qg=0.83 cm3/s or Ha = 271 at Qg=3.67 cm3/s) gives rise to large

coherent flow structures, see Figure 4.14(b). A further increase of Ha results in a damping

of the oscillating flow structures accompanied by a significant decrease of the RMS value.
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Figure 4.12: Radial distributions of vertical velocity component at different heights and

various Hartmann numbers: (a) in the plane perpendicular to B; (b) in the plane parallel to

B. (� denotes Ha = 0; © denotes Ha = 271; △ denotes Ha = 484; Qg=0.83 cm3/s).
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Figure 4.13: Vertical distributions of vertical velocity component at various Hartmann num-

bers: (a) in the plane perpendicular to B; (b) in the plane parallel to B; —— Ha = 0; −−−

Ha = 271; · · · · ·· Ha = 484. The data were acquired at a radial position of r/R = 0.87

applying a gas flow rate of Qg=0.83 cm3/s.
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Figure 4.14: RMS and time-averaged velocities calculated for different Hartmann numbers

and two gas flow rates: (a) Qg=0.83 cm3/s ; (b) Qg=3.67 cm3/s. ( −�− denotes the flow in

the perpendicular plane; ···©··· denotes the flow in the parallel plane) The data were acquired

at the position r/R = 0.87 and Z/H = 0.5.

This tendency can also be supported qualitatively by the analysis of the transient flow to be

presented in the next sections. However, the decrease of the RMS value is accompanied with

a particular increment concerning the magnitude of the mean velocity.

The results regarding the spatial flow structure reveal that the application of a transverse

magnetic field gives rise to large coherent structures in the flow field. In the following parts,

the low-frequency transient behavior of these structures will be discussed. For this reason, the

time series of the vertical velocity profiles are recorded along a vertical line in both orthogonal

planes. Six sensor positions are chosen, located on a radius of r/R = 0.87 at different angles

φ displayed in Figure 4.3(b). A sequence of velocity profiles recorded consecutively during

120 s is used to illustrate the spatial-temporal flow shown in Figure 4.15, for the case of an

ordinary bubble plume at a gas flow rate of 0.83 cm3/s. In the flow of Ha = 0, a permanent

downward flow can be observed in a zone from about 30 to 70 cm below the free surface.

Occasionally, this zone is stretched towards the central part of the fluid cylinder, whereas

in the bottom part a weak ascending motion can be observed. Apart from local velocity

fluctuations, the global flow pattern appears to be stationary. Figure 4.15(b) displays the
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(a)

(b)

Figure 4.15: Vertical velocity measured along a vertical line at r/R = 0.87, φ = 0, Qg =

0.83 cm3/s and Ha = 0 : (a) the spatiotemporal distribution; (b) selected time series at the

position Z/H = 0.5 . The color bar denotes the velocity in mm/s.

velocity time series obtained at z/H = 0.5 mm, which is also marked as black horizontal line

in Figure 4.15(a).

The magnetic field modifies the time variations of global flow structures distinctively. Fig-

ure 4.16 contains the spatial-temporal plots of the fluid velocity for Ha numbers of 162, 271

and 484. In Figure 4.16(a), the velocity profiles show two separate regions with a predom-

inantly descending flow. A strong flow with negative velocities moves from the free surface

downwards at intervals. At approximately the mid-height of the container, the flow returns

abruptly to the location of departure. As shown in the figure, the domains of the downward

flows are reciprocally paired with localized upward flow zones. In the perpendicular plane,

it becomes clear that a recirculation zone is established with the maximum values for the

downwards flow around the container mid-height. Similar patterns with an opposite sign

of the velocity appears, in the parallel plane at φ = π/2 as shown in Figure 4.16(b). The

flow pattern changes when Ha is increased. However, it can be noted that no steady flow is

achieved.

The existence of low-frequency flow structures is also reflected by the velocity time series

in Figure 4.17, which are obtained at z/H = 0.5. The periodic time of the velocity signals

recorded at Ha = 162 is about 30 s. Obviously, both the periodic time and the amplitude

of the low-frequency oscillations decline as Ha increases. The averaged magnitude of the

velocity increases in the parallel plane as Ha increases, whereas the temporary values oscillate

between zero and a maximum value.
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Figure 4.16: Spatiotemporal distributions of the vertical velocity component along a vertical

line at various Hartmann numbers: (a) & (b): Ha = 162; (c) & (d): Ha = 271; (e) & (f):

Ha = 484. The figures (a), (c), (e) depict the flow in the perpendicular plane; and (b), (d),

(f) depict the flow in the parallel plane. (Qg=0.83 cm3/s) The color bar denotes the velocity

in mm/s.
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Figure 4.17: Time series of the vertical velocity component at different Hartmann numbers:

(a) Ha = 162; (b) Ha = 271; (c) Ha = 484. The left hand side figure presents the flow

in the perpendicular plane; the right hand side one presents the flow in the parallel plane.

The data were acquired at the position r/R = 0.87, Z/H = 0.5 applying a gas flow rate of

Qg=0.83 cm3/s.

Measurements at different gas flow rate were performed in the range Qg=0.33-3.67 cm3/s.

The results show that the observed phenomena are similar and the trends already described

can be generalized. As a second example, we present results at a gas flow rate of Qg=3.67

cm3/s. Figures 4.18, 4.19 and 4.20 show the spatio-temporal structures, the local time series

and the corresponding frequency spectra calculated using FFT for the same set of Hartmann

numbers as used in Figures 4.16 and 4.17. At this gas flow rate, distinct similarities can be

noticed considering the spatial-temporal flow structures in both planes (φ = 0 and φ = π/2).

Very regular oscillations are found at Ha = 162 in the perpendicular plane. Zones with

strong descending flow appear periodically beneath the free surface and move continuously

towards the bottom of the container.

The power spectra of the time series recorded at Ha = 162 in Figure 4.19 and Figure

4.20 reveal frequency peaks at 0.127 Hz and 0.131 Hz, respectively. Increasing the Hartmann

number to Ha = 271 creates another flow pattern. Regions with alternating ascending and
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Figure 4.18: Spatiotemporal distributions of the vertical velocity along a vertical line at

various Hartmann numbers: (a) & (b) Ha = 162; (c) & (d) Ha = 271; (e) & (f) Ha = 484.

The figures (a), (c), (e) depict the flow in the perpendicular plane; and (b), (d), (f) depict

the flow in the parallel plane. (Qg=3.67 cm3/s). The color bar denotes the velocity in mm/s.
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Figure 4.19: Velocity time series and corresponding FFT spectra of the vertical velocity

component at different Hartmann numbers in the plane perpendicular to B: (a) Ha = 162;

(b) Ha = 271; (c) Ha = 484. The data were acquired at the position r/R = 0.87, Z/H = 0.5

applying a gas flow rate of Qg=3.67 cm3/s.

descending fluid motion emerge. The FFT of the time series shows a distinct peak at 0.067 Hz

for the time series in both planes. The large-scale fluctuations disappear almost completely

when Ha ∼ 484. Here, stable zones of descending (perpendicular plane) or ascending (parallel

plane) flows appear. Consequently, no dominant frequency peaks can be identified in the FFT

spectra. It is worth to point out that the maximum amplitude of the velocity oscillations

is found at Ha = 271. The time-averaged velocity even increases in the case of the highest

magnetic field strength (Ha = 484), although the amplitude of the large-scale oscillations

is substantially damped. Figure 4.21 shows the dominant frequencies determined from the

power spectra of the velocity time series at different gas flow rates. It can be noticed that

increasing the gas flow rate leads to higher frequencies in general.

Further measurements are carried out at Qg=3.67 cm3/s and Ha = 271, where vertical

velocities are simultaneously measured at different azimuthal locations φ on a circle of r/R =
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Figure 4.20: Velocity time series and corresponding FFT spectra of the vertical velocity

component at different Hartmann numbers in the plane parallel to B: (a) Ha = 162; (b)

Ha = 271; (c) Ha = 484. The data were acquired at the position r/R = 0.87, Z/H = 0.5

applying a gas flow rate of Qg=3.67 cm3/s.

0.87 (see Figure 4.3b). All the velocity time series are obtained at a height of z/H = 0.77.

Auto- and cross-correlation functions are calculated according to the following formulas

R(φ1, φ1, τ) =
u(φ1, t) · u(φ1, t + τ)

u(φ1, t)2
(4.2)

R(φ1, φ2, τ) =
u(φ1, t) · u(φ2, t + τ)
√

u(φ1, t)2 · u(φ2, t)2
(4.3)

Simultaneous measurements of the vertical velocity are performed at

1. φ = 0 and φ = π,

2. φ = π/4 and φ = 3π/4,

3. φ = −π/4 and φ = −3π/4,

4. φ = 0, φ = ±π/4 and φ = π/2
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Figure 4.21: Predominant frequency of the vertical velocity at different gas flow rates and

various Hartmann numbers. The measurements were performed in the perpendicular plane

at r/R = 0.87, Z/H = 0.5 applying a gas flow rate of Qg=3.67 cm3/s.

which allow us to examine the relation of the velocity time series along chordal lines parallel to

and across the magnetic field lines respectively. If the magnetic field causes an elongation and

alignment of the flow structures in the direction of the applied magnetic field (Davidson 1995),

a high degree of correlation should be found regarding to the velocity signals obtained at

chords aligned with the field lines. In fact, the comparison between auto-correlation functions

calculated at φ = ±π/4 and cross correlation functions R(π/4, 3π/4) and R(−π/4,−3π/4),

respectively, demonstrates an almost perfect agreement, as shown in in Figure 4.22. Regular

oscillations occur showing a periodicity of about 16 s. The velocity time series obtained at φ

= 0 and φ = π are also found to be highly correlated. At a first view, it might be surprising

that the correlation along the diameter is less remarkable than those along the parallel chords.

This can be understood if we take into account of the existence of the bubble plume in the

center of the container, which might disturb the spreading of momentum along the magnetic

field lines and, therefore, are responsible for the weak distortion of the correlation function

along the diameter. Another evident feature is the appearance of another oscillating mode

leading to a doubling of the frequency, as shown in Figure 4.22(c).

This twofold frequency also can be recognized in Figure 4.23, which shows the velocity

time series at φ = 0, φ = π/2, as well as φ = ±π/4. Related auto-correlation and cross-

correlation coefficients can be found in Figure 4.24. All four time series in Figure 4.23 exhibit

oscillations with a dominating periodicity of around 16s. It corresponds to a frequency of 0.06

Hz approximately, which is confirmed by prominent peaks in the spectra (not shown here).
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Figure 4.22: Correlation coefficients of the vertical velocity component along the direction of

the magnetic field lines. (—-— denotes the auto-correlation coefficient; ······· denotes the cross-

correlation coefficient.) All data were simultaneously measured at the position r/R = 0.87,

Z/H = 0.77 applying a Hartmann number of Ha = 271 and a gas flow rate of Qg=3.67

cm3/s.

The velocity series at φ = π/2 and φ = π/4 show a positive concurrence, whereas the time

series obtained at φ = ±π/4 are negatively correlated. This means that, in the magnetic field,

the fluid motion becomes uniform along the field lines. The half volumes on both sides of the

parallel midplane are filled with large-scale flow structures which are oriented parallel to the

magnetic field lines. The position of these vortices changes with time. A further question

remains concerning the temporal relations between the flow structures in the half volumes

on both sides of the parallel midplane, respectively. As shown in Figure 4.24, velocity time

series recorded at φ = π/4 and φ = −π/4 are in anti-phase, which indicates a reciprocal

succession with a phase lag of a half period. The amplitude of velocity oscillations at φ = 0

is considerably smaller compared to those at the other three measuring positions. Here, the

flow is mainly ascending. The originally downward flow is reversed by the electromagnetic

force. In addition to the primary oscillation, another periodicity of about 8s is manifested

by smaller velocity peaks. The comparison between the time series in Figure 4.23 shows that
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Figure 4.23: Time series of the vertical velocitiy component at different angular positions

across the magnetic field lines: (a) φ = π/2; (b) φ = π/4; (c) φ = 0; (d) φ = −π/2. The

velocities were simultaneously measured at the position r/R = 0.87, Z/H = 0.77 applying a

Hartmann number of Ha = 271 and a gas flow rate Qg=3.67cm3/s.

the peaks of ascending flow at φ = 0 correspond at any time to a maximum of descending

flow at φ = ±π/4. The interlaced progression of vortices, with a periodicity of about 16 s, in

both half volumes should be registered at the midplane with a time shift of 8s. However, it

is worth noting that, along the entire height of the fluid vessel, this twofold frequency could

not be so clearly identified at all vertical positions. This indicates that the flow symmetry is

not perfect with respect to the midplane parallel to the magnetic field. Although the vortical

structures at both sides of the parallel midplane can be traced at φ = 0 at several heights,

the velocity variations recorded in other regions of the parallel plane are exclusively governed

by the vortices of either of both half volumes. Then, only a single peak of 0.06 Hz appears

in the spectra.
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Figure 4.24: Correlation coefficients of the vertical velocity component corresponding to the

velocity time series in Figure 4.23: (a) autocorrelation coefficient R(π/2, π/2) at φ = π/2; (b)

cross-correlation coefficient R(π/4, π/2) at φ = π/4; (c) cross-correlation coefficient R(0, π/2)

at φ = 0; (d) cross-correlation coefficient R(−π/4, π/2) at φ = −π/4.

4.4 Summary and discussion

In this chapter, we study the flow induced by a bubbly jet in a cylinder exposed to either a

longitudinal or a transverse magnetic field. The results in the longitudinal field show that

the flow is damped and stabilized. However, some seemingly surprising phenomena are found

in the case of a transverse magnetic field. The flow is destabilized by the magnetic field, as

shown by the spatial-temporal distributions of the velocity in the cylinder. Such phenomena

deserve further discussions.

Davidson (1995) considered the generic problem of jet in a transverse magnetic field,

as shown in Figure 4.1. The velocity profile of the jet is calculated by Davidson (1995) and

shown in Figure 4.25. Originally stagnant fluid along the field lines is set into upward motion,

whereas reverse flows appear on the both left and right hand sides of the jet.

These general features with respect to the reorganization of the flow pattern are also

observed in our experiment of a bubbly jet, for instance, as shown in Figure 4.11 and Figure
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B

x z/(t/τ)1/2

Figure 4.25: The change of a jet in a transverse magnetic field in an infinite domain. Note

the negative flows on both sides of the jet as well as the ascending flows along the magnetic

field lines. The picture is taken from Davidson (1995) and Davidson (2001).

4.12. In the bubble-plume-driven flow, the transverse magnetic field promotes an ascending

flow and suppresses descending flows in the plane parallel to the field lines, whereas an in-

verse situation is found in the plane perpendicular to the field lines. The variation of the

velocity along the magnetic field lines decreases considerably, which indicates the develop-

ment of quasi-two-dimensional flow structures as already known from MHD theory, see for

example Alemany et al. (1979) and Sommeria & Moreau (1982). We estimate the ratio of

the electromagnetic force to the inertial force by calculating the interaction number N . At

Qg=3.67 cm3/s, the typical velocity in the flow is Ul ∼ 200 mm/s, which is the liquid velocity

in the center of the bubble plume. This leads to Re ∼ 2.4× 104 based on the length scale of

the container radius. Therefore, we have N ∼ 1 for Ha = 162. For the highest Hartmann

number of Ha = 484, we have N ∼ 10, which shows that significant modifications of the flow

can be expected. In the current experiment, the fluid motion is dominated by large-scale

flow structures that elongated along the direction of the magnetic field. Such flow structures

cover the entire chord lengths of the cylinder cross-section, as shown in Figure 4.22.

Comparable flows are found on both sides of the bubble plume. The two-dimensional

flow structures travel periodically in the vertical direction. Furthermore, there is a phase lag

which equals to half of a period, between these flow structures on both sides of the bubbly

jet. When Ha remains moderate, the vertical positions of these vortices oscillate periodically,

as shown in Figure 4.23 and Figure 4.24. At higher Ha, the location of these recirculating

zones becomes frozen. However, the resulted mean velocities of the flow are not necessarily

smaller, see for example Figure 4.19 and Figure 4.20. A global damping of the flow is only

observed at a very small gas flow rate and the maximum magnetic field, which gives N ∼ 50.

The large-scale flow structures in the present work can explain the intensification of the
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convective heat transfer as observed in MHD thermal convection by Authie et al. (2003), Burr

& Müller (2002); Burr et al. (2003) at moderate Hartmann numbers. At sufficiently high

Hartmann numbers, the vertical motion of the vortical structures will be suppressed, which

is associated with a reduction of the transfer properties. It becomes apparent that detailed

measurements of the flow structure are also essential to fully understand the transport of

scalar quantities, as for heat transfer phenomena.

The question concerning the mechanism for the formation of the observed large-scale

structures remains difficult. The magnetic field primarily influences the liquid flow structure,

but the driving force of the flow, i.e. the plume of the rising gas bubbles, is affected too.

Therefore we cannot definitely conclude that the reinforced large-scale velocity fluctuations

appearing in a particular range of Hartmann numbers represent a universal feature connected

with the application of a DC magnetic field to any originally isotropic flow. On the other

hand, an acceleration of the liquid phase might be realized by increasing of the gas flow rate,

too. However, in our experiment it was not possible to initiate the traveling vortex structures

at any gas flow rate as long as the magnetic field was zero. The aforementioned studies

concerning the heat transfer in MHD flows, see Authie et al. (2003); Burr & Müller (2002);

Burr et al. (2003), suggest that the flow behaves in a similar manner. In contrast to an MHD

flow in a straight channel, here we also have a free-developing flow; thus the phenomenon

considered might be typical for the application of a DC magnetic field on free convection. In

the case of the bubble plume, the flow is turbulent, showing velocity fluctuations on different

length scales. It is well known that, due to the Joule dissipation, three-dimensional flow

structures are quickly changed, whereas turbulent elements can survive if their vorticity is

aligned with the direction of the magnetic field. Now it has been shown that under certain

conditions these structures can also be amplified by a transfer of momentum leading to a

reinforcement of velocity fluctuations, as observed in our experiment.

Local measurements of the bubble number using the conductance probes showed a pe-

riodic movement of the bubble plume along the container diameter perpendicular to the

magnetic field, with a similar frequency as found to be typical for the detected velocity oscil-

lations. This fact indicates a mutual interaction between the bubble plume and the traveling

large-scale flow structures. The flow structures produce variations of the dynamic pressure,

which are responsible for the wandering motion of the bubble plume in the two-phase system.

Such coupled oscillations between the lateral motion of the bubble plume and the velocity

of the surrounding liquid have also been found in a conventional air-water system. Becker et

al. (1999) performed measurements in a cylindrical and a flat bubble column, respectively.

The authors described the flow in the cylindrical vessel to be chaotic and not predictable.
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Figure 4.26: Snapshots of bubble plume motion in a two-dimensional flat container. The

picture is taken from Becker et al. (1999).

The velocity time series contained a broad range of low-frequency contributions, but there

was no characteristic frequency for the entire column. A meandering bubble plume was

observed in a flat rectangular bubble column, as shown in Figure 4.26. The velocity series

in this case exhibit undamped harmonic oscillations connected to staggered rows of vortices

periodically moving downwards. The number of vortices increases with the liquid height, see

Borchers et al. (1999). It is interesting to note that the application of a horizontal magnetic

field on a bubble plume in a liquid column leads to a similar flow structure as known from

flat bubble columns in ordinary hydrodynamics. In the latter case, the confinement of the

container walls forced the flow to become two-dimensional leaving mainly one horizontal

vorticity component. In the case of MHD the magnetic field causes quasi-two-dimesnional

flow pattern. Moreover, the dominating frequency reported by Becker et al. (1999) is about

0.059 Hz, which is the same order of magnitude as found in our experiments. Naturally,

the question arises of whether the same mechanism is responsible for the occurrence of the

velocity oscillations in both cases. Further work could consider this similarity more explicitly.

The fact that a static magnetic field may give rise to non-steady, non-isotropic large

flow structures could attain key importance in metallurgical engineering, especially, for the

application of a DC magnetic field in the continuous casting process, where an electromagnetic

brake of this kind is suggested to stabilize the flow field. The oscillations potentially arising

within a range of moderate field intensity need to be taken into account for future activities

regarding the process optimization by an electromagnetic brake.



Chapter 5

Summary

In this dissertation, laboratory experiments are carried out to study liquid metal flows driven

by gas bubbles under the influence of a static magnetic field. We focus on the fundamental

problems because they can be considered as prototypes of many two-phase flows in metal-

lurgical engineering.

Chapter 1 provides the background for the current research work. Afterwards, we discuss

the measuring technique for such two-phase flows in Chapter 2. Commercial measuring

techniques for the special purpose of liquid metal flows do not exist, but in the recent literature

several applications of the Ultrasound Doppler Velocimetry (UDV) are described. UDV allows

to measure local velocity profiles in flows of opaque liquids. We adopted the measuring system

DOP2000 to the needs of our liquid metal model experiments and used it throughout the

experimental studies of this dissertation. The capability of DOP2000 is explored through

several test problems. The settling velocities of single solid spheres in a stagnant liquid bulk

were measured by UDV. The obtained results agree well with the standard drag coefficient

curve of a sphere given in literature. The rising velocities of single gas bubbles in stagnant

liquids, such as water or glycerin, were measured by UDV. The results were compared with

other experimental data in literature and good agreements were achieved. A bubble-chain-

driven flow in a transparent liquid was measured in parallel by UDV and a Laser Doppler

Anemometer (LDA). Both instruments obtained the information of the liquid velocity along

the bubble chain centerline. Working with a back scatter mode, the LDA gave directly the

liquid-phase velocity. The results of UDV contained a mixture of the signals from the bubbles

and the liquid along the whole centerline. A threshold method was developed to extract

automatically the liquid velocity information. The obtained results agreed well with those

obtained by the LDA. Thus, it was convincingly demonstrated that the UDV measurements

allow to measure reliably liquid metal two-phase flows at low void fractions.

Liquid metal flows driven by a single rising bubble in either a vertical or a horizontal

magnetic field are investigated in Chapter 3. The normal hydrodynamic case at B = 0 was

investigated at the beginning. The terminal velocities of rising bubbles were measured by

UDV and compared to the values predicted by the Mendelson equation, which is suitable for
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pure liquids. The experimental data of UDV were slightly lower than the predicted values.

The discrepancies can be explained by the fact that the GaInSn likely contained a small

amount of impurities in the experiments. The vertical component of the bubble velocities

displayed periodic oscillations, which indicate that the bubbles followed non-rectilinear tra-

jectories as they rose up. The oscillation frequencies in the vertical direction were twice the

frequencies in horizontal direction, as already found in the literature. A vertical (longitudi-

nal) magnetic field affected the bubble rising velocity depending on the bubble size. The drag

coefficients of smaller bubbles (Eo = 2.2 and 2.5) were increased as the magnetic interaction

number N was about 1, whereas the drag coefficients of larger bubbles (Eo = 3.4, 4.9 and

6.6) were decreased in the same magnetic interaction number range. The amplitudes and

frequencies of the bubble vertical velocities were both decreased. The vertical component

of the liquid velocity induced by a rising bubble (bubble wake) was changed by the vertical

magnetic field. In the region close to the bubble, the velocity magnitude was decreased;

whereas in the far region, the liquid velocity was increased. The decay of velocity in the

magnetic field became slower in comparison to the case without field. This was explained as

a process of spreading of momentum along the magnetic field lines. A horizontal (transverse)

magnetic field changed the bubble motion in a different way. The drag coefficients of the

bubbles with Eo = 2.7, 4.1 and 4.4 were decreased when N < 1.5; whereas the drag coeffi-

cients of the bubbles with Eo = 5.9, 6.4 and 6.9 were firstly decreased at around N = 0.5 and

then increased when N > 1. The oscillation amplitudes of the bubble vertical velocity were

effectively decreased. However, the oscillation frequencies were increased by the horizontal

magnetic field. The vertical component of the liquid velocity was decreased everywhere in the

bubble wake in the horizontal magnetic field. The decay of the liquid velocity became faster

in comparison to the case without field. The differences in the velocity distribution and de-

cay in the two field configurations were explained by taking into account of the non-isotropic

damping effect of a static magnetic field.

Liquid metal flows driven by a bubble plume in either a vertical or a horizontal mag-

netic field are investigated in Chapter 4. The flow without magnetic field was measured as

a basis for comparison. The bubble plume was injected at the bottom center of a cylindrical

vessel. The velocity fields of the induced flow were measured in two orthogonal meridional

planes. The results showed that the fluid was flowing upward in the cylinder center and

flowing downward in the region close to the cylinder wall. The flow field can be considered

as axisymmetric in a good approximation. A vertical magnetic field stabilized and damped

the flow effectively. The temporal variations of the fluid velocity became smaller if the mag-

netic induction was increased. The velocity magnitudes were decreased, and the velocity
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distributions along the magnetic field lines were smoothed. The flow field keeps the axisym-

metric distribution. A horizontal magnetic field destabilized and enhanced the flow within

a range of moderate magnetic induction values. The flow became non-axisymmetric due to

the non-isotropic influence of the magnetic field. In the meridional plane parallel to the field

lines, the flow changed its direction from downward to upward. In comparison, enhanced

downward flows were observed in the meridional plane perpendicular to the field lines. The

flows in both planes became oscillating periodically within a range of moderate magnetic

induction values. Whereas the damping influence of the vertical magnetic field on the bubble

plume driven melt flow is fully as expected, the serious change of the flow in a horizontal

magnetic field may be considered as surprising. It is for the first time here that such a

destabilizing action of an external DC magnetic field on a liquid metal flow is experimentally

demonstrated and investigated in detail. These results may have a significant impact on the

application of steady electromagnetic brakes in metals processing, as it is already in use in

the steel casting of thin slabs. The generally assumed damping action of such a brake on

the liquid metal two-phase flow in the nozzle or the mold of this process, which was never

experimentally tested up to now, may in reality appear in a totally different influence of the

magnetic brake. The basic experiments performed in frame of the present dissertation give a

strong hint into this direction and manifest very clearly that related experiments with careful

velocity measurements are indispensable for a better understanding of complex liquid metal

two-phase flows under the influence of external magnetic fields.
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A.1 The Lorentz force derived by Sommeria & Moreau

The equation (1.13) can be derived in the way shown in Robbert (1967). We start with

the Faraday’s law and the Ampére’ law

∇× E = −
∂B

∂t
(1)

∇× B = µJ (2)

where µ is the permeability of the fluid. In equations (1) and (2), the magnetic field B is a

superposition of the imposed static field B0 and the induced magnetic field b; namely

B = B0 + b (3)

Note that the induced b is only considered inside this Appendix. In the other parts of the

thesis, we use B to represent the imposed magnetic field which is uniform and static.

The Lorentz force in equation (1.6) can be written as

J × B =
1

µ
(∇× B) × B = (B · ∇)(B/µ) −∇(B2/2µ) (4)

by using the following identity

∇(B2/2) = (B · ∇)B + B ×∇× B (5)

Therefore, the Navier-Stokes equation (1.8) can be written as

∂u

∂t
+ (u · ∇)u = −

1

ρ
∇P + ν∇2u +

1

µρ
(B · ∇)B (6)

where the gradient term ∇P includes ∇(B2/2µ).

Now equation (3) can be substituted into the last term in equation (6) and the second-

order term (b·∇)b can be neglected. When B0 is uniform and lies in the z direction, equation

(6) becomes
∂u

∂t
+ (u · ∇)u = −

1

ρ
∇P + ν∇2u +

B0

µρ

∂b

∂z
(7)
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where B0 represents the magnetic induction of the imposed field.

On the other hand, if we take the curl of equation (1.3) and replace J and E using

equations (1) and (2), there is

∇×∇× B = µσe

(

−
∂B

∂t
+ ∇× (u × B)

)

(8)

which can be further written as

∂B

∂t
= (B · ∇)u − (u · ∇)B +

1

µσe
∇2B (9)

Under the condition of Rm ≪ 1, we adopt the quasi-static theory and equation (9)

becomes

0 = (B · ∇)u − (u · ∇)B +
1

µσe
∇2B (10)

Similarly, we substitute equation (3) into equation (10) and neglect the second-order term

u × b, there is

0 = (B0 · ∇)u − (u · ∇)B0 +
1

µσe
∇2(B0 + b) (11)

Namely

B0

∂u

∂z
+

1

µσe
∇2b = 0 (12)

The induced b can be written symbolically as

b = −µσeB0∇
−2

∂u

∂z
(13)

Combining equations (13) and (7), we have

∂u

∂t
+ (u · ∇)u = −

1

ρ
∇P + ν∇2u −

σeB
2
0

ρ
∇−2

∂2u

∂z2
(14)

where the last term is the same as equation (1.13).

A.2 Doppler frequency

Consider a wave whose actual speed and frequency are c and fe, respectively. The wave

is perceived by a receiver with a frequency of fr in the following form

fr = fe

(

c ± ur

c ∓ ue

)

(15)

where ur and ue are the speed of the receiver and the emitter, respectively; in fact, they are

the velocity components projected on the line which links the receiver and emitter. The signs

of plus (+) and minus (−) are decided by the convention that the perceived frequency fr is

higher than the actual frequency fe if the emitter and the receiver move toward each other.
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When an ultrasound emitter is fixed at a location and a reflecting particle moves with a

speed u towards the emitter, the frequency (fr1) perceived by the particle takes the following

form

fr1 = fe

(

c + u

c

)

(16)

Afterwards, the emitter receives the reflected wave from the particle with the frequency

fr (note that the wave is now emitted by the particle with a frequency of fr1), which is

fr = fr1

(

c

c − u

)

= fe

(

c + u

c − u

)

(17)

As a result, the Doppler frequency fd (or the Doppler shift) perceived by the emitter is

given by

fd = fr − fe = fe

(

2u

c − u

)

(18)

Under the condition of c ≫ u, we have the simplified form

fd =
2u

c
fe (19)

which is the same as equation (2.3).

A.3 The phase shift & Doppler shift

The conventional calculation of velocity from the Doppler frequency, shown as equation

(2.3), can be derived from equation (2.8). This is discussed by Atkinson & Woodcock (1982)

in the following way. If we differentiate both sides of equation (2.8), we have

dδ

dt
= 2πfe ·

d(∆t)

dt
(20)

Since the frequency is defined as the change rate of the phase ϕ with time, the change

rate of the phase difference, δ, is the frequency difference between the received echo and

the transmitted wave. The frequency difference actually is the Doppler shift frequency, fd;

namely, the left hand side of equation (20) is

dδ

dt
= 2πfd (21)

The right hand side of the equation (20) can be reformulated. If we denote the distance

between the particle and the transducer as z, and take into account the fact that ∆P ≪ z,

we have
d(∆t)

dt
=

d

dt

(

2z

c

)

=
2

c

dz

dt
=

2

c
u (22)
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so equation (2.8) actually shows

2πfd = 2πfe ·
2u

c
(23)

in fact, this is the same as equation (2.3).

In convention, the instruments using either of the methods are all called ultrasound

Doppler devices in literature, see Jensen (1996).
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