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Abstract: Detecting litchis in a complex natural environment is important for yield estimation and
provides reliable support to litchi-picking robots. This paper proposes an improved litchi detection
model named YOLOv5-litchi for litchi detection in complex natural environments. First, we add a
convolutional block attention module to each C3 module in the backbone of the network to enhance
the ability of the network to extract important feature information. Second, we add a small-object
detection layer to enable the model to locate smaller targets and enhance the detection performance
of small targets. Third, the Mosaic-9 data augmentation in the network increases the diversity of
datasets. Then, we accelerate the regression convergence process of the prediction box by replacing
the target detection regression loss function with CIoU. Finally, we add weighted-boxes fusion to
bring the prediction boxes closer to the target and reduce the missed detection. An experiment is
carried out to verify the effectiveness of the improvement. The results of the study show that the mAP
and recall of the YOLOv5-litchi model were improved by 12.9% and 15%, respectively, in comparison
with those of the unimproved YOLOv5 network. The inference speed of the YOLOv5-litchi model to
detect each picture is 25 ms, which is much better than that of Faster-RCNN and YOLOv4. Compared
with the unimproved YOLOv5 network, the mAP of the YOLOv5-litchi model increased by 17.4% in
the large visual scenes. The performance of the YOLOv5-litchi model for litchi detection is the best
in five models. Therefore, YOLOv5-litchi achieved a good balance between speed, model size, and
accuracy, which can meet the needs of litchi detection in agriculture and provides technical support
for the yield estimation and litchi-picking robots.

Keywords: litchi detection; YOLOv5-litchi; complex natural environment; convolutional block
attention module; Complete Intersection over Union

1. Introduction

China is an important litchi-growing region. The annual production of litchi in
China can reach more than 2 million tons, accounting for over half of the world’s total
production [1,2]. Calculated according to the area of the Chinese National Litchi and
Longan Industrial Technology System, the litchi planting area in China has already reached
500,000 hm2, accounting for about 70% of the world’s total [3]. In recent years, the planting
area of litchi trees has been increasing constantly, and most of the yield reaches the market
at the same time, leading to the litchi market supply exceeding the demand [4]. Yield
estimation of litchis can help farmers to prepare well, such as by contacting buyers in a
timely manner or preparing enough storage space to reduce losses [5–7].

The traditional method of estimating fruit tree yield relies on roughly counting the
number of fruits under the tree manually and multiplying this by the average weight of the
fruits, but this method requires a high level of experience, and is labor intensive and low
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in efficiency [8–10]. With improved computer performance, deep learning technology has
developed rapidly and is now being applied in agriculture, for example, to identify pests
and disease, classify crops, automatically pick the yield, and estimate the yield [11–14].
Currently, the key to yield estimation for fruit trees is the rapid and accurate detection of
fruits on the tree [15,16].

Fu et al. [17], by adding two 3 × 3 and 1 × 1 convolutional kernels to the fifth and
sixth convolutional layers of YOLOv3-tiny, proposed a DY3TNet network to quickly and
accurately detect kiwifruit under all-day field conditions. Sozzi et al. [18] proposed a
convolutional neural network recognition algorithm for real-time bunch detection and
counting in grapes using the YOLOv5 network. The accuracy of the graph was about
80%. Peng et al. [19] improved the SSD algorithm by replacing VGG16 with ResNet-101 to
accurately recognize a variety of fruits, and the recognition accuracy of four fruits in the
test set reached 90%. Tian et al. [20] used DenseNet to improve the YOLOv3 algorithm, and
as per the test results, the improved model was able to recognize trees at different periods
of apple development. Gao et al. [21] proposed a multiclass apple detection method based
on fast regional convolutional neural networks. Dorj et al. [22] used image processing
techniques to detect and count citrus fruits on trees. Bargoti et al. [23] used multiscale
multilayered perceptrons (MLPs) and convolutional neural networks (CNNs) to detect
and count fruits using image data. Zhou et al. [24] proposed an SSD network with two
backbones, MobileNetV2 and InceptionV3. Because of the lightweight backbone, they
developed an Android APP for smartphones to detect kiwifruit and estimate their yield.
Apolo-Apolo et al. [25] used the Faster-RCNN model to train a citrus dataset that was
captured from an unmanned aerial vehicle (UAV)e. The error between actual and estimated
yields for each citrus tree was about 1 kg. Mekhalfi et al. [26] used an optical sensor to
design a system for kiwifruit yield estimation based on computer vision. Yang et al. [27]
added the convolutional block attention module (CBAM) to YOLOv4, which can be used
to detect wheat and calculate the amount. Youssef et al. [28] proposed a yield estimation
module that combines YOLO with DeepSORT and uses a video to detect and track fruits.

Numerous studies have been carried out on the target detection of fruit, including
targets blocked by leaves or other fruits. However, the mainstream research objects are
fruits such as kiwifruit, oranges, and mangoes, where the target size is large and there is
a low level of obscuration. Few scholars have studied fruits of the Sapindaceae family,
such as litchi and longan, because of their small target size and severe obscuration. To
detect litchis in a complex background, Peng et al. [29] proposed a novel network model
called YOLOv3-Litchi that uses the feature pyramid to retain the shallow features of litchis
and cuts down the model size, but the YOLOv3-Litchi model is suitable only for small
fields of view and cannot be used for yield estimation. Wu et al. [30] proposed a litchi
detection algorithm based on the YOLOv4 network, using the K–means++ algorithm to
select the appropriate size for litchis, and changed the feature map to account for the small
and dense litchi targets, but the improved algorithm still missed detection in large scenes.
Wang et al. [31] improved YOLOv3 by changing the prediction scale and cutting down the
network layer. Though this provided a better network for litchi detection, the mAP of the
improved network was only 77.46% and the model size was 76.9 Mb, making it too large to
deploy on a smartphone or a Raspberry Pi. Peng et al. [32] improved the SSD model by
adding the efficient spatial pyramid block module and the IPANet feature fusion module
to it. The proposed MFEFF-SSD model for detecting litchi pictures from UAV obtained an
average accuracy rate of 55.79%, which is substantially better than that of the original SSD,
but the missed and false detection rates were high and farmers may find it difficult and
demanding to use UAV to collect data for yield estimation.

In the algorithms proposed in the above studies, there is still space for improving
the detection accuracy. The accuracy of litchi detection directly affects the error in yield
estimation and the accuracy of automatic picking. More importantly, most studies were
based on small fields of view, not suitable for large scenes, with which it is difficult to
meet the needs of yield estimation. For the above situation, we proposed a YOLOv5-litchi
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network for litchi detection in complex natural environments. In this paper, we report our
methods for providing technical support for litchi yield prediction and to help litchi-picking
robots, as follows: (1) We added CBAM to each C3 module in the backbone of the network
to enhance the ability of the network to extract important feature information. (2) We
added a small-object detection layer to enable the model to adapt to smaller targets and
enhance its ability to detect small targets. (3) The Mosaic-9 data augmentation used in the
network increased the diversity of datasets and the background. (4) By replacing the target
detection regression loss function with CIoU, we accelerated the regression convergence
process of the prediction box. (5) Weighted-boxes fusion was added to bring the prediction
boxes closer to the target and reduce the missed detection. Compared with the existing
detection algorithms, the YOLOv5-litchi model proposed in this study is a better detection
algorithm, which means a higher detection accuracy, lower false and missed detection
rates, and stronger robustness. It is conducive for litchi detection in different complex
environments, and helps in better litchi yield estimation and automatic picking.

2. Materials and Methods
2.1. Materials
2.1.1. Data Collection

The dataset in this study can be divided into three parts. The first part consists
of photos collected from one litchi orchard in the State Key Laboratory of South China
Agricultural University, Guangdong Province, in July 2021, and the category was Nuomici.
The second part consists of images collected in June 2022 from Matouling farm and Surijin
litchi orchard, Maoming, Guangdong Province. The variety was GuiWei. The shooting
equipment included a Nikon D3400 SLR camera, an iPhone 13 smartphone, and a DJI
Mavic Air 2 UAV. The third part consists of litchi images downloaded from the Internet
search engine, which were used to expand the diversity of the dataset. A total of 1200 litchi
images met the needs of this paper. The dataset covers various occasions of litchis under
natural environment and different kinds of weather conditions, such as sunny, cloudy, and
rainy, and natural light and backlight conditions. The images are of single litchis, multiple
litchis, and even whole litchi trees. Figure 1 presents the composition of the dataset.
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2.1.2. Data Augmentation

To improve the performance of the model and reduce overfitting during training
due to insufficient size of the dataset, we expanded the original dataset by eight different
data enhancement methods: changing the brightness, adding Gaussian noise, randomly
cropping, scaling the image, rotating the image by random angular rotation (−45◦ to
+45◦), performing vertical flipping, performing diagonal flipping, and performing mirror
flipping. Each image was randomly processed by using one or more of the above data
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enhancement methods, and the dataset was enhanced from the original 1200 images to
12,000 images. Figure 2 displays the enhancement methods for the litchi dataset. The dataset
was randomly divided into a training set (9600 images), a validation set (1200 images), and
a test set (1200 images) in the ratio 8:1:1.
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2.2. YOLOv5-Litchi Construction
2.2.1. Convolutional Block Attention Module

Currently, the mainstream attention mechanisms used in the field of object detection
can be divided into three categories: spatial attention mechanism (SAM), channel attention
mechanism (CAM), and CBAM. The spatial transformer network (STN) was the representa-
tive of SAM. The CAM uses the Squeeze-and-Excitation Net (SENet). The CBAM combines
spatial and channel attention [33]. Compared with the SENet, which only uses maximum
pooling, the CBAM combines maximum pooling and mean pooling with an additional
spatial attention module to produce a more accurate and efficient result. Figure 3 displays
a schematic diagram of the CBAM we used in this paper.
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In this paper, litchi was the target detection object, and the dataset includes litchi
images in complex natural environments. The size of the litchi in the dataset was small,
and there was severe occlusion by fruits or leaves. Therefore, to improve the performance
of YOLOv5-litchi, we added the CBAM to each C3 module in the backbone network, which
allowed important areas to receive more attention, provided more feature details, and
reduced the influence of complex backgrounds, improving small-target detection [34].

2.2.2. Small-Object Detection Layer

The original YOLOv5 network, including the backbone network and feature fusion,
output three feature maps of different scales: 20 × 20, 40 × 40, and 80 × 80. They were
used to detect target size of large, medium, and small targets, respectively [35]. In a litchi
orchard, litchis are randomly distributed in different locations of the litchi tree. With an
increase in the distance between the litchi and the camera, the size of the litchi in the dataset
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also differs. For example, if the litchis are far from the camera, each target may occupy
fewer than 8 pixels in the entire image. In addition, the background is complex, so the
network finds it hard to extract the target feature information of litchis in the training
process, which directly affects the detection performance of the network. At the same time,
the size of the feature map of the original YOLOv5 model can only reach 80 × 80 pixels,
and it is difficult to detect targets less than 8 × 8 pixels in size.

Therefore, we added a small-target detection layer to the original network to improve the
model. The improved model can obtain a maximum feature map size of 160 × 160 pixels after
the sampling, which allows the network to detect objects 4 × 4 pixels in size, improving
the detection effect of small targets. After the addition of the feature map, YOLOv5-litchi
showed superior performance in detecting small targets. Figure 4 presents the structure of
the YOLOv5-litchi network.
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2.2.3. Mosaic-9 Data Enhancement

Mosaic data enhancement is a new data enhancement method developed on the basis
of cutting and mixing. Compared with the traditional method of cutting and mixing,
Mosaic data enhancement randomly crops four different images and splices them into a
new image [36].

Because the dataset of litchis is from a complex natural environment with similar
backgrounds, in order to improve the diversity of the dataset and reduce the impact of high
image background similarity on network training, in this paper, we proposed Mosaic-9 to
replace the Mosaic data enhancement method in YOLOv5-litchi. Mosaic-9 selected nine
different images from the training set, processed them randomly, for example, by cutting
and scaling, and arranged them in order from left to right. After placement, these nine
images were composed into a new image. When images are processed by Mosaic-9 data
enhancement, it can reduce the demand for GPU memory under the training of the same
equipment. Figure 5 displays the Mosaic-9 data enhancement process.
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2.2.4. Complete Intersection over Union Loss Function

At present, many target detection algorithms use Intersection over Union (IoU) as the
loss function. The value of IoU represents the error between the prediction boxes and the
ground truth boxes, and directly affects the prediction effect. The higher the value of the
loss function, the larger the error between the prediction boxes and the ground truth boxes.
Some researchers have proposed the use of Generalized Intersection over Union (GIoU)
to solve the problem that the loss function cannot be correctly reflected when there is no
intersection of the prediction boxes and the ground truth boxes [37]. To bring the prediction
boxes closer to the ground truth boxes, we proposed the use of Complete Intersection over
Union (CIoU) as the loss function in the litchi detection model. Figure 6 shows a diagram
of the CIoU loss function.
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In the diagram, the blue rectangle represents the ground truth box, the yellow rectangle
represents the prediction box, and the red rectangle is their smallest circumscribed rectangle.
wgt is the width and hgt is the height of the ground truth box, and w is the width and h is
the height of the prediction box. bgt is the center position of the ground truth box, and b is
the center position of the prediction box. ρ is the distance between the two center positions
measured by Euclidean distance, and c represents the distance between the prediction box
and the smallest circumscribed rectangle. The CIoU loss function is primarily composed of
three parts:
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(1) The aspect ratio of the prediction boxes is added as a penalty point to the loss
function [38], and the penalty point of the loss function is as follows:

RCIoU =
ρ2(b, bgt)

c2 + av (1)

(2) The v is used to measure the consistency of the ratio between the prediction
boxes and the ground truth boxes, α is the weighting factor, and the relevant formulas are
as follows:

v =
4

π2

(
arctan

wgt

hgt − arctan
w
h

)
2 (2)

a =
v

(1 − IoU) + v
(3)

(3) The CIoU loss function is obtained as follows:

LCIoU = 1 − IoU +
ρ2(b, bgt)

c2 + av (4)

The CIoU loss function improves YOLOv5, bringing the prediction boxes closer to the
ground truth boxes, accelerating the inference speed, and improving the accuracy of the
model for litchi detection in complex natural environments.

2.2.5. Weighted-Boxes Fusion

The YOLOv5 algorithm uses non-maximum suppression (NMS) as a fusion method for
prediction boxes. In orchards, there are many cases of severe occlusion of targets by other
litchis or leaves, and the value of the IoU directly affects the detection results. When NMS
is used as a fusion method for detection results, the model can remove the prediction boxes
with low confidence. The model misclassifies multiple targets with a high level of overlap
as one target, retaining only the highest-confidence prediction boxes and resulting in a large
number of missed detections. At the same time, a high confidence value does not mean that
the location is accurate. To reduce the cases of missed detection, we used weighted-boxes
fusion (WBF) as the fusion method for detection [39]. Figure 7 provides a comparison of
the weighting fusion algorithm and the non-maximum suppression algorithm. The red
rectangle represents the ground truth box, the black rectangles represent the prediction box.
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2.3. Training Equipment and Methods

In this paper, all the experiments were completed on the workstation. The workstation
processor included Intel (R) Xeon (R) Gold 6240 CPU@2.60 GHz with 36 cores, with dual-
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channel Nvidia GeForce GTX 3090. The GPU memory was 48 GB, and the SSD had a
capacity of 2 TB. The operating system was Windows 10. PyTorch 1.7 was used as the deep
learning framework, and the programing language was Python 3.8. The size of the input
image was treated uniformly as 640 × 640 pixels, the batch size was set as 16, and the
number of epochs were 150. Stochastic Gradient Descent (SGD) was used as the optimizer
for model training. Table 1 presents the experimental environment.

Table 1. Experimental environment.

Configuration Parameter

CPU Intel (R) Xeon (R) Gold 6240 CPU@2.60 GHz
GPU Nvidia RTX 3090*2

Operating system Windows 10
Development environment Pycharm professional edition

Library Python 3.8, PyTorch 1.7

Considering that, in this paper, we compare the performance of various algorithms in
detecting litchis in complex natural environments, the detection accuracy was prioritized. In
this paper, precision, recall, average precision, and mAP were used to evaluate the detection
performance of the YOLOv5-litchi network, and the relevant formulas are as follows:

P =
TP

TP + FP
× 100% (5)

R =
TP

TP + FN
× 100% (6)

F1 =
2PR

P + R
× 100% (7)

AP =
∫ 1

0
P(R)dR (8)

mAP =
1
N ∑N

i=1 APi × 100% (9)

In the above formulas, TP stands for true positive and represents the number of
positive samples in the test set that were correctly detected by the model, FP stands for false
positive and represents the number of negative samples that were incorrectly detected by
the model, and FN stands for false negative and represents the number of positive samples
missed by the model.

3. Results
3.1. Ablation Experiments

To verify the effectiveness of the improvement methods, we conducted a series of
ablation experiments. The same dataset was used for training, the same test platform
was selected, and the same parameters were set, and the improvements are shown in
Table 2. YOLOv5 represents the original network model. YOLOv5-M9 is an improved
model that uses Mosaic-9 to replace the mosaic data enhancement in the original model.
YOLOv5-CIoU is also an improved model using CIoU as the loss function. YOLOv5-
WBF indicates the model that introduced a weighted-boxes fusion algorithm for target
fusion. YOLOv5-CBAM represents an improved model after the addition of the CBAM.
YOLOv5-SL is the model after adding the small-object detection layer. YOLOv5-CBAM-SL
represents the model that used both the CBAM and the small-object detection layer. In
YOLOv5-CBAM-SL-M9, Mosaic-9 was added as the data enhancement method on the basis
of the former. In YOLOv5-CBAM-SL-M9-CIoU, the CIoU loss function was further added
to the YOLOv5-CBAM-SL-M9 network. YOLOv5-litchi is the final improved model and
includes all five improvements.
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Table 2. Comparison of the ablation experiments.

Model Precision
(%) F1 Score Training

Loss Recall (%) mAP(%)

YOLOv5 84.6 0.74 0.059 66.1 74.2
YOLOv5-M9 84.7 0.75 0.057 67.9 75.7

YOLOv5-CIoU 86.7 0.77 0.056 68.9 77.3
YOLOv5-WBF 85.0 0.77 0.054 70.0 77.5

YOLOv5-CBAM 87.2 0.80 0.046 72.8 80.1
YOLOv5-SL 87.3 0.80 0.044 73.1 80.5

YOLOv5-SL-CBAM 87.7 0.83 0.041 78.4 84.5
YOLOv5-SL-CBAM-M9 88.8 0.83 0.039 78.3 84.9

YOLOv5-SL-CBAM-M9-CIoU 89.5 0.84 0.036 79.8 85.9
YOLOv5-litchi 90.9 0.86 0.032 81.1 87.1

In the table, the ablation experiment results of YOLOv5 for precision, F1 score, train
loss, recall, and mAP were 84.6%, 0.74, 0.059, 66.1%, and 74.2%, respectively. YOLOv5-M9
obtained a higher mAP, of 75.7%. YOLOv5-CIoU provided a 2.1% and 3.1% increase in
precision and mAP, respectively. After the addition of WBF, the recall rate of YOLOv5-
WBF reached 70%, the mAP was 77.5%, and the F1-score was 0.03 higher than before.
YOLOv5-CBAM can strengthen the focus on the target information, thus obtaining better
detection performance. In the ablation test, the mAP was increased from 74.2% before
use to 80.1%. The precision was increased from 84.6% to 87.2%, the F1-score value was
increased from 0.74 to 0.80, and the loss value of the training set was decreased from 0.059
to 0.046, indicating a good improvement effect on the original network. The mAP of the
YOLOv5-SL increased from 74.2% to 80.2%, and the F1 increased from 0.74 to 0.80. In
the improved model, the mAP of the test set improved from 74.2% to 80.5%, with a 2.7%
increase in precision and a 0.06 increase in the F1 score, proving that the addition of the
small-object detection layer improved litchi detection. The ablation test results showed that
all five different improvement methods also had a positive effect on the YOLOv5 network
and the detection performance of the improved model was significantly better than that of
the original network.

Figure 8 shows the curve of the mAP in the test set and the loss value in the train set
of models in the ablation test. It can be seen from Figure 8 that the fluctuation in the loss
value of the YOLOv5 model at around the 38th round of training was more serious than
that of the YOLOV5 model. At the same time, the convergence speed of the loss value of
the unimproved model in training was the slowest, and finally the loss value was stable,
at 0.059, at around the 150th round. The mAP was 74.2%, which was the worst among
the six groups of comparison tests. As can be seen from the figure, the addition of the
convolutional attention mechanism module can help focus more attention on target feature
information, leading to better detection results in complex image backgrounds. The figures
also reflect that the model with the addition of the CBAM had a smaller loss value and
a higher mAP in the test set. The addition of a small-target detection layer enabled the
network to detect objects as small as 4 × 4 pixels, which was a significant improvement in
the detection of small targets. The graph clearly shows that the model dropped faster in the
loss value in the training set after the introduction of the CIoU loss function, and the loss
value of YOLOv5-litchi using all improvements was only 0.032, which was the smallest
value of the six models; the mAP was also the highest, at 87.1%.
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3.2. Comparison of Different Network Models

To compare the effectiveness of the YOLOv5-litchi algorithm, proposed in this study,
with that of the mainstream models Faster-RCNN (faster region convolutional neural
networks), SSD (single-shot multibox detector), YOLOv4, and original YOLOv5, we used
the same litchi dataset. The model size, the precision, the mAP, the recall, and the detection
time are shown in Table 3. The table shows that the main performance indexes of the
YOLOv5-litchi model were significantly better than those of other models. In terms of the
mAP for litchi, YOLOv5-litchi achieved a value of 87.1%, an obvious improvement over that
of the original YOLOv5, YOLOv4 (at 72.6%), Faster-RCNN (at 76.5%), and SSD (at 70.1%).
In terms of recall, the YOLOv5-litchi model obtained a value of over 81%, higher than the
rest of the other models. There was a slight increase in the size of the YOLOv5-litchi model
due to the use of the target frame weighting fusion algorithm, the small-object detection
layer, and the CBAM. The size of the YOLOv5-litchi model was 44.8 Mb, which was only
larger than that of the original network, but much smaller than that of Faster-RCNN and
YOLOv4. The average detection time of the YOLOv5-litchi in the test set was 25 ms, which
was much faster than that of Faster-RCN and YOLOv4. It can basically meet the real-time
requirements in the agricultural field.

Table 3. Comparison of five detection models.

Detection
Model

Backbone
Network

Model Size
(Mb) mAP(%) Recall (%) Detection

Time (ms)

SSD VGG16 157.0 70.1% 59.8% 14.5
Faster-RCNN ResNet-50 315.0 76.5% 76.2% 93.8

YOLOv4 CSPDarknet53 244.0 72.6% 65.2% 43.2
YOLOv5 CSPDarknet53 40.4 74.2% 66.1% 15.8

YOLOv5-litchi CSPDarknet53 44.8 87.1% 81.1% 25.0

3.3. Comparison of Different Amounts of Litchis

In natural environments, litchis have different degrees of occlusion and overlap. To
verify the robustness and practicability of the improved network model, a comparative
test was carried out for different amounts of litchis. According to the amount of litchis in
each image, the experiments were divided into three groups: few litchis, multiple litchis,
and large visual scenes. The few-litchi group contained no more than 10 litchis in each
image, and there were few cases of serious occlusion or overlap. The multiple-litchi group
contained more than 10 litchis in each image, and the target had different levels of overlap
or occlusion. The group of large visual scenes represented the photos shot by UAV or
cameras from a long distance. The number of targets in each image was between 100 and
600. In addition, there were a lot of serious overlaps between the branches, leaves, and
litchis. At the same time, due to the long shooting distance, the detection difficulty was
much harder than that of the other datasets. The above datasets were used to test and
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compare the performance of the YOLOv5-litchi for different amounts of litchis. Figure 9
presents the results.
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As can be seen from the comparison test results in Figure 9, in the whole dataset,
YOLOv5-litchi increased mAP by 12.9%. In the group of few-litchi, image had few targets,
and the shape and color features of the litchis in the image were not affected by occlusion or
overlap, so the litchis were relatively easy to detect. The detection accuracy of the improved
algorithm for litchis was increased by 0.9%. This was because the number of litchi fruits
in the image did not belong to small objects in the whole image. As the detection effect
of the original YOLOv5 model was sufficient, there was little space for the YOLOv5-litchi
algorithm to make further improvements. As can be seen from the data in the table, when
the number of litchis in each image increased, along with the increasing degree of occlusion
and overlap, the YOLOv5-litchi model had a more obvious improvement effect than the
original YOLOv5 and the mAP was increased by 6.4%. However, when the test set was
under the condition of large visual scenes, the improved YOLOv5 model was able to reach a
mAP of 79.2%, which was significantly improvement compared with the original network,
with a mAP of 61.8%. Figure 10 shows the detection results of litchis under different
conditions before and after the improvement of YOLOv5.

In the comparative test with a small amount of litchis, the unimproved YOLOv5 model
missed a target in the image (inside the yellow box in the left in Figure 10). This is because
the litchi in the yellow box is largely blocked by the litchis in front of it. At the same time,
there are a few conditions, such as strong light, in the dataset that also led the network to
miss that litchi. Due to the introduction of Mosaic-9, the improved YOLOv5 increased the
richness of images in each round of training, improving the generalization ability of the
model, and the problem of insufficient data was solved. In the comparative test with a large
amount of litchis, the two targets in the yellow boxes in the middle image represent the
target missed by the unimproved model due to a high level of overlap between the litchis
and the relative darkness of the image. When the CBAM was added, the improved YOLOv5
could pay more attention to previously missed areas, avoiding missed detection in the
figure. Under the condition of large visual scenes, the mAP values of the two networks for
litchi detection were somewhat lower than those of the previous two groups of comparison
tests. This is because compared with the previous two groups, the target in this group
was far away from cameras. However, the improved YOLOv5 model still achieved good
detection results. For the original network, it was difficult to detect litchi fruits less than
8 × 8 pixels in size in images of large visual scenes. However, the YOLOv5-litchi model
had fewer instances of missed detection in the field due to the addition of a small-object
detection layer. At the same time, combined with the other four improved methods, the
CBAM enabled the network to focus on the target and reduced the impact of the complex
background in the litchi orchard. In addition, the weighted-boxes fusion algorithm of the
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target box and the use of CIoU as the loss function could accelerate the inferenced speed of
the prediction boxes and improved the detection accuracy. Under the condition of large
visual scenes, the mAP of the YOLOv5-litchi network was 79.2%, 17.4% higher than that of
the unimproved network.
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3.4. Comparison of Different Weather Conditions

Different weather conditions had a great influence on the detection effect of litchis.
For example, under backlight and overcast conditions, the light was relatively insufficient,
resulting in a dark image and more blurring between litchis and the background, which
increased the difficulty of extracting feature information in the network training and
reduced the precision of the model in detecting litchis. To compare the generalization
ability of the YOLOv5-litchi model under different weather conditions, we selected the
litchi images from sunny days, overcast days, rainy days, and backlight environments.
Table 4 presents a comparison of the detection results and the average confidence obtained
after the test, and Figure 11 shows the test results.

Table 4. The test results under different weather conditions.

Weather
Condition

Detection
Algorithm Real Numbers Predicted

Numbers
Average

Confidence (%)

Sunny YOLOv5 21 18 89.5%
YOLOv5-litchi 21 20 92.7%

Overcast
YOLOv5 11 11 90.8%

YOLOv5-litchi 11 11 94.1%

Rainy YOLOv5 9 8 89.0%
YOLOv5-litchi 9 9 91.1%

Backlight YOLOv5 28 24 86.3%
YOLOv5-litchi 28 26 90.7%
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In Figure 11, the conditions shown are a sunny day, an overcast day, a rainy day, and
a backlight environment, shown by images from the top to the bottom, respectively. The
image on the left shows the detection effect of YOLOv5, and the image on the right shows
the detection effect of the YOLOv5-litchi model. The yellow boxes represent the litchis
missed by YOLOv5, and the green boxes represent the model prediction boxes. Under
the condition of sunshine, a high level of overlap between the litchis caused several false
predictions by the YOLOv5 model, but the YOLOv5-litchi model showed significantly
reduced amounts of false detections and improved the confidence of the detection box. Un-
der the conditions of overcast and rainy days, the YOLOv5-litchi model correctly detected
all litchi targets, but the unimproved YOLOv5 model showed one false detection. In the
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backlight environment, the YOLOv5-litchi model had a lower false detection rate and a
higher average confidence of detection than the unimproved model.

The results of all the above tests demonstrate that the YOLOv5-litchi model had
obvious advantages in litchi detection in complex natural environments, and the detection
effect of the YOLOv5-litchi model was better than that of the original network. In the
whole test set, the mAP of the YOLOv5-litchi model could reach a value of 87.1%, which
was 12.9% higher than that of the original model. Especially in the case of large visual
scenes and large amounts of litchi, the improvement was more significant. The improved
model had strong practicability and robustness, with fewer missed detections and false
detections. At this stage, the main trend method of fruit tree yield estimation is conducted
according to the number of fruits counted by the detection algorithm, and by calculating
the average weight of each fruit to give a yield prediction. The improvements mean that
the field detection is more accurate and it can produce better yield estimation because of
the lower missed detection rate and higher accuracy.

4. Discussion

In this paper, litchis in a complex natural environment were taken as the research
objects. Aiming at improving on the shortcomings of the YOLOv5 algorithm, by adding a
small-object detection layer, adding a CBAM to each C3, improving Mosaic data enhance-
ment to Mosaic-9, using CIoU as the loss function, and introducing weighted-boxes fusion
for prediction boxes, we proposed a YOLOv5-litchi network model for litchi detection in
litchi orchards. The performance of the model in detecting litchis in a complex natural
environment was effectively improved. The main conclusions of this paper are as follows:

(1) At present, the main research objects of fruit detection in agriculture are apples,
citrus fruits, and mangoes, which are large in size and have no severe occlusion. Since
there are few studies on litchis, in this paper, we proposed a kind of litchi detection
algorithm called YOLOv5-litchi. It is proposed for litchi detection in different complex
natural environments. In the ablation tests, after the improvement, the mAP of the YOLOv5-
litchi network in the test set was increased by 12.9%, the recall was increased by 15%, the
precision reached 90.9%, the F1-score value was 0.86, and the loss value in the training
set was only 0.032. It is clear that all the major indicators were significantly better in the
improved model than in the original YOLOv5 network. The YOLOv5-litchi model had
fewer missed detections and higher accuracy than other models, which means that the
YOLOv5-litchi can provide a more reliable support for litchi detection.

(2) According to the natural environment of litchi orchards, a variety of equipment
were used to shoot litchis in the complex natural environment to produce a litchi dataset for
this paper. The YOLOv5-litchi model was compared with traditional networks, such as SSD,
YOLOv4, unimproved YOLOv5, and Faster-RCNN. The results of the tests showed that
the improved YOLOv5 had gained a good balance in model size, precision, and detection
time. The mAP and recall values for litchi detection in the test set were 87.1% and 81.1%,
respectively. The two most important indicators were also the best among the five different
network models. The average detection time in the test set was 25 ms for each image, which
is significantly better than the average detection times of Faster-RCNN and YOLOv4 and
basically meets the demand of real-time detection in agriculture by providing technical
support for automatic robot picking.

(3) With the development of intelligent orchards, deep learning has been used to
predict crop yield. The most important step of yield prediction is to count the number of
fruits. In this paper, YOLOv5-litchi was improved on the basis of growth conditions and
the characteristics of litchis. YOLOv5-litchi can solve the problems of the missed detection
and false detection of litchis in a complex natural environment in some ways. The mAP
of the YOLOv5-litchi for litchi detection under the condition of large visual scenes was
79.2%. At this stage, the YOLOv5-litchi model can provide technical support for litchi
yield estimation.
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