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Abstract
A review of the current state of the art in optical and electron beam lithography simulation is
presented. Basic physical models are described and examples are given. In addition, rigorous
electromagnetic simulation for mask topography is shown and the use of statistical modeling to
predict feature size distributions in manufacturing is described. Finally, numerous examples of
the use of lithography simulation and its impact on the semiconductor industry are offered.
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1. Introduction

Optical and electron beam lithographies are the mainstay of patterning techniques for
semiconductor manufacturing. Electron beam lithography, in either raster or vector scan forms, remains
critical for the manufacture of advanced photomasks. These photomasks, in turn, are used in optical
projection step and repeat or step and scan cameras for the mass production of integrated circuits with
feature sizes down to 100nm. To aid in the development, optimization, and use of the equipment,
materials, and processes for these lithographic technologies, simulation has become a widely used tool.
Fortunately, the same technologies developed for semiconductor lithography simulation can be applied to
wide range of lithographic applications. This paper will present a review of the current state of the art in
optical and electron beam lithography simulation. Basic physical models are described and examples are
given. In addition, rigorous electromagnetic simulation for mask topography is shown and the use of
statistical modeling to predict feature size distributions in manufacturing is described. Finally, numerous
examples of the use of lithography simulation and its impact on the semiconductor industry are offered.

2. Optical Lithography Simulation

Optical lithography modeling began in the early 1970s when Rick Dill started an effort at IBM
Yorktown Heights Research Center to describe the basic steps of the lithography process with
mathematical equations. At a time when lithography was considered a true art, such an approach was met
with much skepticism. The results of their pioneering work were published in a landmark series of papers
in 1975 [1-4], now referred to as the “Dill papers.” These papers not only gave birth to the field of
lithography modeling, they represented the first serious attempt to describe lithography not as an art, but
as a science. These papers presented a simple model for image formation with incoherent illumination,
the first order kinetic “Dill model” of exposure, and an empirical model for development coupled with a
cell algorithm for photoresist profile calculation. The Dill papers are still the most referenced works in
the body of lithography literature.

While Dill’s group worked on the beginnings of lithography simulation, a professor from the
University of California at Berkeley, Andy Neureuther, spent a year on sabbatical working with Dill.
Upon returning to Berkeley, Neureuther and another professor, Bill Oldham, started their own modeling
effort. In 1979 they presented the first result of their effort, the lithography simulation program SAMPLE
[5]. SAMPLE improved the state of the art in lithography modeling by adding partial coherence to the
image calculations and by replacing the cell algorithm for dissolution calculations with a string algorithm.
But more importantly, SAMPLE was made available to the lithography community. For the first time,
researchers in the field could use modeling as a tool to help understand and improve their lithography
processes.
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The author began working in the area of lithographic simulation in 1983 and in 1985 introduced
the model PROLITH (the Positive Resist Optical LITHography model) [6]. This model added an
analytical expression for the standing wave intensity in the resist, a prebake model, a kinetic model for
resist development (now known as the Mack model), and the first model for contact and proximity
printing. PROLITH was also the first lithography simulator to run on a personal computer (the IBM PC),
making lithography modeling accessible to all lithographers, from advanced researchers to process
development engineers to manufacturing engineers. Over the years, this original, pre-commercial version
of PROLITH advanced to include a model for contrast enhancement materials, the extended source
method for partially coherent image calculations, and an advanced focus model for high numerical
aperture imaging.

In 1990, a commercial version of PROLITH was introduced by FINLE Technologies and was
called PROLITH/2, the second generation optical lithography model. In addition to PROLITH/2,
PROXLITH/2 was developed to simulate contact and proximity printing, and PROLITH/3D extended the
two-dimensional modeling of PROLITH/2 into three dimensions. Collectively, PROLITH/2 and
PROLITH/3D are now referred to as PROLITH, the most widely used lithography simulator in the
industry. In addition, the electron beam lithography simulator ProBEAM/3D, the electromagnetic field
simulator ProMAX/2D, and the statistical CD error calculator ProCD have also been introduced by
FINLE, now a division of KLLA-Tencor.

PROLITH simulates the basic lithographic steps of image formation, resist exposure, post-
exposure bake diffusion, and development to obtain a final resist profile. Figure 1 shows a basic
schematic of the calculation steps required for lithography modeling. Below is a brief overview of the
physical models found in PROLITH. More details on these models can be found in Ref. 7.

Aerial Image: The extended source method (also called the Abbe method) is used to predict the
aerial image of a partially coherent diffraction limited or aberrated projection system based on
scalar and/or vector diffraction theory. Single wavelength or broadband illumination can be used.
Phase-shifting masks and off-axis illumination of arbitrary shape can be simulated. Pupil filters
can be defined. The user can select a high numerical aperture scalar model to increase the
accuracy of calculations for numerical apertures of 0.5 or greater, and a vector model can be used
for very high numerical apertures. Arbitrarily complex two-dimensional mask features can be
simulated (Figure 2a). The impact of synchronization errors during step and scan lithography are
accounted for as a vibrational blurring of the image.

Standing Waves: An analytical expression is used to calculate the standing wave intensity as a
function of depth into the resist, including the effects of resist bleaching, on planar substrates
(Figure 2b). Film stacks can be defined below the resist with many layers between the resist and
substrate. Contrast enhancement layers or top-layer anti-reflection coatings can also be included.
The high numerical aperture models include the effects of non-vertical light propagation, and
vector modeling is also included. For vector modeling, polarization and its effect on reflectivity
is taken into account.

Prebake: Thermal decomposition of the photoresist photoactive compound during prebake is
modeled using first order kinetics, resulting in a change in the resist's optical properties (the Dill
parameters A and B). Solvent diffusion calculations describe the vertical distribution of solvent
at the end of the prebake step. Many important bake effects, however, are not yet well understood
and remain to be modeled.
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Figure 1a.  Flow diagram of a basic optical lithography simulator.
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Figure 1b.  Basic process steps simulated in optical lithography.

Exposure: First order kinetics are used to model the chemistry of exposure using the standard
Dill ABC parameters [2], which can include the bleaching of the photoresist. Both positive and
negative resists can be simulated.

Post-Exposure Bake: A three-dimensional diffusion calculation allows the post-exposure bake
to reduce the effects of standing waves (Figure 2c). For chemically amplified resists, this
diffusion is accompanied by an amplification reaction that accounts for crosslinking, blocking, or
deblocking in an acid catalyzed reaction. Acid loss mechanisms and non-constant diffusivity can
also be simulated using a three-dimensional reaction-diffusion algorithm and the Byers/Petersen
model for chemically amplified resists [8, 9].
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Development: One of several kinetic dissolution rate models is used in conjunction with the
level set etching algorithm to determine the resist profile (Figure 2d). Surface inhibition or
enhancement can also be taken into account. Alternatively, a data file of development rate
information can be used.

CD Measurement: Multiple models for measurement of the photoresist linewidth give accuracy
and flexibility to match the model to an actual CD measurement tool output. “Virtual” cross-
sections of a three-dimensional simulated photoresist profile allow any type of metrology to be
obtained.

The combination of the models described above provides a complete mathematical description of the
optical lithography process. Use of the models allows the investigation of many interesting and important
aspects of optical lithography.
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Figure 2. Simulation results for optical imaging of a typical logic pattern layout: (a) aerial image, (b)
cross section of the image in resist showing standing waves, (c) latent image after exposure
and post exposure bake, and (d) final resist profile.
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3. Electron Beam Lithography Simulation

The general sequence of events required for electron beam lithography simulation is pictured in
Figure 3. The Monte Carlo calculations use standard techniques. In particular, the method of Hawryluk,
Hawryluk, and Smith [10] is followed. An electron scatters off nuclei in a pseudo-random fashion. The
distance between collisions follows Poisson statistics using a mean free path based on the scattering
cross-section of the nuclei. The energy loss due to a scattering event is calculated by the Beth energy loss
formula. The “continuous slowing-down approximation” is used to spread this energy over the length
traveled. Many electrons (typically 50,000 - 500,000) are used to bombard the material and an average
energy deposited per electron as a function of radial position in the solid is determined. Some results of
the Monte Carlo calculations are shown in Figures 4a and b.

The final result of the Monte Carlo calculation is the average energy distribution of a single
electron of a given initial energy normally incident on the material/film stack at a single point. Electron
beam exposure tools generate a spot or pixel of many electrons in a certain shape in order to expose the
resist. For example, a typical e-beam exposure tool may use an electron beam that can be well
approximated by a Gaussian-shaped spot of a certain full width at half maximum (FWHM). The Monte
Carlo result can be used to generate a “pixel”, the deposited energy for an average electron in the electron
beam spot. The pixel is generated as the convolution of the Monte Carlo point energy distribution with
the beam shape (Figure 4c).
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Figure 3. Flow diagram of a typical electron-beam lithography simulator.
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Simulation results for electron beam imaging in a 400nm resist film on 100nm of chrome on
a glass substrate for an incident electron energy of 10KeV: (a) Monte Carlo trajectories, (b)
Monte Carlo calculated energy deposited per electron, (c) pixel generation results for a
200nm (FWHM) Gaussian beam (contours show logso(€V/cm®/electron)), (d) dose
distributions for an address size of 100nm, at the bottom of the resist (contours show
logso(eV/cm?)), and (e) the three-dimensional resist profile of a 1.0um contact with 0.4um
serifs.

Figure 4.
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The beam writing strategy used in an ebeam simulator should mimic the behavior of common
electron beam lithography tools. A square address grid is defined with any grid size possible. Centered at
each grid point is a beam pixel as described in the preceding paragraph. Each pixel address is assigned a
dose (for example, in uC/cm?), which essentially determines the number of electrons used in each pixel.
The e-beam image is then the sum of the contributions from each pixel (Figure 4d). In the simplest
scheme, pixels are either turned on or off to provide the desired pattern. Since each individual pixel can
be controlled in dose, this writing strategy is very flexible. Proximity correction schemes and “gray-
scale” exposure doses can easily be accommodated.

Resist exposure and development models have been borrowed from optical lithography
simulation and applied to e-beam lithography. Full three-dimensional simulation can be performed by
pulling together all of the components described above (Figure 4e).

4. Rigorous Electromagnetic Field Simulations

In general, optical lithography simulations use low numerical aperture approximations on the
mask side of the imaging tool since most lithographic projection cameras use 4X or 5X reduction. Thus,
a standard mask made of thin (100nm) chrome on a glass substrate would meet the basic criterion for the
application of Kirchhoff’s diffraction boundary conditions: dimensions in the plane of the mask are much
bigger than the wavelength of light and dimensions in the direction of propagation of light are much
smaller than the wavelength of light. Trends in lithography, however, are making these approximations
less and less accurate. Resolution is being pushed to its limit of about half the wavelength of light. Thus,
for a 4X mask, feature sizes on the mask are on the order of two wavelengths. More importantly, the use
of strong phase shifting masks requires vertical topography on the mask of about one wavelength to create
a 180 degree phase shift.

Alternating phase shifting masks made with a subtractive process result in phase shifted spaces
where the phase shift results from etching a trench in the space of about one wavelength. The
transmittance of light through such a narrow, deep trench is not well approximated by a simple shadow
description of light transmittance. Full electromagnetic field (EMF) simulations are necessary to
accurately describe the phase and amplitude transmittance properties of such masks [11]. Figure 5a
shows a cross-section of a typical alternating phase shifting mask. Figure 5b shows the resulting electric
field amplitude simulated for normally incident, E-polarized illumination at 248nm wavelength. Analysis
of the near field diffraction pattern shows that the shifted space transmits only 89% as much light as the
unshifted space, and with a 5 degree phase error for a mask that would be nominally correct in the
Kirchhoff approximation.
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Figure 5. Electromagnetic field simulations: (a) a typical alternating phase shifting mask, and (b) the

resulting electric filed amplitude in and around the mask.

5. Statistical Modeling of Lithographic Errors

As the critical dimensions (CDs) of photolithographic processes continue to shrink, the
processing of wafers becomes much more expensive and difficult. A result of these higher costs is the
increased need to understand and control the CD distribution of lithography processes. Better control
(i.e., reduction) of the CD distribution will lead to higher yields and more favorable bin sorting (speed
distributions) of the final product. It is possible to accurately predict the parametric CD yield of a
photolithographic process using well-established lithography modeling tools and the error convolution
approach described below [12-15].

To predict the parametric CD yield of a photolithographic process using simulation, a simple
three-step process is used. First, an analysis of the lithographic process must be performed to determine
the error distributions of the input parameters. For example, it may be determined that exposure varies in
a normal distribution with a mean at the nominal setting and a standard deviation of 5%. Second, a
lithography simulator is used to create a multi-variable process response space (for example, final resist
critical dimension versus focus, exposure, resist thickness, etc.). Third, by correlating the input error
distribution with the process response space, a final CD distribution is generated. Analysis of the output
distribution produces a predicted parametric CD yield using some acceptance criterion for CD. This
number can be used to help optimize the yield of a given process.

Consider a simple example to illustrate the method — the effect of exposure errors on linewidth.
The process response in this case is the well-known exposure latitude curve. If the input error distribution
is known, correlation of the input error probability with the process response function gives the output
error distribution. For this example let us assume that the exposure errors are normally distributed about
the mean with a 36 of 10% (Figure 6). Non-normal error sources can also be used, but a Gaussian error is
used here for convenience.
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Figure 6. Resulting error distribution from a one-dimensional process response.

The error distribution is plotted as the frequency of occurrence (or probability of occurrence)
versus exposure energy with arbitrary units for frequency. The process response is linewidth versus
exposure energy. For any given exposure energy, there is a probability that this energy will occur (for
example, 200 mJ/cm? has a probability of 0.021 in Figure 6). From the process response curve, an
exposure energy corresponds to a specific CD (for example, 0.513 pm for an energy of 200 mJ/cm?) and
thus must have the probability of occurrence corresponding to the probability of the exposure energy.
Correlation of the input error distribution with the process response results in a list of linewidth values
with corresponding frequencies of occurrence. The linewidth can then be divided up into equal size bins
(for Figure 6, the bin size is 0.004 um) and all of the probabilities with CDs within a given bin are
summed. The result is plotted as a histogram of frequency versus CD and represents the resulting output
CD error distribution.

Figure 7 shows a typical example of the use of this type of statistical CD distribution prediction,
comparing the simulation to an actual set of production CD data for a 0.6 micron i-line process [14].
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Figure 7. CD distributions for a 0.6 micron i-line process (a) simulated, and (b) actual data [14].
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6. Uses of Lithography Simulation

In the twenty six years since optical lithography modeling was first introduced to the
semiconductor industry, it has gone from a research curiosity to an indispensable tool for research,
development, design and manufacturing. There are numerous examples of how modeling has had a
dramatic impact on the evolution of lithography technology, and many more ways in which it has subtly,
but undeniably, influenced the daily routines of lithography professionals. There are four major uses for
lithography simulation: 1) as a research tool, performing experiments that would be difficult or
impossible to do any other way, 2) as a development tool, quickly evaluating options, optimizing
processes, or saving time and money by reducing the number of experiments in the fab, 3) as a
manufacturing tool, for troubleshooting process problems and determining optimum process settings, and
4) as a learning tool, to help provide a fundamental understanding of all aspects of the lithography
process. These four applications of lithography simulation are not distinct — there is much overlap among
these basic categories.

6.1. Research Tool

Since the initial introduction of lithography simulation in 1975, modeling has had a major
impact on research efforts in lithography. Here are some examples of how modeling has been used in
research.

Modeling was used to suggest the use of dyed photoresist in the reduction of standing waves
[16]. Experimental investigation into dyed resists didn’t begin until 10 years later [17,18]. After phase-
shifting masks were first introduced [19], modeling has proven to be indispensable in their study.
Levenson used modeling extensively to understand the effects of phase masks [20]. One of the earliest
studies of phase-shifting masks used modeling to calculate images for Levenson’s original alternating
phase mask, then showed how phase masks increased defect printability [21]. The same study used
modeling to introduce the concept of the outrigger (or assist slot) phase mask. Since these early studies,
modeling results have been presented in nearly every paper published on phase-shifting masks.

Off-axis illumination was first introduced as a technique for improving resolution and depth of
focus based on modeling studies [22]. Since then, this technique has received widespread attention and
has been the focus of many more simulation and experimental efforts. Using modeling, the advantages of
having a variable numerical aperture, variable partial coherence stepper were discussed [22,23]. Since
then, all major stepper vendors have offered variable NA, variable coherence systems. Modeling remains
a critical tool for optimizing the settings of these flexible new machines. The use of pupil filters to
enhance some aspects of lithographic performance has, to date, only been studied theoretically using
lithographic models [24].

Modeling has been used in photoresist studies to understand the depth of focus loss when
printing contacts in negative resists [25], the reason for artificially high values of resist contrast when
surface inhibition is present [26], the potential for exposure optimization to maximize process latitude
[27,28], and the role of diffusion in chemically amplified resists [29]. Lithographic models are now
standard tools for photoresist design and evaluation.

Modeling has always been used as a tool for quantifying optical proximity effects and for
defining algorithms for geometry dependent mask biasing [30,31]. Most people would consider modeling
to be a required element of any optical proximity correction scheme. Defect printability has always been
a difficult problem to understand. The printability of a defect depends considerably on the imaging
system and resist used, as well as the position of the defect relative to other patterns on the mask and the
size and transmission properties of the defect. Modeling has proven itself a valuable and accurate tool for
predicting the printability of defects [32,33].
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Modeling has also been used to understand metrology of lithographic structures [34-37] and
continues to find new application in virtually every aspect of lithographic research. In fact, modeling has
proven an indispensable tool for predicting future lithographic performance and evaluating the theoretical
capabilities and limitations of extensions for optical lithography far into the future. One of the primary
reasons that lithography modeling has become such a standard tool for research activities is the ability to
simulate such a wide range of lithographic conditions. While laboratory experiments are limited to the
equipment and materials on hand (a particular wavelength and numerical aperture of the stepper, a given
photoresist), simulation gives an almost infinite array of possible conditions. From high numerical
apertures to low wavelengths, hypothetical resists to arbitrary mask structures, simulation offers the
ability to run “experiments” on steppers that you do not own with photoresists that have yet to be made.
How else can one explore the shadowy boundary between the possible and the impossible?

6.2. Process Development Tool

Lithography modeling has also proven to be an invaluable tool for the development of new
lithographic processes or equipment. Some of the more common uses include the optimization of dye
loadings in photoresist [38,39], simulation of substrate reflectivity [40,41], the applicability and
optimization of top and bottom antireflection coatings [42,43] and underlying film stacks, and simulation
of the effect of bandwidth on swing curve amplitude [44,45]. In addition, simulation has been used to
help understand the use of thick resists for thin film head manufacture [46] as well as other non-
semiconductor applications.

Modeling is used extensively by makers of photoresist to evaluate new formulations [47,48] and
to determine adequate measures of photoresist performance for quality control purposes [49]. Resist
users often employ modeling as an aid for new resist evaluations. On the exposure tool side, modeling
has become an indispensable part of the optimization of the numerical aperture and partial coherence of a
stepper [50-52] and in the understanding of the print bias between dense and isolated lines [53]. The use
of optical proximity correction software requires rules on how to perform the corrections, which are often
generated with the help of lithography simulation [54].

As a development tool, lithography simulation excels due to its speed and cost-effectiveness.
Process development usually involves running numerous experiments to determine optimum process
conditions, shake out possible problems, determine sensitivity to variables, and write specification limits
on the inputs and outputs of the process. These activities tend to be both time consuming and costly.
Modeling offers a way to supplement laboratory experiments with simulation experiments to speed up
this process and reduce costs. Considering that a single experimental run in a wafer fabrication facility
can take from hours to days, the speed advantage of simulation is considerable. This allows a greater
number of simulations than would be practical (or even possible) in the fab.

6.3. Manufacturing Tool

Although there is less published material on the use of lithography simulation in manufacturing
environments [55-57], the reason is the limited publications by people in manufacturing rather than the
limited use of lithography modeling. The use of simulation in a manufacturing environment has three
primary goals: to reduce the number of test or experimental wafers which must be run through the
production line, to troubleshoot problems in the fab, and to aid in decision making by providing facts to
support engineering judgment and intuition.

Running test wafers through a manufacturing line is costly not so much due to the cost of the
test, but due to the opportunity cost of not running product [58]. If simulation can reduce the time a
manufacturing line is not running product even slightly, the return on investment can be significant.
Simulation can also aid in the time required to bring a new process on-line and in the establishment of the
base-line capability of a new process.
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6.4. Learning Tool

Although the research, development and manufacturing applications of lithography simulation
presented above give ample benefits of modeling based on time, cost and capability, the underlying power
of simulation is its ability to act as a learning tool. Proper application of modeling allows the user to learn
efficiently and effectively. There are many reasons why this is true. First, the speed of simulation versus
experimentation makes feedback much more timely. Since learning is a cycle (an idea, an experiment, a
measurement, then comparison back to the original idea), faster feedback allows for more cycles of
learning. Since simulation is very inexpensive, there are fewer inhibitions and more opportunities to
explore ideas. And, as the research application has shown us, there are fewer physical constraints on what
“experiments” can be performed. Further, simulation allows the user to probe the otherwise inaccessible
intermediate steps of aerial images and latent images and separate out the effects of multiple interacting
variables.

7. Conclusions

The impact of simulation on optical lithography has been undeniably dramatic. However, the
best is yet to come. The continuing improvement in models, software, and measured input parameters
results in greater use of simulation almost on a daily basis. Like a lithography calculator, lithography
simulation is becoming a commonplace tool that engineers rely on to do their jobs.
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