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Chapter I 

Introduction 

The purpose of this pape r is to explain load fore

casting for an electrical utility. As in any business 

there is a desire to know the future demand of that busi

nessrs product. For an electrical utility this product is 

electricity, and the instantaneous need for electricity is 

known as peak load, peak demand or simply peak. The daily, 

n1onthly, or annual need for electricity is called load or 

energy. These two measurements of usage are related b ~ a 

number called a load factor. If the load factor is known 

one usage can be calculated from the other measurement of 

usage. Energy usage is used for fuel management, mainten

ance scheduling and budgeting. While peak usage must h 

known for planning the amount of future capacity needed to 

meet this instantaneous peak. 

Forecasting techniques vary as the projection time 

period into the future changes, because the variables 

causing the variance change. T1 is paper presents diffe . 1 

methods of forecasting, and some of the usages f the 

projections. 
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Then a long-term forecast is developed using actual 

data for an electrical utility. This shows one method-

- . 
ology of projecting future loads. Multiple regression 

programs are used to aid in the calculations. After the 

regression equations are obtained statistical significance 

is tested. Then elasticity of the dependent variable rel-

ative to the independent variables is examined. Finally, 

there is a subjective analysis of the developed mathemat-

ical model. 



Chapter II 

Load Forecasting in General 

The need for a peak demand or energy forecast for an 

electric utility can fall into three major areas - short

term, a few days to several months; intermediate-term, a 

year to five or ten years; and long-term, any longer 

period. Each different time period is sensitive to dif

ferent data and requires varying degrees of accuracy. 

All electric loads are comprised of a base load and 

a weather-sensitive load. In most techniques these two 

parts of the load are assumed to be statistically ind~

pendent and normally distributed, which means that the 

sum of the mean values of these two components is the 

Inean value of the total peak demand. Also, the sum of 

the variance of these two parts is the variance of the 

total load. Hence, there are three factors which con

tribute to the variance of the load forecast - (1) ran

dom variations of the base load about a trend curve, 

{2) uncertainty of the coefficients of the equation of 

the trend curve, and (3) random variations of tl.. 

weather variable or uncertainty of the futurP weath r. 

In the short-term, daily and m>nthly pec•k 

predictions are necessary for the system 0pcr r.- to 
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decide which units can be off for maintenance, whether he 

can sell power to another system, if he will need to use 

his peaking units, etc. Therefore, it follows that the 

short-term forecast is mostly for the basic operation of 

the power system, and the major reasons for variance are 

the random variations and future uncertainty of weather. 

The common forecasting method for the short-term is to 

obtain historical weather data that causes load varia

tions - temperature, humidity, rainfall, etc. Then the 

weather-sensitive load must be removed from the histor

ical loads. This can be done by examining monthly all 

daily peaks related to the weather data. Now a trend 

line can be fit to the base peak load and by correlat

ing weather data with the weather-sensitive portion of 

the load, a complete model can be developed. By input

ing normal, extreme or expected (may be different than 

normal) weather data in the model, it can yield a rang ~ 

of peaks based on weather uncertainty. Extreme data will 

give the upper limit for· expected peaks. 

It used to be conventional just to use historical 

demand data and a least-squares fit for a trend of tho 

data. Then this curve would be projected into the fu L1 r 

with corresponding probability limits. Ho~ev ~ r, ~ ~ 

electric air-conditioning, heating and ot er ap. liat~ 
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became common, this method became no longer acceptable for 

the short-term. It is still used for some long-term pro-

--
jections, under the assumption that weather normalizes 

itself over a period of time. However, for the short-range 

forecast~ this curve fit method can still be used for the 

base load trend line. 

Another technique is to correlate the base load with 

economic or system characteristic variables in a multiple 

regression and project the base load. In fact, for the 

short-tenn projection, this can be done weekly or monthly 

instead of annually, if the accuracy warrants the 'addi-

tional effort. If this is only to be done annually, then 

the weather-sensitive load must be done in the same for-

mat. Then percentages or factors need to be developed 

to relate this work to a shorter time period, that is -

daily, weekly, monthly. In any case, the accurate fore

cast of the peak of today, tomorrow, next week, and/or 

next month is the final result. The energy is also a 

desired result, and in the short-term is a by-pro~uc~ o 

the peak by using load factors. In the longer range, 

forecasted peaks are still important for future p art 

expansion, but due to inaccuracy of forecasting the pe J~, 

energy is often projected and the peak is the by -prQ· c 

answer using load factors. 

Now fo~ the intermediate-tenn f orecd~ -- cr 1 
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detailed analysis of weather correlated with load is 

usually too time consuming to be worthwhile. This does 

not mean t~neglect the effect of weather on historical 

loads, but that more attention should be focused on what 

produces peak and energy growth. As the time range of 

the forecast becomes longer, more effort should be spent 

on explaining the random variations of the base load and 

the uncertainty of the coeficients of the equation. This 

mid-term projection has a different importance today than 

about fifteen years ago because of the longer lead times 

for generation and transmission plant additions. When i t 

took only a few years to install a steam turbine generator, 

there was not the need for a long-term forecast there is 

today; the intermediate-term forecast of today was the 

long-term at that time. At that time most forecasters 

used a least-squares trend line for a projection. However , 

today with a lead time of ten years or longer, the plant 

needs to be under construction sooner in order to meet th 

load. Where mid-range forecasting is useful is to 

check the need for more generation. If it is determined 

that the load is growing faster than expected, then pur 

chasing power, building gas turbines, or other means o 

meeting the load, must be built or obtained, b r"! ca · e 

load capacity can not be built in t ime. Like·:l· s e , · ~ 1 
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growth is slower, a unit may be delayed or part of it sold 

to other utilities. 

For planning of future generation and transmission 

systems a long-range forecast of twenty years or more is 

needed. In transmission planning an horizon year, about 

twenty years in the future, will be examined and a trans

mission network built for that year, and then the inter

mediate years will be looked at for timing or possible 

other lines needed. On the other hand, generation plan

ning involves planning the next unit at least ten years 

ahead. Also, it is important to plan the next couple 

units in order to determine the best fuel type, site, 

construction timing, etc. A low forecast could result in 

insufficient capacity on line, meaning expensive purchased 

power must be bought or costly gas turbine generation 

added. While a high projection of load would cause more 

capacity in operation giving a loss of economy. 

Intermediate-term and long-term forecasting technique. 

are often about the same. More time will ne spent e:pla~n

ing variations of the weather variable in mid-rang e th ·1 in 

long-range projecting. But the major d1fference betwee 

intermediate and long-range forecasting is that in the 

long-term there can be a gradual change in syste t lo

factor (relationship between annual peak load and a . n 1 
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energy) that may not influence the mid-term projections. 

The energy load factor method is often used for long-range 

forecast·ing because annual energy can be projected with 

less uncertainty than annual peak demand. This paper will 

expand on this technique and perform an actual forecast 

using this method. By multiplying the energy by the load 

factor and dividing by the number of hours in a year 

(8760 hours) , the annual energy can be converted to an 

annual peak demand. It is difficult with this method to 

get estimates of the variance of the peak demand forecast. 

While extrapolation of the peak demands using a trend curve 

will yield an estimate of the confidence limits, but even 

if the weather-sensitive load is removed, the trend line 

will explain less of the variance than the energy-load

factor technique. Also, the effort needed to examine the 

weather-sensitive portion of the peak may be too extensive 

for a long-term forecast, because more than just a tnultiple 

regression with weather variables is necessary for an accu

rate representation of weather-sensitive peak. However, 

with an energy forecast in the long-term only a temper urc 

related variable is needed, because it explains the great 

est amount of the weather variance. Usually cooling a d/o 

heating degree days result in a good energy weat. !r r.'O 

The rest of the regression variables should be eco1 o nic 
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or technical in nature~ This can include technical break

throughs such as the electric car, home solar energy, etc. 

But these ·variables can affect the load factor and energy 

more than they may affect the peak demand. Economic var

iables can include most anything that affects energy con

sumption - price of electricity, inflation, income, popu

lation, business act.ivity index, etc. 

Research on the effect of any non-weather variables 

to be included in the model should be done in order to 

prevent too· many variables in the model. Appliance sur

veys and information about new housing construction as to 

size, appliances installed, and type of heating and air 

conditioning equipment installed can be useful. For that 

matter, the more information about customer usage, number 

of customers and economic conditions that can be obtained, 

the more confidence there is in a peak demand or energy 

forecast . However, once again too many different variable s 

can lead to cross-correlation and possible confusion for 

the forecaster or the person interpreting the model or 

results. It is important in the regression analysis t l at 

close attention be paid to the F-value, standard error of 

regression coefficient, multiple correlation, standard 

error of estimate, and other pertinent results of th_ l 

tiple regression, in order not to include too many v r i

ables. 
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In answer to the question of uncertainty in the future 

value of the variables, there are two possible ways to get 

a handle on this uncertainty. For one, each variable can 

be given a probability distribution, and then using game 

theory, a probabilistic simulation can be done. But once 

again these distributions are only as good as a person's 

estimate. If a computer program for this simulation is 

not available or this method is not acceptable, some per

tinent "what if" questions can be asked. This second 

technique is done by changing the future values of an in

dependent variable to simulate a possible event occurring, 

tl1at is - large increases in the price of electricity, 

lower inflation, another oil embargo, etc. But one pitfall 

to this method is too many scenarios may result from chan r

ing variable values, which can be confusing. Only the most 

relevant questions should be addressed and investigated. 

Different areas of the country will have different 

variables in their model. In fact, a large electric ut· 

ity may divide its service area into regions with simil r 

weather
1 

economics and customer classes. Then in th f" na l 

analysis, sum the results to obtain a system-wide an~ ~e . 

(The utility that this paper will work with is not larg 

enough to warrant such a detailed analysis, but th

ciple for each analysis is the same.) 
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Before the oil embargo in October, 1973, there was 

no measurable price increase of electricity. But this 

-- -
price increase over the past three years, along with the 

economic recession, have reduced the per customer use of 

electricity. This energy crisis gives a dramatic demon-

stration of how price and personal conservation can af-

feet electric demand and energy. Until this time, there 

was no event that showed the negative effect the economy 

could have on the load. The on~y thing that could have 

been done before was to conjecture what the price elas-

ticity of electricity was. This problem of guessing what 

effect an event or development will have on the load can 

only be solved by a person's best estimate. For example, 

the effect of the electric car on energy usage or peak 

demand can not be determined by historical multiple re-

gression. A detailed analysis of the best data available 

will yield the additional energy and peak that will be 

demanded by the electric car. Even more important is the 

effect on the load factor. As one can see, there is stiJl 

a large a~ount of forecasting that can not be done simply 

by using mathematical tools. When using a multiple r· ~ 

gression, all the independent variables must be project-d 

into the future in order to yield the dependent variab e. 

This may be done by the forecaster or this information 

may be obtained from other expert sources. 



Chapter III 
---

Actual Long-Term Load Forecast 

The forecast presented in this paper is a long-term 

projection using actual historical data of the Orlando 

Utilities Commission. Any results developed or conclu

sions drawn are those of this forecaster alone, and 

should not be -misconstrued as those of any- other person 

or of the. Orlando Utilities Commission. An attempt to 

show two different forecasts is made - one based on all 

customers together, and the other from projecting resi

dential and commercial customers separately, then adding 

the results to arrive at the total. This second procedur · 

is valid because residential usage does not affect commer

cial usage, being independent of each other they can be 

added together to obtain the total. Both forecasts are 

done by projecting separately annual average usage 

kilowatt-hour per customer and the average number of acti 1 

meters (one meter per customer), then multiplying the 

results of each to yield the total energy for the y ~ ar. 

Looking at only total usage does not give the tru~ pic 

of the changes taking place. That is the average usa1 
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can vary independent of the number of meters. Likewise, 

the number of meters is .independent of the average usage. 
-.-

This is why the total usage can be calculated using these 

two independent variables. In order to get the peak de

mand a load f~ctor is applied. Data is not available for 

a load factor analysis, so it is assumed that the expect

ed load factor is the average of the past nine years. 

First, an important decision must be made as to 

which variables .to include in the multiple regression 

mode. Too many variables cause too much effort spent on 

data collection and cross correlation, while not enough 

variables yield an inaccurate model. In exhibit 1, it is 

shown what is considered to be the important causes of 

changes in the number of meters and usage per customer. 

From these causes, the conclusions are drawn that lead to 

the development of the data in Tables 1 and 2. In th . 

regression analysis, the forecaster relates the number of 

active services to the Orange County population. For th 

usage per customer, the independent variables are: de-

gree days (cooling, heating and total), a Handy-Whitmar 

Index, the Orange County per.-capita income, a conserva-

tion index, and the cost of electricity. The Handy

Whitman Index is an average of the plant index and h 

labor index for the Southeast. These indices are ~ub-
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Exhibit 1 

Orange County ____ >~ Orange County 
Employment Population 

Inflation and 
Wage Increases 

Number of 
---~> 1w1eters 

Total Kilowatt-Hour 
Sales 

i 
Price of ---->~Usage Per 

· ' > ·Electricity 7 Customer 

Weather 

Voluntary 
Conservation 

Arrows Indicate Influence 

;;] 
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TABLE 1 REGRESSION DATA 

HANDY-WHITMAN WEIGHT 
PLANT LABOR 50-50 

YEAR INDEX INDEX INDEX 

1965 167 192 179.5 
1966 173 197 185.0 
1967 179 206 192.5 
1968 184 216 200.0 
1969 199 245 222.0 
1970 213 270 241.5 
1971 230 302 266.0 
1972 247 350 298.5 
1973 260 361 310.5 
1974 313 389 351.0 
1975 367 432 399.5 

DEGREE DAYS 
YEAR COOLIN.G HEATING TOTAL --
1965 3417 481 3898 
1966 3119 655 3774 
1967 3394 410 3804 
1968 3081 1009 4090 
1969 3339 840 4179 
1970 3625 760 4385 
1971 3891 427 4318 
1972 3870 364 4234 
1973 3720 556 4276 
1974 3474 399 3873 

1975 3601 443 4044 

ORANGE COUNTY 
PER-

POP. CAPITA CO r ~SERV :, 

YEAR (1000) INCOME INDEX 
---

1965 308.9 2480 1 

1966 315.1 2586 1 

1967 319.0 2877 1 

1968 327.4 3135 1 

1969 341.1 3476 1 

1970 344.3 3704 1 

1971 363.1 4219 1 

1972 385.0 4824 1 

1973 -108.4 5421 0 R-

1974 424.0 5664 0 

1975 424.6 5774 0 
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TABLE 2 REGRESSION DATA 

RESIDENTIAL 
ACTIVE 

YEAR - KWH/CUST. METERS $/MWH 

196S 7548 45043 22.56 
1966 8170 45897 22.02 
1967 8572 47133 21.66 
1968 9606 48509 20.40 
1969 10477 50013 20.03 
1970 11366 51732 20.21 
1971 11650 53819 20.94 
1972 12040 56133 21.48 
1973 12868 59603 21.58 
1974 11456 62587 28.21 
1975 11382 64315 35.97 

COMMERCIAL 
ACTIVE 

YEAR KWH/CUST. METERS $/MWH 

1965 59727 7099 20.04 
1966 64589 7091 19.75 
1967 71661 7075 19.17 
1968 76806 7200 18.33 
1969 83772 7401 18.27 

1970 89089 7543 18.75 

1971 93864 7692 19.54 

1972 105230 7954 19.64 

1973 113729 8318 19.96 

1974 107871 8677 27.07 

1975 110051 8905 34.12 

ALL CUSTOMERS 
ACTIVE 

YEAR KWH/CUST. METERS $/~1WH 

1965 14680 52042 21.21 

1966 15721 52988 20.88 

1967 16806 54208 20.40 

1968 18291 55709 19.39 

1969 19925 57414 19.20 

1970 21257 59275 19.58 

1971 21931 61511 20.39 

1972 23609 64087 20.64 

1973 25220 67921 z . 
1974 23195 71264 27. 9 

1975 23382 73220 35.-2 
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lished semi-annually with 1949 being the base (100) . The 

cooling degree days, heating degree days and the sum of 

the two are-figured using 65°F as the base. In order to 

see whether the oil embargo of 1973 and the following con

servation were significant, relative to usage per customer, 

a dummy variable was used. This variable has a value of 

one per month before the embargo then divided by twelve to 

put it on an annual basis.. The cost of electricity is the 

annual ave~age in dollars ~er mega~att-hour. Usage per 

customer is measured in annual kilowatt-yours per customer. 

For the total number of customers regressed against 

the Orange County population, using a regression analysis 

program, the resulting equation is: 

Ma = 167.7 P + 488.5 (1) 

where Ma is the total number of active meters for all cus

tomers and P is the Orange County population. This equa

tion has a multiple correlation of 0.994, which means 99% 

of the variance of M is explained by P. Also, the F-ralue 

{810.0), the standard error of estimate (816.9), and the 

standard error of the regression coefficient imply tha 

the equation is in the 99% confidence area. In examin· g 

the residuals it is found that all unit normal deviate 

are betv1een the limits (-2,2). Thi s approximate .. -~ n .J -m 1 

distribution, N (0,1), which is the assumption : or res· -
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duals of a least-squares regression model. A plot of the 

residuals versus the dependent variable (Graph 1) shows 

one possible-point of concern the 1975 residual. However, 

the 1975 population estimate is about the same as 1974 

which is unusual. Being only an estimate and not a census 

value, this high residual value, though it is not an out

liner, may be caused by a bad measurement of the indepen

dent variable. 

Now for the number of residential meters and the 

number of commercial meters, the equations are: 

Mr = 152.6 p 1796.5 (2) 

and Me = 14.8 p + 2390.0 (3) 

where Mr is the number of residential active meters and :t-c 

is the number of commercial active meters. Likewise, with 

multiple correlation of 0.995 and 0.986, and F-values of 

828.6 and 323.1, these equations are in the 99% confidenc~ 

limits. Once again the unit normal deviates for both 

equations approximate a normal distribution. The plots of 

the residuals versus the dependent variable (Graphs 2 and 

3) show that same high 1975 residual point, though not an 

outliner, to have the most deviation. But as before th "r. 

could be caused by an error in estimating the population. 

Since these were regressions of only one v riable 

there is not a problem of which variables to includ~. D 1t 
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GRAPH 3 
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for the usage per customer a program is needed to aid in 

deciding the pertinent variables. Hence, for this anal

ysis, a step~Wlse multiple regression program is used, 

which is only one of several possible methods. The best 

method is the opinion of the statistician. This program 

enters the independent variable in order of reducing the 

sum of the squares (variance) until reaching the constant 

to limit the entering variable (input from the user). 

For all three ~tep-wise regressions a limiting value 

of 0.001 is used, in order to see the effects of several 

variables and then omit those which do not improve the 

F-value, standard error of estimate and standard error of 

regression coefficient. Looking at the results of the 

residential usage.per customer regression, per-capita in-

come, total degree days and cost of electricity explain 

99% of the variance of the usage variable. Also, each var-

iable improves the F-value and standard errors. However, 

the next two independent variables entering into the anal

ysis do not improve the F-value or standard errors, so t·1 -y 

are excluded from the final equation. This results 1n h 

following equation: 

Ur = 1.283 I+ 2.772 D- 102.4 Cr- 3615.4 (4J 

)~ -where ur is the residential usage per customer, I 

capita income, D ~s the total number of degree day , an 
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Cr is the cost of electricity for residential customers. 

In a long-term model to be used in forecasting, 

weather variables, of course, can not be predicted. But 

for this equation the total degree days are normalizing 

or taking out the weather-sensitive part of usage for the 

historical data. In the forecast the normal number of 

degree days will be used for each year. Graph 4 shows the 

actual residential usage per customer, this usage adjusted 

· for · the nu~er . of . d~gree days and the ~stimated usage from 

the ·model. This deweatherizing effect can be seen in the 

graph {tabular data in Table 3). 

Next, for the commercial usage per customer, the per-

capita income and the conservation index explain 99% of 

the variance of the usage variable. While heating degr ~ e 

days do yield lower standard error of estimate and standa d 

error of regression coefficient, its presence in the analy-

sis also gives a lower F-value, which is not favorable. By 

examining the runs of the residuals of the equation wi -hoi 

the heating degree days variable in the model an unusu 1 

pattern of positive and negative residuals is noticea 1 

{Table 4). But including the heating degree day varia 

helps to solve this problem by eliminating the runs. 

Thus, the following is the final equation: 

U = 18.625 I+ 13308.8 CI + 6.338 H- 345.2 (J, 
c 
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GRAPH 4 

RESIDENTIAL USAGE PER CUSTOMER 

LEGEND: Actual Usage 
x Estimated Usage 
+ Actual Usage Adjusted for Weather 

69 70 

I 
YEAR 
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TABLE 3 

RESIDUALS 

Residential Usage Model 

-.- Adjusted 
To Normal 

Year Y-Value Y-Estimate Residual Weather 

1965 7,548 8,062 -514 8,231 
1966 8,170 7,909 261 8,422 
1967 8,572 8,402 170 8,832 
1978 9,606 9,655 - 49 9,292 
1979 10,477 10,377 100 9,768 
1970 11,366 11,223 143 10,042 
1971 11,650 11,623 27 10,628 
1972 12,040 12,111 - 71 11,349 
1973 121868. 12,983 -115 12,104 
1974 · 11,456 ·11,499 43 11,737 
1975 11,382 11,319 63 11,084 

All Customers Usage Model 

Adjusted 
To Normal 

Year Y-Va1ue Y-Estimate Residual ~'leather 

1965 14,680 15,495 -815 15,723 
1966 15,721 15,386 335 16,077 
1967 16,806 16,402 404 16,980 
1968 18,291 18,362 - 71 17,873 
1969 19,925 19,695 230 18,874 
1970 21,257 21,054 203 19,463 
1971 21,931 22,143 -212 20,801 
1972 23,609 23,513 96 22,486 
1973 25,220 25,335 -115 24,151 

1974 23,195 23,418 -223 23,739 

1975 23,382 23,209 173 22,892 



Year 

1965 

1966 

1967 

1968 

1969 

1970 

1971 

1972 

1973 

1974 

1975 
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TABLE 4 

- --

RESIDUALS FOR 
CO~llirnRCIAL USAGE MODEL 

WITHOUT HEATING DEGREE DAY VARIABLE 

Y-Va1ue Y-Estimate 

59,727 63,443 

64,589 65,379 

71,661 70,695 

76,806 75,408 

83,772 81,637 

89,089 85,802 

93,864 95,209 

105,230 106,261 

113,729 114,830 

107,871 107,865 

110,051 109,874 

Residual 

-3,716 

790 

966 

1,398 

2,135 

3,287 

-1,345 

-1,031 

1,101 

6 

177 
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where Uc is the commercial usage per customer, I is per

capita income, CI is the conservation index, and H is the 

number of heat1ng degree days. 

Like in the residential usage model, the heating 

degree days in this model normalizes the usage. Probably 

the reason that total degree days do not have as much 

effect as just heating degree days for the commercial 

usage model is that commercial establishments before the 

o~l embargo seem to have their air conditioning on all 

the time. Remember how cold the stores used to be dur

ing the summer? 

Finally looking at all customers as one group, per

capita income, · total degree days and cost of electricity 

explain 99% of the variance of the usage variable. Once 

againr the Handy-Whitman Index and heating degree day 

variables improve the sum of the squares reduced, but these 

variables do not improve the F-value or standard errors. 

The exclusion of these two variables gives this equation: 

Ua = 2.847 I+ 3.734 D - 156.6 Ca- 2798.8 (6) 

where Ua is the usage ·per customer of all customers, anr 

Ca is the cost of electricity for all customers. Once 

again the total degree days in this model normalizes th~ 

usage (Table 3). 

Another fact to keep in mind, in dete.mining th-
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variables to be included in the final equation, is the 

reliability of the historical data. For example, in 

equation {4) ·for residential usage, the per-capita income 

and degree days explain about 96% of the ·variance. There

fore, if the historical cost of electricity had been sus

pect in terms of its validity, it could have been left out 

of the equation, because it does not explain a major por

tion of the variance. However, . the historical cost of 

e~~ctricity ·is reliable; hence it is included. 

Assuming there is little cross-correlation, the 

reg~ession coefficient of a variable will show the effect 

of a change in that variable on the usage {dependent var

iable). Once again, in equation (4), if the cost of 

electriaity goes up one dollar per megawatt-hour then 

usage per residential customer will go down 102.4 kilowatt

hours. This type of analysis can show the sensitivity of 

the usage to changes in each of the independent variables. 

Of course any cross-correlation between independent var

iables will impact the regression coefficient of each, 

giving distortion in the sensitivity study. 

Now it is possible to calculate the elasticity of 

usage with respect to each independent variable. The 

elasticity for a linear model 1s different at eve Y poi _, 

but it is common to calculate the elasticity using t 



29 

mean values of the variables, which yields: 

Er - au I - 1.283 4014.5 - 0.4921 
ar u 10466.8 

-.-

Ec - au c - -102.4 23.187 - -0.2268 
ac u 10466.8 

Eo = au n - 2.772 4079.5 - 1.0804 
an u 10466.8 

Actually the elasticity of usage with respect to price 

ranges from -0.17 to -0.33. Likewise, the other two 

elasticities have ranges, but the mid point gives the 

nec.essary information. The price elasticity is inelastic, 

which means electricity usage will go down little with a 

large rise in price with all other variables constant. 

Since the income elasticity is positive but less than one 

(about 0.5), it is low. This means that as per-capita 

incorne rises the cost of electricity becomes a smaller 

portion of the income. 

Once the equations are developed, future data for the 

independent variables is researched. In this case, Oraf.ge 

County population and per-capita income are from the 

University of Florida statistics and the cost of elec

tricity is Orlando Utilities Commission's best estimate 

(Table 5). The University of Florida used 1967 dollars 

as a base for their future per-capita income, then 

these must be inflated to current dollars. Inflation 



Year 

1976 
1977 
1978 
1979 
1980 
1985 
1990 

Year --
1976 
1977 
1978" 
1979 
1980 
1985 
1990 

Year 
-

1976 
1977 
1978 
1979 
1980 
1985 
1990 
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TABLE 5 

I•'UTURE DATA 

Oranse Count~ 
Per-

Capita 
Pop. Income 

{1000) 1967 $ 

432.6 3572 
440.6 3796 
448.7 4021 
463.0 4245 
477.2 4470 
537.9 5132 
588~5 5794 

All 
Customers Residential 

$/MWH· · $/MWH 

39.12 39.97 
42.89 43.74 
43.65 44.50 
44.75 45.60 
46.18 47.03 
53.24 54.09 
59.50 60.35 

Degree Da~s 
Heating Total 

(Normal) {Normal) 

733 3959 
733 3959 
733 3959 
733 3959 
733 3959 
733 3959 
733 3959 

Per-
Capita 
Inc orne 

Current $ 

6532 
7323 
8145 
8986 
9841 

13098 
17142 

Commercial 
$/MWH · 

38.12 
41.89 
42.65 
43.75 
45.18 
52.24 
58.50 

Load 
Facto 

0.5397 
0.5397 
0.5397 
0.539/ 
0.5397 
0.5397 
0.539 7 
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factors of 6%, 5.5%, 5%, 4.5%, and 4% are used for the 

years 1976 through 1980, then for 1981 through 1990 3% 

-is assumed. The number of degree days (normal is assumed 

for the future) from the United States Weather Service is 

used. 

Now with these best estimates, the usage and number 

of meters are projected. Using equations (1) and (6), and 

the data from Table 5 for all customers, the average usage, 

number of meters, total usage, and the sales peak are 

developed (Table 6). Likewise, for commercial and residen-

tial, equations (3) and (5) and equations (2) and (4) yield 

similar results. Adding together total sales for these two 

classes gives the total usage for all customers. Finally, 

by applying the load factor to the total usage, the annual 

peaks ar~ figured. 



Year 

1976 
1977 
1978 
1979 
1980 
1985 
1990 

Year 

1976 
1977 
1978 
1979 
1980 
1985 
1990 

Year 

1976 
1977 
1978 
1979 
1980 
1985 
1990 

Year 

1976 
1977 
1978 
1979 
1980 
1985 
1990 
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TABLE 6 

FUTURE FORECAST 

All Customers 
Active Sales Annual 
l~eters KWH/C.ust. (MWH) Peak (MW) 

73,036 24,455 1,786,095 378 
74,377 26,116 1,942,430 411 
75,735 28,337 2,146,103 454 
78,134 30,559 2,387,697 505 
80,515 32,770 2,638,477 558 
90,694 40,936 3,712,650 785 
99,180 51,470 5,104,795 1,080 

Residential 
Active Sales 
Meters KWH/Cust. (MWH) 

64,218 11,646 747,883 
65,439 12,275 803,264 
66,675 13,252 883,577 
68,857 14,219 979,078 
71,024 15,169 1,077,363 
80,287 18,625 1,495,345 
88,009 23,172 2,039,345 

Commercial 
Active Sales 
Meters KWH/Cust. (MWH) 

8,792 125,959 1,107,432 
8,911 140,691 1,253,698 
9,031 156,001 1,408,845 
9,242 171,665 1,586,528 
9,453 187,589 1,773,279 

10,351 248,251 2,569,646 
11,100 323,570 3,591,627 

Sum of 
Residential and Commercial 

Sales (l-1WH) Annual Peak (MW) 

1,855,315 
2,056,962 
2,292,422 
2,565,606 
2,850,642 
4,064,991 
5,630,972 

392 
432 
485 
543 
603 
860 

1,191 



Chapter IV 

Summary and Conclusions 

The method of projecting the whole and the method of 

forecasting the parts and then totaling, both yield similar 

results with the difference between the two widening 

through time, but still within ten percent of each other 

even in 1990. It seems that the more detailed work in 

projecting by parts would be more accurate. 

Using only mathematical processes can cause a problem 

between historical data fitting smoothly into projected 

data. Notice the projected active meter counts for all 

three groups; they are lower in 1976 than 1975, but it is 

possible that the 1975 population is out of line. This is 

further supported by the fact that 1975 meter count resid

uals are high for all three equations. Even historical 

data is an estimation of what was or is there. Some hi ~

torical counts are better than others, that is, population 

estimates are less reliable than costs of electricity. 

More active service growth occurred in 1975 than is Lndi

cated by the active meter versus population curve. 

The 1976 actual data for active meters and us g_ = 

now ava1lable. For all customers the to t al us ~ ge s 
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1,820,000 megawatt-hours with 77017 active meters, giving 

an average use of 2363 kilowatt-hours per meter. For 

residential customers, these figures are 786,037 megawatt

hours, 67,873 active services, and 11,581 kilowatt-hours 

per service, and for commercial - 1,033,963 megawatt-hours, 

9,144 customers, and 113,075 kilowatt-hours per customer. 

The total sales is between the two total usage figures cal

culated. However, the actual average usage is lower for 

all gro~ps and the number of active meters is higher for 

each of the three groups. Not knowing any of the actual 

1976 data for the independent variables, it is not pos

sible to explain this difference. 

Finally, a "what if" study to develop different 

scenarios is performed. For example, what if inflation 

goes to zero during the 1980's and the cost of electricity 

in 1990 is the same as 1980? This results in a residential 

per customer usage of 18,996 kilowatt-hours and a commercial 

usage of 237,406 kilowatt-hours, giving total sales of 

4,307,026 megawatt-hours. This seems to say that as in rl

tion increases per-capita income, it is raising the cos ~ 

of electricity less in proportion to income, which means 

more money available to spend on electricity. Other such 

questions can be a5ked, and then answered by the mo( ,l. 

After all the regressions are done and the .. 1hat if" 
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study completed, the actual forecast may be a combination 

of several different scenarios, depending on the judgment 

of the forecaster and . managernent. Forecasting, especially 

long-term, is not only mathematical formulas and analysis, 

but also judgment decisions. Of course these subjective 

decisions are based on the results of the models and on 

variables that are not or can not be figured in the math

ematical model. 

Looking at this forecast, the number of active services 

is growing at an average compound growth rate of 2.0%. 

Unless some large industry comes into the area and changes 

the population projection, this growth subjectively seems 

reasonable. However, the average usage per customer is 

the big question. From 1965 until 1973 the average usage 

per reside11tial customer grew at an average compound gro\tlth 

rate of 6.9%, and projected 1990 usage yields a 4.9% rate 

from 1975. Of course, during the late 1960's and early 

1970's the percentage of homes with electric air condi

tioners and new electric appliances (trash compactors, 

dishwashers, etc.) grew tremendously. This caused the 

large per customer usage growth then. The question now 

is what will continue to cause this usage per customer to 

grow? This is when subjective reasoning is used. Appli

ance surveys can be taken to aid in the decision. But 
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the future of the electric car or other new electric 

gadgetry is a question mark. It is possible that there 

will be little usage per customer increases in the future 

due to more efficient appliances and more customer aware

ness of efficient operation of electric appliances. This 

would be a break in the historical trend which means the 

historical model would have to be modified. Hence, the 

reader can see the reasoning used after all the statistical 

analysis is done. In a way, the creation of a model is 

only the beginning of the problem of projecting what the 

future holds. 
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