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Purpose: Excessive scatter contamination fundamentally limits the image quality of cone-beam CT (CBCT), hindering its quantitative use in clinical applications. The author has previously proposed an effective scatter correction method for CBCT using primary modulation. A Fourier transform-based algorithm (FTPM) was implemented to estimate scatter from modulated projections, with a few limitations including the assumption of uniform modulation frequency and magnitude that becomes less accurate in the presence of beam-hardening and other nonideal effects. This paper aims to overcome the above drawbacks by developing a new algorithm for the primary modulation method with improved accuracy and reliability.
Methods: Incident x-ray intensities for each detector pixel with and without the interception of the modulator blocker are estimated from a modulated flat-field image. A new signal relationship is then developed to obtain a first scatter estimate from a modulated projection using a spatially varying modulation distribution. The method empirically adjusts the effective modulation magnitude for each projection ray to account for the beam-hardening effects. Estimated scatter signals with high expected errors are discarded in the generation of the final scatter distribution. The author proposes a technique of local filtration to accelerate major portions of the signal processing, and the new algorithm is referred to as local filtration based primary modulation (LFPM).
Results: The study on the Catphan® 600 phantom shows that LFPM effectively removes scatterinduced cupping artifacts on CBCT images and reduces the CT image error from 222 to 15 HU . In addition, the image contrast on eight contrast rods of the phantom is enhanced by a factor of 2 on average. On an anthropomorphic head phantom, LFPM reduces the CT image error from 153 to 18 HU and eliminates the streak artifacts observed on the result of FTPM with substantially improved image uniformity. On the Rando® phantom, LFPM reduces the CT image error from 278 to 4 HU around the object center.
Conclusions: As compared with the previously developed FTPM algorithm, LFPM enhances the imaging performance by using a more flexible data processing framework that does not require projection data downsampling or uniform modulation frequency and magnitude. It also becomes possible to discard suspicious scatter estimate values prior to the generation of a final scatter distribution and to model the beam-hardening effects on modulation for improved scatter estimation accuracy. The presented research further exploits the potential of the primary modulation method on scatter correction and facilitates its clinical adoption in CBCT imaging. © 2016 American Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4965042]
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## 1. INTRODUCTION

Scattered photons are a fundamental source of imaging errors on cone-beam CT (CBCT) systems with large-area flat panel detectors. Due to the increasing size of the volume of x-ray irradiation, ${ }^{1}$ the average scatter-to-primary ratio (SPR) on a mid-size human torso increases from $<0.01$ on a 16 -slice diagnostic CT scanner to $>3$ on CBCT systems, ${ }^{2}$ which leads to a CT number error of up to $\sim 350 \mathrm{HU} .{ }^{3-5}$ Without scatter correction, CBCT images typically contain global cupping artifacts as well as local streaks around dense objects, which greatly hinders the quantitative use of CBCT imaging. This
paper aims to design a new data processing algorithm for the primary modulation method, ${ }^{6-10}$ a scatter correction technique previously invented by the author, with substantially improved accuracy, flexibility, and reliability.

Scatter correction must be implemented to gain the full benefits of CBCT imaging. The air gap ${ }^{11}$ and anti-scatter grid methods ${ }^{12}$ prevent scattered photons from reaching the detector but have limited efficacy. Postprocessing methods, by comparison, provide improved scatter suppression; existing methods include analytical calculation, ${ }^{13,14}$ Monte Carlo (MC) simulation, ${ }^{15-18}$ scatter measurement, ${ }^{3,19,20}$ prior-image-based correction, ${ }^{21,22}$ and image-domain correction. ${ }^{23,24}$ Although these
approaches successfully remove scatter in certain scenarios, the improvement of image quality is often accompanied by method drawbacks including low accuracy, high computational complexity, scan time or patient dose increase, requirement of prior CT images, and reduced image contrasts. A detailed review of scatter correction methods can be found in Ref. 25.

One of the author's previously developed scatter correction techniques, the primary modulation method ${ }^{6-10}$ shows great promise for effective scatter removal as a general method on different CBCT systems with no modifications on x-ray tube, detector, or sub-system controls. The method inserts a modulator sheet between the x-ray source and the object to modulate primary signals without shifting the spatial frequency spectrum of scatter. With no increase in data measurement or imaging dose, one effectively estimates and removes scatter based on frequency analysis. Different research groups have demonstrated the success of this method. ${ }^{26-28}$ The current signal processing algorithm of primary modulation was developed using the Fourier transform theory, which enables fast computation via filtering techniques. The derivation of the Fourier transformbased primary modulation method (FTPM), however, is established on an assumption of primary signal modulation with uniform modulation frequency and magnitude, which becomes inaccurate in the presence of physical nonidealities, including focal spot wobble, spatially varying x-ray incident angle, and nonuniform beam-hardening effects on the imaged object.

In this paper, the author develops a new algorithm to fully explore the potential of the primary modulation method on scatter correction with no requirements of uniform modulation frequency and magnitude. The algorithm not only allows a more flexible geometry of the primary modulator but also substantially improves the accuracy of scatter correction by using the whole-field projection data and by spatially adjusting the effective modulation magnitude based on the estimated beam-hardening effects. A technique of local filtration is designed to accelerate the computation, and the new method is referred to as local filtration based primary modulation (LFPM). The performance of LFPM is evaluated via phantom studies on a table-top CBCT system.

## 2. METHOD

## 2.A. Fourier transform based primary modulation method and its limitations

This section first briefly reviews the scatter correction method using primary modulation and the previous Fourier transformbased algorithm of signal processing, i.e., the FTPM method. More details of method derivation and implementations can be found in the author's early publications. ${ }^{6-10}$ The limitations of the FTPMmethod are then discussed, which leads to the motivation of the presented research on a new signal processing algorithm of scatter correction for CBCT via primary modulation.

## 2.A.1. The Fourier transform relationship on the modulated projection and the FTPM method

Figure 1(a) shows the imaging geometry of primary modulation. For clarity, only 1D illustrations are drawn. A primary


Fig. 1. Illustrations of the primary modulation method for scatter correction and the Fourier transform-based algorithm of signal processing. (a) System geometry with the insertion of primary modulator. Primary signals are modulated while scatter signals are still dominated by low-frequency components. (b) Signals in the Fourier domain, showing that scatter and the modulated primary are mostly nonoverlapping (courtesy of Dr. Hewei Gao).
modulator with a high-frequency pattern, which consists of an array of x-ray semitransparent blockers, is inserted between the object and the x-ray source. Primary signals are modulated by the same frequency pattern. We have shown that a modulator period of up to 27 mm on the detector is adequate for accurate scatter estimation in a clinical CBCT geometry. ${ }^{9}$ In the FTPM algorithm, we use only the data at the centers of high- and low-intensity regions on the detector to avoid the edge effect of the modulator. The downsampled primary signals, which have alternating transmission ratios in neighboring pixels, have the following relationship:

$$
\begin{equation*}
p^{\prime}(i, j)=p(i, j) \cdot \frac{1+\alpha}{2}+p(i, j) \cdot \frac{(1-\alpha) \cdot(-1)^{i+j}}{2} \tag{1}
\end{equation*}
$$

where $p$ and $p^{\prime}$ are the primary signals before and after modulation, respectively, $(i, j)$ is the pixel index in the image domain, and $\alpha$ is the transmission ratio at the center of the modulator blockers (ranging from $50 \%$ to $90 \%$ for different primary modulators in our published experiments). Taking the discrete Fourier transform (DFT) on both the sides of Eq. (1), we get

$$
\begin{equation*}
P^{\prime}(u, v)=P(u, v) \cdot \frac{1+\alpha}{2}+P(u-\pi, v-\pi) \cdot \frac{(1-\alpha)}{2} \tag{2}
\end{equation*}
$$

where upper-case $P$ and $P^{\prime}$ are the DFT of the primary signals and $(u, v)$ is the index in the Fourier domain. Equation (2) shows that primary signals are partially modulated to the highfrequency region, with a ratio of $(1-\alpha) /(1+\alpha)$ to the unmodulated primary. Barring statistical noise, studies have shown that scatter is still dominantly low-frequency even if high-frequency components are present in the x-ray source distribution. ${ }^{9}$ If the sampling of the projection field is uniform (i.e., the distance
between the centers of high- and low-intensity regions on the detector is constant), the downsampled scatter signals contain dominant low-frequency components as well. The modulated primary signals therefore bypass scatter contamination. Figure 1(b) shows the primary and scatter distributions after primary modulation.

For scatter correction via FTPM, we first extract the modulated primary via high-pass filtering, demodulate to low frequency, and then divide by the premeasured modulation fraction, i.e., $(1-\alpha) /(1+\alpha)$, to get the low-frequency primary signals. We then apply low-pass filtering on raw projections and subtract the estimated low-frequency primary. The resultant scatter estimate is upsampled to full resolution. Standard filtered-backprojection (FBP) reconstruction is performed on scatter-corrected projection data. A ring correction algorithm is used to remove possible ring artifacts induced by the modulator. ${ }^{29,30}$ Details of algorithm implementation can be found in Refs. 6-10.

## 2.A.2. Limitations of the FTPM method

Since the FTPM method as reviewed above uses DFT in signal processing, the extra computational cost required for scatter correction is negligible compared with that of CBCT reconstruction. Despite its theoretical elegance and success as demonstrated in a few publications by different research groups, ${ }^{6-10,26,27,31}$ however, several limitations should be noted on FTPM. First, FTPM requires projections to be downsampled for signal processing. The significantly reduced size of measurement data lowers the capability of the primary modulation method on estimating relatively high-frequency scatter signals. Second, the FTPM method design is based on the sampling theory and the relationship shown in Eq. (1). The accuracy of FTPM therefore heavily relies on the following implicit assumptions on the primary modulator across the projection field: (1) the distance between the centers of high- and low-intensity regions on the detector is constant, and (2) the blocker transmission ratio $\alpha$ is constant. In practical implementations, however, it is challenging to manufacture a primary modulator that satisfies these two conditions, mainly due to the nonuniform spatial distributions of the x-ray source intensity and the detector response, as well as the spatially varying incident angles in a divergent beam of CBCT. Furthermore, note that, on a commercial CBCT system with a polychromatic x-ray source, different thicknesses of the imaged object on different projection rays lead to different levels of beam-hardening effects. Therefore, the effective transmission ratio of a primary modulator spatially varies on the projections of an object, even if the modulator is well designed with a constant sampling period and a uniform transmission ratio in a flat-field image. Finally, FTPM processes the signal of each pixel in an equal manner and it lacks a capability of removing scatter estimates in certain areas of high expected errors. After filtering procedures of FTPM, local scatter estimation errors become global. One particular example is the high scatter estimation errors around the object boundary where primary signals contain high-frequency components, and therefore scatter
estimation via primary modulation becomes inaccurate. In the previous publication, ${ }^{9}$ an auxiliary boundary detection algorithm was used to empirically suppress the high potential errors of scatter estimation around the object boundary on the detector.

## 2.B. Local filtration based primary modulation method for scatter correction

The author aims to develop a new signal processing algorithm of primary modulation, i.e., the LFPM method, with improved scatter correction accuracy and stability. LFPM has the following new features compared with FTPM:
(1) All projection data are used for scatter correction, with no requirement of downsampling.
(2) An arbitrary modulation pattern of the primary modulator is allowed, with no constraint of uniform modulation frequency and magnitude.
(3) Effective beam hardening correction can be integrated for more accurate scatter estimation.
(4) Local scatter estimates with high expected errors can be discarded during the signal processing to improve the global scatter estimation accuracy.

## 2.B.1. A new signal relationship on the modulated projection and the local filtration technique

LFPM still adopts an imaging geometry with a primary modulator inserted between the x-ray source and the imaged object. Different from the FTPM method, the x-ray semitransparent blockers of the modulator are not required to be evenly spaced or with the same effective attenuation. We denote $I_{0 h}(i, j)$ and $I_{0 l}(i, j)$ as the incident x-ray intensity for one projection ray at $(i, j)$ without and with the interception of the modulator blocker, respectively. On the detector, the corresponding measured projections on one object are $p_{h}(i, j)$ and $p_{l}(i, j)$, with the scatter signals $s_{h}(i, j)$ and $s_{l}(i, j)$, respectively. If the beam-hardening effects on an imaged object are ignored (this condition will be relaxed later), the following equation holds due to the unchanged blocker transmission ratio $\alpha(i, j)$ with and without the imaged object:

$$
\begin{equation*}
\alpha(i, j)=\frac{I_{0 l}(i, j)}{I_{0 h}(i, j)}=\frac{p_{l}(i, j)-s_{l}(i, j)}{p_{h}(i, j)-s_{h}(i, j)} . \tag{3}
\end{equation*}
$$

On one projection image with the insertion of the primary modulator, we have one single distribution of scatter signals, i.e., $s(i, j)=s_{l}(i, j)=s_{h}(i, j)$. However, Eq. (3) cannot be directly used for scatter estimation, because each projection ray lacks the measurement of either $p_{h}$ or $p_{l}$. Since $p_{h}$ and $p_{l}$ are interlaced on the modulated projection, we can estimate the missing $p_{h}$ or $p_{l}$ from the neighboring data, as illustrated in Fig. 2. The full-size $I_{0 h}$ or $I_{0 l}$ can be estimated on $I_{0}$, the flat-field projection with the primary modulator inserted, in a similar way. Denoting the estimated data as $\widehat{(\cdot)}$, we derive the scatter estimation formula from Eq. (3) as


Fig. 2. 1D illustration of measured and estimated signals used in the derivation of LFPM.

$$
\begin{align*}
\frac{\widehat{I_{0 l}}(i, j)}{\widehat{I_{0 h}}(i, j)} & =\frac{\widehat{p_{l}}(i, j)-\hat{s}(i, j)}{\widehat{p_{h}}(i, j)-\hat{s}(i, j)} \Rightarrow \\
\hat{s}(i, j) & =\left(\widehat{p_{l}}(i, j)-\frac{\widehat{I_{0 l}}(i, j)}{\widehat{I_{0 h}}(i, j)} \widehat{p_{h}}(i, j)\right) /\left(1-\frac{\widehat{I_{0 l}}(i, j)}{\widehat{I_{0 h}}(i, j)}\right) . \tag{4}
\end{align*}
$$

To obtain $\widehat{I_{0 l}}, \widehat{I_{0 h}}, \widehat{p_{l}}$, and $\widehat{p_{h}}$ in Eq. (4), we first determine from the flat-field image $I_{0}$ the high-intensity and low-intensity detection areas, $\Omega_{h}$ and $\Omega_{l}$, on the modulated projection field. The base-line image of $I_{0}$ is calculated via Gaussian smoothing as

$$
\begin{equation*}
\bar{I}_{0}(i, j)=\frac{\sum_{s} \sum_{t} I_{0}(s, t) w_{\sigma}(i-s, j-t)}{\sum_{s} \sum_{t} w_{\sigma}(i-s, j-t)}=I_{0} * * w_{\sigma^{\prime}}, \tag{5}
\end{equation*}
$$

where ${ }^{* *}$ denotes the 2 D convolution operation, $w_{\sigma}{ }^{\prime}$ is the normalized function of $w_{\sigma}$, and $w_{\sigma}$ is defined as

$$
\begin{equation*}
w_{\sigma}(s, t)=e^{-\frac{\left(s^{2}+t^{2}\right)}{\sigma^{2}}}, \tag{6}
\end{equation*}
$$

where $\sigma$ in Eq. (6) is a user defined parameter that specifies the width of the Gaussian kernel. All the algorithm parameters used in the implementations presented in this paper will be summarized in a later section. $\Omega_{h}$ and $\Omega_{l}$ are then determined by thresholding the deviation of the flat-field intensity from the base-line value

$$
\begin{align*}
& \Omega_{h}=\left\{(i, j) \mid I_{0}(i, j)>(1+T) \cdot \overline{I_{0}}(i, j)\right\}, \\
& \Omega_{l}=\left\{(i, j) \mid I_{0}(i, j)<(1-T) \cdot \overline{I_{0}}(i, j)\right\}, \quad 0<T<1, \tag{7}
\end{align*}
$$

where $T$ is another user defined parameter.
$\widehat{I_{0 l}}\left(\right.$ or $\left.\widehat{I_{0 h}}\right)$ is obtained via weighted summation of available data in the low-intensity region, $\Omega_{l}$ (or in the high-intensity region, $\Omega_{h}$ ), as

$$
\begin{equation*}
\widehat{I_{0 l / h}}(i, j)=\frac{\sum_{(s, t) \in \Omega_{l / h}} I_{0}(s, t) w_{\gamma}(i-s, j-t)}{\sum_{(s, t) \in \Omega_{l / h}} w_{\gamma}(i-s, j-t)}, \tag{8}
\end{equation*}
$$

where $w_{\gamma}$ is a Gaussian function as defined in Eq. (6) with a different width of the Gaussian kernel, $\gamma$. The calculation of Eq. (8) is equivalent to signal smoothing in $\Omega_{l}$ (or $\Omega_{h}$ ) and
interpolation outside. Similarly, from the measured projection $p_{m}$ with the insertion of primary modulator, $\widehat{p_{l}}$ and $\widehat{p_{h}}$ are estimated as

$$
\begin{equation*}
\widehat{p_{l / h}}(i, j)=\frac{\sum_{(s, t) \in \Omega_{l / h}} p_{m}(s, t) w_{\gamma}(i-s, j-t)}{\sum_{(s, t) \in \Omega_{l / h}} w_{\gamma}(i-s, j-t)} . \tag{9}
\end{equation*}
$$

To facilitate the computation of Eqs. (8) and (9), indicator functions, $f_{l}$ and $f_{h}$, are defined as

$$
f_{l / h}(i, j)= \begin{cases}1, & \text { if }(i, j) \in \Omega_{l / h}  \tag{10}\\ 0, & \text { otherwise }\end{cases}
$$

It is easily verified that Eqs. (8) and (9) can be calculated via convolution

$$
\begin{align*}
& \widehat{I_{0 l / h}}(i, j)=\frac{\left(I_{0} \cdot f_{l / h}\right) * * w_{\gamma}}{f_{l / h} * * w_{\gamma}},  \tag{11}\\
& \widehat{p_{l / h}}(i, j)=\frac{\left(p_{m} \cdot f_{l / h}\right) * * w_{\gamma}}{f_{l / h} * * w_{\gamma}} . \tag{12}
\end{align*}
$$

Scatter estimation via Eq. (4) therefore consists of signal filtration operations as shown in Eqs. (11) and (12).

Equations (11) and (12) [or Eqs. (8) and (9)] are developed to estimate the complete distributions of the flat-field or the projection signals at two different x-ray spectra from one single projection with the insertion of a primary modulator. The modulation pattern divides the projection field into the measured and the unknown areas for one particular target distribution. Inside the measured area, Eq. (11) or Eq. (12) is simply a smoothing process via filtration only on the local measured data by a Gaussian kernel; inside the unknown area, although still in the form of signal filtration, it becomes signal estimation via interpolation from the neighboring measured signals. This step of signal processing is therefore referred to as local filtration, and the proposed algorithm

Table I. LFPM algorithm parameters and their values used in the phantom studies presented in this paper.

| Parameter | Description | Catphan® 600 | Head | Rando® |
| :--- | :--- | :--- | ---: | :--- |
| $\sigma$ | Gaussian kernel width <br> used to generate $\overline{I_{0}}$ <br> in Eq. (5) | 40 pixels |  |  |
| $T$ | Threshold to determine <br> $\Omega_{h}$ and $\Omega_{l}$ in Eq. (7) <br> Gaussian kernel width <br> used to generate $\widehat{I_{0 l}}$ <br> and $\widehat{I_{0 h}}$ in Eq. (11), $\widehat{p_{l}}$ <br> and $\widehat{p_{h}}$ in Eq. (12) | 0.14 |  |  |
| $\eta$ | Coefficient for <br> beam-hardening <br> compensation <br> in Eq. (13) | 3 pixels |  |  |
| Threshold to determine <br> $\Gamma$ in Eq. (14) | 50 counts | 50 counts | 120 counts |  |
| $\beta$ | Gaussian kernel width <br> used to generate $\widehat{s_{f}}$ <br> in Eq. (16) | 13 pixels | 9 pixels | 9 pixels |

for scatter correction using primary modulation is referred to as LFPM. It is worth emphasizing that, since the equations of local filtration are in the form of image convolution, they can be efficiently computed via fast Fourier transform techniques.

## 2.B.2. Scatter estimation errors and empirical error-suppression methods

An estimate of the scatter signals can be obtained using Eq. (4), which is based on Eq. (3), assuming that the effective transmission ratio of the modulator blocker is unaffected by different levels of beam-hardening effects on the object. In reality, the beam-hardening effect increases the mean $x$ ray energy, and thus lowers the attenuation of the modulator blocker compared to that measured on a flat-field image. As a result, the projection signals measured or estimated behind the modulator blocker, i.e., $\widehat{p}_{l}(i, j)$ in Eq. (4), become higher than the theoretical values, leading to scatter over-estimation.

The author proposes to improve the scatter estimation accuracy using empirical compensation for the beam-hardening effect. As the measured attenuation of each projection ray, $p_{m} / I_{0}$, indicates the level of beam-hardening effect, Eq. (4) is
modified as

$$
\begin{equation*}
\hat{s}(i, j)=\left(\left(\frac{p_{m}(i, j)}{I_{0}(i, j)}\right)^{\eta} \widehat{p_{l}}(i, j)-\frac{\widehat{I_{0 l}}(i, j)}{\widehat{I_{0 h}}(i, j)} \widehat{p_{h}}(i, j)\right) /\left(1-\frac{\widehat{I_{0 l}}(i, j)}{\widehat{I_{0 h}}(i, j)}\right), \tag{13}
\end{equation*}
$$

where $\eta$ is an empirical parameter controlling the strength of data correction.

Scatter estimation via Eq. (13) still contains large errors mainly because roughly half data of $\widehat{I_{0 l / h}}$ and $\widehat{p_{l / h}}$ are estimated via interpolation. On the other hand, barring statistical noise, scatter in a cone-beam projection contains dominant low spatial-frequency components, ${ }^{13,15}$ implying that an accurate whole-field scatter distribution can be estimated from a small number of scatter samples. As such, one can discard the scatter data obtained from Eq. (13) that have high expected estimation errors and generate a new estimate of scatter distribution from the data only in the "trusted" areas. Note that, a good estimate of scatter should be positive and smaller than the measured projection (otherwise, the estimated primary signal becomes negative). In addition, as interpolation is used in Eq. (12), large errors are expected on $\widehat{p_{l / h}}$ (therefore on $\hat{s}$ ) in the area where $\widehat{p_{l / h}}$ has large gradients. The area of accurate scatter estimation is therefore defined as

$$
\begin{equation*}
\Gamma=\left\{(i, j)\left|(i, j) \in \Omega_{l} \cup \Omega_{h}, \quad 0<\hat{s}(i, j)<p_{m}(i, j), \quad\right| \nabla \widehat{p}_{l}(i, j) \mid<U, \quad \text { and } \quad\left|\nabla \widehat{p_{h}}(i, j)\right|<U\right\} \tag{14}
\end{equation*}
$$

where $\Omega_{h}$ and $\Omega_{l}$ are the high-intensity and low-intensity detection areas obtained from the flat-field image, $|\nabla(\cdot)|$ calculates the magnitude (i.e., length) of the gradient vector on a 2 D image, and $U$ is a threshold parameter on the gradient magnitude.

The local filtration technique as described in Sec. 2.B. 1 is then used to obtain a whole-field scatter distribution from only the estimated scatter signals in $\Gamma$. A new indicator function, $g$, is defined as


Fig. 3. Comparison of CT images of the Catphan® 600 phantom. (a) CBCT without scatter correction; (b) CBCT with scatter correction using LFPM; (c) FBCT. Top row: axial images; bottom row: coronal images. Display window: [-250 250] HU. The labels in the axial image of (a) indicate the contrast rods used in the image contrast measurements shown in Table II. The mean CT image values measured inside the white square are (a) -151 HU , (b) 86 HU , and (c) 71 HU ; the standard deviations are (a) 28 HU , (b) 21 HU , and (c) 42 HU .


Fig. 4. Comparison of central vertical 1D profiles taken on the axial CT images shown in Fig. 3.

$$
g(i, j)= \begin{cases}1, & \text { if }(i, j) \in \Gamma  \tag{15}\\ 0, & \text { otherwise }\end{cases}
$$

The final scatter estimate is obtained as

$$
\begin{equation*}
\widehat{s_{f}}(i, j)=\frac{(\hat{s} \cdot g) * * w_{\beta}}{g * * w_{\beta}} \tag{16}
\end{equation*}
$$

where $w_{\beta}$ is a Gaussian function as defined in Eq. (6) with a kernel width, $\beta$.

## 2.B.3. Summary of the LFPM method

The workflow of the LFPM method is summarized as follows:

At the stage of system calibration:
(1) Measure a flat-field image $I_{0}$ with the insertion of a primary modulator and obtain the baseline image $\overline{I_{0}}$ using Gaussian filtration, Eq. (5).
(2) Determine the high- and low-intensity detection areas, $\Omega_{h}$ and $\Omega_{l}$, via thresholding, Eq. (7).
(3) Estimate the high- and low-intensity flat-field images, $\widehat{I_{0 l}}$ and $\widehat{I_{0 h}}$, using local filtration, Eq. (11).

On each modulated projection $p_{m}$ :
(4) Estimate the high- and low-intensity projections, $\widehat{p_{l}}$ and $\widehat{p_{h}}$, using local filtration, Eq. (12).
(5) Generate a first estimate of scatter, $\hat{s}$, using Eq. (13).
(6) Estimate the area of accurate scatter estimation, $\Gamma$, via thresholding, Eq. (14).
(7) Generate the final scatter estimate, $\widehat{s_{f}}$, using local filtration, Eq. (16).
(8) Apply a softcut function ${ }^{9}$ on $\widehat{s_{f}}$ and subtract it from the modulated projection $p_{m}$ to obtain a primary estimate.

After scatter correction on all projections:
(9) Reconstruct CBCT images using a conventional reconstruction algorithm (e.g., FDK).
(10) Apply ring correction ${ }^{29,30}$ on the reconstructed images to remove possible ring artifacts induced by the modulator.

The softcut function used in Step (8), which has the same design as in the previous publication, ${ }^{9}$ ensures that the scatter estimate is smaller than the measured projection and thus the estimated primary always has positive values. Fast Fourier transform is used to accelerate the computation of local filtration [i.e., Eqs. (11), (12), and (16)], the procedure with the highest computational complexity in the proposed algorithm. Therefore, the overall signal processing of LFPM can be carried out very efficiently on a standard PC. Compared with FTPM, another difference in LFPM is that the suppression of high-frequency components on the object boundary via auxiliary boundary detection ${ }^{9}$ is unnecessary, since LFPM can selectively remove intermediate scatter estimates in the area of high expected errors in Step (6).

## 2.C. Evaluation

We evaluate the method performance on three physical phantoms, the Catphan® 600 phantom (The Phantom Laboratory, Salem, NY), an anthropomorphic head phantom and the Rando® phantom (Imaging Solutions, Cypress, TX). Projection data are acquired on our table-top CBCT system at Georgia Institute of Technology, of which the geometry exactly matches that of the on-board imager of a Varian clinical linear accelerator. The flat-panel detector has an effective size of 40 $\times 30 \mathrm{~cm}^{2}$ with $1024 \times 768$ pixels. No anti-scatter grid is installed on the detector. The x-ray source has a distance of 100 cm to the rotational center and a distance of 150 cm to the detector. Each CT scan contains 655 equi-angular projections on a 360 -degree rotation. The x-ray tube is operated at 125 kVp , with a tube current of 80 mA and a pulse width of 7 ms . More description about the system can be found in Ref. 20.

In all studies, we compare the results of CBCT imaging with and without the primary modulation-based scatter correction. The copper modulator as designed in Ref. 6 is used in the presented investigations. On a flat-field image, the blockers

Table II. Image contrasts (in HU) measured on different contrast rods shown in the axial images of Fig. 3. Inside parentheses are the contrast increase ratios compared with the results of no scatter correction, i.e., the first row.

| Rod index | 1 | 2 |  | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
| No correction, Fig. 3(a) | 101 | 152 | 586 | 421 | 121 | 9 | 1045 |
| LFPM, Fig. 3(b) | $183(1.808)$ | $272(1.788)$ | $1064(1.817)$ | $878(2.088)$ | $248(2.060)$ | $23(2.476)$ | $2488(2.381)$ |
| FBCT, Fig. 3(c) | $178(1.765)$ | $254(1.674)$ | $978(1.670)$ | $782(1.858)$ | $222(1.838)$ | $30(3.247)$ | $2137(2.045)$ |



Fig. 5. Projection image and estimated scatter distributions on the anthropomorphic head phantom. (a) Projection image with insertion of the primary modulator; (b) estimated scatter distribution using LFPM; (c) estimated scatter distribution using FTPM. Display window: (a) [min max]; (b) and (c) [0 4000] detector counts.
on the modulator have measured transmission ratios of around $70 \%$ and center-to-center spacing of about 30 pixels on the detector. Fan-beam CT (FBCT) images, which are acquired with a narrow collimator in the longitudinal direction (a width of about 15 mm on the detector) to inherently suppress scatter, are considered as scatter-free references. On the anthropomorphic head phantom, the projection data contain more beamhardening errors due to the presence of bone structures. The complicated phantom geometry increases the spatial variation of scatter distributions. These challenges make FTPM more error-prone. In the study of the anthropomorphic head phantom, we compare the scatter correction results via the primary modulation technique using both FTPM and LFPM algorithms. CT image volumes are reconstructed by the standard FDK algorithm with $512 \times 512 \times 320$ pixels and $0.5 \times 0.5$ $\times 0.5 \mathrm{~mm}^{3}$ pixel size. Note that, in the FBCT reconstruction, accurate images are available only in the central 18 axial slices due to the narrow collimator.

CT image accuracy and contrast are used as the quality metrics. We measure the CT image error in a selected uniform region of interest (ROI) as

$$
\begin{equation*}
E=\left|\mu_{c}-\mu_{f}\right| \tag{17}
\end{equation*}
$$

where $\mu_{c}$ and $\mu_{f}$ are the mean values in Hounsfield unit (HU) inside the ROI of the CBCT image and the FBCT image, respectively. In the study of the Catphan $\circledR 600$ phantom, we measure image contrasts as the signal differences (absolute values) between the mean image values inside and outside eight contrast rods.

Both the LFPM algorithm proposed in this paper and the original FTPM algorithm are implemented in matlab. On a Macbook Pro with a processor of 2.6 GHz Intel Core i5, it takes about 400 and 150 ms to complete scatter correction on one raw cone-beam projection for LFPM and FTPM, respectively.

Table I lists all the parameters of the LFPM method, and their values used in the implementations shown in this paper. To facilitate readers' implementations of the proposed algorithm on different CT systems, the parameter values in Table I are given in unit of either detector pixels or detector counts. All the six algorithm parameters are empirically selected. The spacing and the thickness of modulator blockers control the spatial distribution of high- and low-intensity areas on the detector and their signal levels. Parameters $\sigma, T$, and $\gamma$ remain unchanged in this paper but need to be tuned for different designs of primary modulator. Parameters $\eta, U$, and $\beta$ are mainly
determined by the beam-hardening effects and the properties of scatter distributions on the imaged object, and thus may need adjustments in different studies.

## 3. RESULTS

## 3.A. Catphan® 600 phantom results

Figure 3 shows the axial and the coronal views of the CT reconstructions of the Catphan® 600 phantom without and with scatter correction via LFPM, and with a fan-beam geometry. Figure 4 compares the central vertical 1D profiles taken on the axial CT images shown in Fig. 3. Although acquired at the same x-ray tube setting, the projection data used to reconstruct the above CT images have different noise levels. The primary modulator reduces the total number of photons reaching the scanned object. Furthermore, as a postprocessing method, scatter correction via primary modulation increases the noise level of the CT images due to the remaining scatter noise on the corrected projections. ${ }^{4}$ In this study, our previously developed penalized weighted least square (PWLS) algorithm ${ }^{4}$ is used for noise suppression on the scatter-corrected CT images, so that Figs. 3(a) and 3(b) have similar noise levels.

As evident in both Figs. 3 and 4, LFPM substantially suppresses the cupping artifacts on the uncorrected CBCT images and obtains an improved image quality matching that of FBCT. In the selected ROI [indicated by the rectangle in Fig. 3(a)], the proposed method reduces the CT image error from 222 HU down to 15 HU . Table II lists the measured contrasts of different CT images for the eight contrast rods labeled in Fig. 3(a). The contrast increase ratios on the scattercorrected image and FBCT compared with the uncorrected


FIG. 6. Estimated scatter distributions in the intermediate steps of the LFPM algorithm. (a) First scatter estimate using Eq. (13); (b) scatter signals used for local filtration. The original signals in the dark area of (b) are discarded using Eq. (14) and do not contribute to the final scatter estimation. Display window: [0 4000] detector counts.


FIg. 7. Axial CT images of the anthropomorphic head phantom. (a) CBCT without scatter correction; (b) CBCT with scatter correction using LFPM; (c) CBCT with scatter correction using FTPM; (d) FBCT. Display window: [ -250250$] \mathrm{HU}$. The mean CT image values measured inside the white square are (a) -81 HU , (b) 54 HU , (c) 91 HU , and (d) 72 HU ; the standard deviations are (a) 31 HU , (b) 66 HU , (c) 91 HU , and (d) 46 HU .


Fig. 8. Coronal (top row) and sagittal (bottom row) CT images of the anthropomorphic head phantom. (a) CBCT without scatter correction; (b) CBCT with scatter correction using LFPM; (c) CBCT with scatter correction using FTPM. Display window: [-250 250] HU.


Fig. 9. Axial CT images of the Rando® phantom. (a) CBCT without scatter correction; (b) CBCT with scatter correction using LFPM; (c) FBCT. Display window: [-250 250] HU. The mean CT image values measured inside the white square are (a) -260 HU , (b) 14 HU , and (c) 18 HU ; the standard deviations are (a) 43 HU , (b) 70 HU , and (c) 92 HU .

CBCT image are shown in parentheses. On average, LFPM and FBCT increase the image contrasts by a factor of 2.02 and 1.98 , respectively, indicating a high efficacy of scatter correction using the proposed method.

## 3.B. Anthropomorphic head phantom results

As shown in our previous publication, ${ }^{9}$ FTPM effectively removes scatter in CBCT projections and obtains a superior

CT image quality on objects with simple geometries (e.g., the Catphan® 600 phantom). The performance of FTPM, however, degrades on objects that contain dense materials (e.g., bones) with complex structures. Projections on these objects have large beam-hardening errors and relatively high spatial variations on scatter distributions, both of which substantially reduce the scatter estimation accuracy of FTPM. The above challenge is well observed in the CBCT scan on the anthropomorphic head phantom. Figure 5 shows one measured


Fig. 10. Sagittal (top row) and coronal (bottom row) CT images of the Rando® phantom. (a) CBCT without scatter correction; (b) CBCT with scatter correction using LFPM. Display window: [-250 250] HU.
raw projection with primary modulation and its corresponding scatter estimates using LFPM and FTPM. Note that, the estimated scatter signals using FTPM are low outside the object boundary due to the signal suppression of the auxiliary boundary detection step. ${ }^{9}$ These signals are recovered to a correct high level in the result of LFPM, where no boundary detection is needed. It is seen that, compared with LFPM, FTPM obtains an estimated scatter distribution that appears more irregular. In the result of FTPM, most suspicious areas of high scatter estimation errors are where the measured raw projection has high spatial variations (e.g., object boundary).

The new LFPM algorithm is able to suppress large scatter estimation errors that appear in FTPM. Figure 6 shows that the estimated scatter distributions in the intermediate steps of LFPM. The first scatter estimate obtained from Eq. (13) [Fig. 6(a)] contains large errors around bone areas and object boundaries. The proposed Eq. (14) removes most of these untrusted scatter estimates [see Fig. 6(b)], and the local filtration technique finally obtains a scatter distribution shown in Fig. 5(b).

The efficacies of scatter estimation and removal using LFPM and FTPM are compared on the corrected CBCT images shown in Figs. 7 and 8. To investigate the imaging performance on small bony structures, the PWLS noise suppression on the projection data is disabled in this study. In the selected ROI [indicated by the rectangle in Fig. 7(a)], both LFPM and FTPM effectively remove scatter and reduce the CT image error from 153 to 18 and 19 HU , respectively. However, due to scatter estimation errors in the projection areas where the spatial variation of primary signals is high and the beam-hardening errors are large, the corrected CBCT images obtained by FTPM show strong streak artifacts around bones. It is prominent that LFPM achieves a substantially improved performance with better image uniformity and less image artifacts.

## 3.C. Rando® phantom results

The Rando® phantom represents a very challenging case of CBCT scatter correction due to the high magnitude of scatter
signals in each projection. In our experiment, the measured SPR in a cone-beam projection on the Rando $\mathbb{R}^{( }$phantom reaches up to around 9 behind highly attenuating bony structures, with an average of around 3-4 at the detector center. Figures 9 and 10 compare the CBCT images with and without correction and the FBCT image as a reference. The PWLS algorithm ${ }^{4}$ is used for noise suppression on the CBCT images with scatter corrected by LFPM. A cylindrical fitting method ${ }^{32}$ is employed to reduce reconstruction errors from signal truncation on the detector. With strong shading and cupping artifacts induced by scatter, the uncorrected CBCT image has a CT number error of 278 HU at the object center. LFPM successfully reduces the error down to 4 HU via scatter removal. In the corrected CBCT, some image nonuniformity is observed around bones. The projection rays passing through this area have extremely high SPRs ( $>7$ ), which make scatter correction and PWLS noise suppression more demanding.

## 4. CONCLUSIONS AND DISCUSSION

In this paper, the author proposes a new algorithm of signal processing, LFPM, for scatter correction in CBCT imaging using primary modulation. As compared with the previously developed FTPM algorithm, LFPM enhances the imaging performance by using a more flexible data processing framework that does not require projection data downsampling or uniform modulation magnitude and frequency. It also becomes possible to discard suspicious scatter estimates prior to the generation of a final scatter distribution and incorporate an empirical beam-hardening effect estimation to improve the scatter estimation accuracy. The study on the Catphan® 600 phantom shows that LFPM effectively removes scatter-induced cupping artifacts on CBCT images and reduces the CT image error from 222 to 15 HU . In addition, the image contrasts on the eight contrast rods are enhanced by a factor of 2 on average. On the anthropomorphic head phantom, LFPM reduces the CT image error from 153 to 18 HU and eliminates the streak artifacts observed on the result of FTPM with substantially improved image uniformity. On the Rando® phantom, LFPM reduces the CT image error from 278 to 4 HU around the object center.

The main purpose of this paper is to develop a flexible framework of signal processing for scatter correction via primary modulation based on a new signal relationship on modulated CBCT projections and to demonstrate its performance in proof-of-concept studies. The proposed method can be further improved in different aspects. The current LFPM uses a simple and empirical exponential function to estimate the effects of beam hardening on the measured projection data. As shown in the results of the Rando $®$ phantom, this technique needs further improvement when the scanned object contains dense materials and the SPR on projections is high. A more sophisticated model, as used in the beam-hardening correction of CT imaging, ${ }^{33}$ will increase the scatter estimation accuracy. Since the signal modulation is not required to be uniform in LFPM, one may use an irregular modulation pattern to optimize scatter correction. For example, dense modulation should be used in the detector area where the object boundary is located, and
strong modulation should be used around the object center where SPR is high. All the above possible improvements are of high interest in our future studies.

It is a known issue that the originally designed FTPM algorithm is very sensitive to the uniformity of the modulation frequency and magnitude. ${ }^{28,31}$ One research group has recently proposed an iterative approach to make the primary modulation method more robust. ${ }^{28}$ The separation of scatter from primary signals is modeled as an optimization problem with the constraints that the estimated scatter distribution should be smooth and the estimated primary signal should match the premeasured modulation pattern. To improve the computational efficiency and lower the memory consumption, raw projection images are divided into small patches for separate signal processing. The LFPM algorithm proposed in this paper aims to improve the reliability and accuracy of the primary modulation method using a different approach. LFPM consists of a few procedures of standard image filtration and therefore has a high computational efficiency without memory burden. In addition, LFPM allows the removal of wrong scatter estimates during the signal processing and models beam-hardening effects for better scatter estimation accuracy. The improved robustness, as achieved by LFPM presented in this paper and by other research groups, facilitates the translation of the primary modulation method from theory to clinical practice.

It should be noted that, in addition to algorithmic improvements, more investigations are still needed on the primary modulation technique toward its implementations on clinical CT systems. For example, gantry vibration and focal spot wobble result in penumbra effects on the beam blocker edges, which limit the highest modulation frequency for accurate scatter estimation. The design of a primary modulator therefore should be customized for different CT systems for optimal performance. An x-ray tube generates secondary scatter from off-focal radiation on the target, ${ }^{34,35}$ as well as photon interactions with housing, inherent filter, and primary modulator. Our future research will include studies on the effect of off-focal radiation on primary modulation and evaluations of the contribution of the primary modulator to secondary scatter.
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