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LOCAL HOLDER CONDITIONS FOR THE LOCAL TIMES
OF CERTAIN STATIONARY GAUSSIAN PROCESSES!

By LAURIE DAVIES
Westfilische Wilhelms-Universitdt

A local Holder condition is obtained for the local time of a sta-
tionary Gaussian process with spectral density function proportional to
(@® + 2%)~te+1), A lower bound for the Hausdorff measure of the zero set
of the process is also obtained.

1. Introduction. Let X(f, w) be a stochastically continuous separable sta-
tionary Gaussian process defined on the probability space (Q, 5, P) and with
spectral density function f(1). The standard deviation ¢(%) of the process is
given by
(h a*(h)y = E((X(t + h, w) — X(1, ))*) = 4 {>,, sin? (JAR)f(A) dA .

We denote by T(a, ¢, ») the amount of time spent by the process below the level
a during the time interval (0, 7], i.e.

T(a, t, 0) = §¢ D(a — X(s, »)) ds

where D(x) = 1 for x > 0 and is zero otherwise.

In a recent series of papers [1, 2, 3, 4, 5] Berman proved that if o(k) ~ |A]%,
0 < a <1, for small &, plus other regularity conditions then there exists a
stochastic process ¢(x, t, »), the local time of X(¢, w), jointly continuous in x
and ¢, such that

2) T(b, t, w) — T(a, t, @) = §! o(x, t, ®) dx .
Furthermore, for all y < 1 — «, there exist random variables 5 and A such that

(3) SUPosesrose, e+ |9(Xs £+ B) — o(x, 1)] < AlA|7

for all 4 satisfying |4| < . _
The local time is, for fixed x, an increasing function of ¢ whose points of in-
crease coincide with the points of the set

Q, ={t: X(t, 0) = x}.

In [4] Berman used the uniform Holder condition (3) to show that if, for example,
X(z, w) is ergodic and f(4) ~ |4|=0** then P(V x,dimQ, = 1 — a) = | where
dim Q, denotes the Hausdorff dimension of Q,.
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278 LAURIE DAVIES

This paper is devoted to a two-sided Holder condition for the local time.
Such a condition has a bearing on the exact measure function for the sets Q,
and in Section 6 we show that if X(z, w) has spectral density function f(2) given
by (4) then the Hausdorff measure of Q, with respect to the function ¢(#) =
#=%(log (—1log A))~ is almost surely strictly positive for each given x. This result
gives a more precise lower bound for the Hausdorff measure of Q, than that
obtained by Berman although it should be emphasized that our estimate does
not necessarily hold uniformly in x. The question of an upper bound seems to

be more difficult but in view of the work of Taylor and Wendel [15] it would seem
‘ plausible that ¢(h) = A'~%(log (—log %)) is the exact measure function of Q, for
stationary Gaussian processes with spectral density functions of the form (4).

As ¢(x, 1) is an increasing function of ¢ which increases only at the points of
the set Q,, it follows that if x  X(z, ») then ¢(x, ¢ + h) = ¢(x, t) for all suf-
ficiently small 2. We therefore consider the behaviour of ¢(X(t, ®), t + k) —
(X(¢, w), t) for small h. We prove the following theorem.

THEOREM 1. If the process X(t, w) has spectral density function f(2) given by

— g2 (C( %) 2 2y —(a-+4)
4 A _—I A2+ oa L2 O<a<xi,
4 fA)=a T () ( ) <a<l

then there exist constants ¢, and ¢, with 0 < ¢; < ¢, < oo such that

. p(X(t, w), t + h) — o(X(¢, ), t)|
) 0 < limsup, , 120 hl)“"(log ()—mg )" iz
for almost all w. (The normalizing constants in (4) are chosen so that
E(X(t, o)) = 1.) )

The method of proof does in fact provide bounds for ¢, and ¢, in terms of a
and a. However, as ¢, # ¢, except in the limit as @ — §, we do not give them
explicitly. We restrict ourselves to the spectral density function (4), although
the result holds for certain other strictly nondeterministic stationary Gaussian
processes and also for certain processes with stationary Gaussian increments.
One reason for considering the spectral density (4) is that the upper bound in
(5) can then be shown to hold for first passage times. The methods of Taylor
and Wendel [15] can then be applied to obtain the aforementioned lower bound
for the Hausdorff measure of the zero set of X(z, ).

In Section 2 we introduce the necessary notation and state certain results in
the theory of least squares prediction. Section 3 contains some preliminary
lemmas, the upper bound is obtained in Section 4 and the lower in Section 5.
The relationship with the Hausdorff measure of the zero set of the process is
discussed in Section 6.

2. Notation.

2.1. A necessary and sufficient condition that a stationary Gaussian process
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be strictly nondeterministic is that the spectral distribution F(2) should be ab-
solutely continuous with respect to Lebesgue measure and satisfy

o llogf)] 47
Vo o M<

where f(4) = F'(2). This guarantees the existence of the function g(x) defined
below which plays an important role in the paper. For the justification of the
definitions and results listed below see Karhunen [9].

. oc-algebra generated by X(s), s\§ t.

gw): g(w) = exp(—ﬁ = 1;: 2;}” lfg—[(;z) ar) Aw) <0,

defined for real x by g(x) = lim,,, g(x — iy).
g(x): Fourier transform of g(x) in | L}(—o0,c0) g(x)=
Lim. (2n)% (=, e™g(u)du. |
X,(s|f): Least squares predictor of X(s) based on &,;
X,(s9) = B(X,).57).
X,(s|f): prediction error; X,(s|¢) = X(s) — X, (s]?) .
&(t, w): Brownian motion.

We have the following representations, the integrals being interpreted as in-
tegrals in quadratic mean:

(6) X(t, ) = . §(t — u) ds(u\; o),
(N X(s|t) = §:9(s — u) dé(u, w) .

The function §(x) may be assumed real (f(4) symmetric) and the following hold:

®) §(x) € LA(— 00, o) ,
©) i =0, x=<0,

(10) E(X,(s]0)) = §2, G(—uy du ,
(11) 7(5) = §%0 (§(s — 1) — G(—u))idu .

In the present case with f(4) given by (4) we have

and

These expressions were first given by Yaglom [16, 17]. We also note that for
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small %

(14) oy ~ L0 =) 4

al'(a)
which follows from (4) by a theorem of Pitman [13].

alhly=«

2.2. Inthe remainder of the paper bold face letters will denote row vectors, e.g.

Sp = (S1» * " Sm)
and integrals of the form

S°—°oo"' S"_"wf(sl, ...,Sm)dsl...dsm

will be written § f(s,,) ds,,. If the range of integration is not explicitly stated it
will be taken to be R™, an integral over a subset B, of R™ being written as
$5,, f(Sw) ds,. Finally, for 0 < d < 1 we define the sets .#,(0) and _Z,(0) by

(15) @) ={5,:0=Z1 —0<s,< -8, <1}
and
(16) /m(ﬁ):{sm0§1—5<s]<l,]:1,,m}

3. Preliminaries.

3.1. We first remark that because of the stationarity of the process it is suf-
ficient to prove (5) for + = 0. We shall write X,(s) and X,(s) for X, (s]|0) and
X,(s]0) respectively. Given ¢, > 0 we write

(17 h, = exp(—n'*o), h,) = exp(—e¢n), n=1,2,....
If s,, € .~ (1) we denote the variance-covariance matrix of
X(s,0,)), X, (8,0, — X, (s,8,)), -+, X (1)) — X, (5prBt))

by

Alm) = A(Sy, <y Sy 1))
The variance-covariance matrix of X,(s,4,,|#,.,.), X,(8:7, | Apir) — X (S8, | Bprr)s - -
X (Sltn | Brsr) — X, (Smoy Pty | Byyy) Will be denoted by pe(m) = p(sy, - - - 5, h,). Most
of this section will be devoted to various inequalities involving the matrices A(m)
and g(m). It will also be convenient to take s, = 0.

LemMA 1. Suppose that s,, € #,(0) where 0 < 6 < 1. Then, given ¢ > 0 there

exists a 0, = dy(g, €), 0 < 0, < 1, and an n; = ny(s,, €) such that for all 5, 0 <
0 < 0, andalln = n,

(18) ts(m) <0, l<i<jsm,
(19 Eitues s 5 i) — E IO 5, — 5,1, 25j5m,
and

m (1 —¢)(2as h,)"
(20) Zu=2 l/‘llu(m)l é /’tll(m) ZC(F(ZQ') .

The same inequalities hold for the matrix A(m) with h,’ replacing h,.
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Proor. Suppose that i < j. Then s; < 5, < 5; < 5;,, and from (7) and (9)
we obtain
—E((Xe(si+1hn | hn+l) - Xe(Sih'rb | hn+1))(Xe(sj+1hw | h‘"+1) - XG(SJ' hw | hn+1)))
= Shnrreen b §(spn by — W)(G(siha — U) — §(5541h, — ) du
+ Szi::ff(siﬂ—si)hn G(Sivrhn — w)G(s5p — u) — §(s5420, — u)
— (it 4 (Siga — )y — U) + §(Sj1tn + (S0 — S, — w)) du.
As s, is bounded away from zero it follows that s, k4, > A, + (8;0, — S,
for sufficiently large n. Using this together with (13) and the fact that as 0 <
a < 4, g(x) is convex and decreasing for x > 0, it follows that both integrals
are positive, proving (18).
From (18) we have
»m=1;u,-éj |#_1u(m)| = Iu.ff(m) - E(Xe(smhn | hn+1)(Xe(sjhn|hn+1) - Xe(sj—lhnlhn+l))) *
Now
E(Xe(sm hn | hn+1)(Xe(sj hn | hn+1) - Xe(Sj—lhn | hn+1)))
= {jni1thalej=ej-0 G(h,s, — wg(h,s; — u)du
b A ebyteyongp D085 — W)@y 5 — 1)
- g(hnsm + hn(sj a sj-—l) - H)) du
= {dni=0-0 G(h, s, — hypy — WG(h,S; — hypy — u) du .
From (13) we have g(x) = (2a)*x*~/T'(2a)t for x > 0 which implies §(A,s; —
hn+1 - H) > (ZQ)tha—é(sj - hn+l/hn)a_%/r(2a)i for 0 é u é hn(sj - Si—l)' Now
lim, ., %,,,/k, = 0and as 5,7t > 1 (0 < @ < } and s, € #,(9)) we obtain
G(asn — by — WG((has; — hyyy — 4) = (1 — €)(2ah,)*h, ™ T'(2))
for sufficiently large n. On applying this inequality in the last integral it follows
that this integral is greater than
(1 — &)(2ah,)(s; — 5;-1)/T'(2)

for sufficiently large n. This proves (19).
To prove (20) we argue as before to obtain

2 2c
Z?:z llulu(m)l é #ll(m) - ( a) SZZL"S_&I (h'nsl - u)a_i(hnsm - u)ﬂ—i du
I'Qa)
2 h 2a
R e R L
2 h 20
é lull(m) - (T%'EZ{L))"— S}Ln.;_lsl/hn (sm/sl - ,v)za_l dv

= _ (2ah,s)™ ((fﬂ _ P >2a _ <Sm -5 >2a>
) = e S T T 5 '

n

Now as lim,_, &4, ,/h, =0and 1 — 0 < 5, < 5, < 1 we may choose d,(c,, ¢) and
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(s, €) such that for all 6,0 < 6 < d,, and all n > n, the last expression is greater
than (1 — ¢)(2ah,s,)**/(2al’(2a)). This proves (20). The proofs for the matrix
A(m) are similar and are consequently omitted.

LEMMA 2. Denote the inverse of p(m) by p~(m) and suppose that s, € 7, (0)
where 0 < 6 < 1. Then given ¢ > O there exists a 6, = 0,(sy, &), 0 < 0, < 1, and
an n, = ny(e,, €) such that forall 6,0 < 0 < 0y, alln = nyand all x,, - - -, x,, we have

(1 - 5)03(S1hn)_2ax12
(21) é Zlgu,v'gm xuxu’#u_ul’(m)
< (1 + e)es(sihy) 72 + ¢ b, ™ F0n, X,%(s, — 8,20)7
where ¢; = 2al'2a)/(2a)™.
Proor. Define the matrix » by
77w’ = #u»‘(m) B 1 é Y, V’ é m’ 14 # ”' s
(2ah, yY=(s, — s,.)

N 2<v<m,
(I + o'a) - =

7}»:: = /’ew(m) —

and
(2as, h,)“

= M) = T )

where ¢ > 0. Then for large enough n Lemma 1 implies that 3 has a dominant
main diagonal and is therefore positive definite [8]. From this one deduces

Zlgu,u’gm x» x»’luw’(m)
2as, h,)* 2 2ah, )"
Qash) ., (2ah)
= + 2aT2a) 1 + aI'QRa
( )2aI( ( )

Now if A and B are positive definite matrices such that x’Ax > x'Bx for all x
it follows that x’A~'x < x'B-Ix for all x (see [8]). On applying this we obtain
the second inequality of (21).

To prove the first inequality we this time define by

(Zzn=2 xvz(sv - Sv—l)) .

77w’: _/‘lw’(m)i 1 gpa p,ém,”?l:vlz
”w:/’ew(m)’ 2§v§m,
and .
&
Tu = 1 tu(m)
— €&

where 0 < ¢ < 1. This gives
Disvrsm X6 X th(m) = (L — ) pn(m)x® + 2 Fi0, X2, (m)
— Disvrgm X Xu s -
Using (11) and (13) we have for large n
22) ta(m) ~ (2as,h,)/(2aT (2a))
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which, together with (20), implies that 7 has a dominant main diagonal for
sufficiently large n and is therefore positive definite. As before we obtain

(I = e)(pu(m) 7" < (1 — e)en(m))x,* + § Ty 2,2, (m) ™
é Zlg»,y’gm xu xu’luv_ul’(m) .
The first inequality of (21) now follows from this and and (22) completing the

proof of the lemma.

LEMMA 3. Suppose that s, € 7, (0) where 0 < & < 1. Then given any ¢, 0 <
¢ < 1, there exists an n, = ny(e,, ¢, 8) such that for all n > n,

I‘(a) m/2 _ _
1 — "‘(——4“ > ah,) *™(TIm, (s, — s,_,)°¢
( €) (1 — &) (zah,) " (T17 (s )7
(23) = |ee(my|
= (1 4 9"(2al'2a))™*(2ah,) (117 (5, — 5,-0)7%)

where |pe(m)| denotes the determinant of p(m) and s, = 0. Furthermore, the same
inequalities hold for |A(m)|~* with h,' in place of h,.

Proor. We first note that
24 |um)

= (z/2)"*lim, |, P X (a8, | Boy1) — Xe(h"sv—;blhnﬂ)l =yv=1,...,m )
Y

We set Y, = X,(h,s,|h,,,) and define Y, recursively as Y, = X, (1,5, | By —
E(Xe(h'nsv lhn+1)|YI’ T Yv—l)'

The Y,, I < v < m, are then independent and following the line of argument
on pages 150-151 of Marcus [10] we obtain

POXo (s, [ Brr) — XhoSyms [ Bas) S yov =1, -+, m)

(25) = D= Pyl = )
=y (@2 o)™
where o, is the standard deviation of Y,. AsY,, ..., Y, are F}.,.,-measurable

it follows that
0, Z E((X (1,8, | bryy) — X, (B, [A,5,_1))%) , v=2, ..., m

where X, (h,s,|k,s,_,) is the least squares predictor of X,(&,s, |4, ,) based on
ﬁ“hn%_l. For sufficiently large n, h,,, < h,(1 — o) < h,s,_;,v=2,...,mand
hence

‘X;(hnsv lhn+1) - Xep(hnsv lhnsu—l) = Xe(hnsv I hnsu—l) .

We therefore have

0} = E((X,(h,s, | h,s,_))) y=2,.,m
= $hnt_, G(hus, — u)'du

= (1 — ¢)(2ah,)*(s, — s5,_))*/(2aT(2a)), v=2,---,m,



284 LAURIE DAVIES

for large enough n. This inequality also holds for v = 1 and the second ine-
quality of (23) now follows from (24) and (25).
To prove the first inequality we note that

E((Xe(Bns, [ ) — Xo(hoS,1 [ a1d))) S E(X(Bns) — X(Bas,-1))")
= a*(h,(s, — S,_1) >
le(m)| = 110 E((Xo(BaS, | Basr) — Xo(BaSus | Bai))?)
< 1D o*(ha(s, — 5.-4))

and the desired inequality now follows from (14).
The proofs for the matrix 4(m) are similar and are therefore omitted.

LeEMMA 4. Given e and 0, 0 < ¢, 6 < 1, there exists an n, = n,(<,, ¢, 0) such that
foralln=n,and m > 1,

¢, < (1 — g)g*t-=2%lal(a)['(1 — @)
(1 . a)2(1—a)(ahn)2a
(26) S o [£2(2m)| "2 ds,,
<(1 + £)d21-02aT (2a)[(1 — a)?
! (1 — @)*1=(2ah,)*

m/2
> I‘(m _+_ 1)—(1—0:)

<c

m/2
> T(m + 1)-0-«

where ¢, > 0 and ¢, > 0 are constants depending on «, 6 and e. The same inequalities
also hold for the matrix A(m) with h,’ in place of h,,.

Proor. We have, with 5, = 0,
ra — ey
I'(m(l — a) + @)
and using Stirling’s approximation we obtain
<51(1a1;(1a)—l Ha)> m=0+ 0T (m 4 1)=0-
= S0 IBS (50— 800) 7% ds,,

1-a — ) \™
where ¢, > 0 and ¢; > 0 depend only on « and 6. The desired inequalities now
follow from Lemma 3.

To ease the notation we shall in future write ¢(k) for ¢(X(0), k). The next
lemma gives a bound for E(¢(7)*) and also an expression for the condltlonal
expectation E(p(1)’™ .5 ).

Ji, 575(1 — s)m-va-o gg

S0 [0 (s, — 5,00)7 % ds,, =
m

LEMMA 5. Forallm =1 and n = 1 we have

27) E(p(hyym) < ! )

27" § oy |42m)| 72 ds,,, .
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Furthermore, given 9,0 < 0 < 1, there exists an ny = ny(e,, 6) such that for all
n = ng

E((p(k) — ¢((1 — DR)™]F5,.)
28) = @m! (2)7s 0 lu@m)

X exp(_i Zlgv,v’émn Zu Zv’ ”u_vl’(zm)) dSZm

where
Zv = Xp(hnsv Ihn+1) - Xp(h'nsv—llhn-(-l) ) v = 1; LAY 2m .

Proor. In [4] Berman showed (under weaker conditions than (4)) that for
eachm,m=1,2,...,

pu(x, 1) = 5§, (35 exp((X(s) — ) ds)

converges in 2mth mean to ¢(x, ). Berman’s argument requires little change
for the present case (with X(r) in place of x) and elementary manipulations give

@) Bem)m = @m! (BT 6 Bexp( mm 0, (X(R 5.0
— X(h,'s,_,)))) d¥,y,) dS,, .

As X(h,'s,) = X,(h,'s,) + X,(h,'s,) and the X,(h,'s,) are independent of the
X,(h,'s,) we have
|E(exp(i Xim, v,(X(h,'s,) — X(h,'s, )|
é exp(——% Zléy,,,lgzm v, u’#w’(zm))

On using this in (29) and integrating with respect to v,,, we obtain (27).
We now turn to (28). For each m,

¢u(hy) — (1 — 0)h,) = % ¥, Vo, exp (iu(X(s) — X(0))) ds du

converges in 2mth mean to ¢(k,) — ¢((1 — d)h,) and hence
(pu(ha) — ¢.((1 — d)h,))*™ converges in mean to (¢(h,) — ¢((1 — d)h,))™™ .
This implies
(30) E((pu(t) — o((1 — Dh)Y™[F5 L)
= (@) — o((1 — a)h,)y™ 5, )

where (r) denotes covergence in rth mean.
As X (s|t) is independent of &, it follows that
E(exp(¢ (X(hys,) — X)) |-F5,,.)
= exp(—"f Zlgy v/ Lom vuy Oy (2m) + i y 1 v(X (svhnlh'n+l) - X(O)))

where p(2m) s the variance-covariance matrix of X,(s,4, |%,.)s - -+ X,(S;mfn [Ayp1)-

vly
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This yields
h, \*™ ,
= @m)t (B Y7 g (5 i Eexp( D (X (hys.)
— X(0)) |-&, h'n+1) du,,) ds,,,
h 2m
= (2m)! <_’n> S.fzm(d) (Sy—v ct y—u exp(_% Zlév,v’éhn uvuv’ puv’(zm)

I (X (5, B | sy — X(0))) dUy,,) dS,,, -

On writing
— 2m)! hn " E(exp(i X(h, s
= (2m)! § @ (§ E(exp(i 2332, u,(X(h,s,)
- X(O))) l 12 +1) du21n) ds%m
= @) (22 )7 o) (§ OXP(—F Disacon s 0 (27)
+ i Zf’il uv(Xp(Sv hn l hn-i-l) - X(O))) du27n) ds2m
we obtain

Y, — E((p,(h) — ¢.((1 — )™ | Fa,,)
= (2m)! <‘]1L>2m Sfm(a) (Szmw exp(—3% Xicu,vrsam 4, 4y 0,,,(2m)

+ i u(X,(5,h,] b)) — X(0))) duy,,) ds,,
where &,,,(v) = {Uy,: |4;| > v for at least one j, 1 < j < 2m}. This implies
Yo — E((p(hn) — (1 — O)ha))™ |5

(31) < @my (2=)"

X szm(b) (S%zm(v) exp(—"% Zlév,v’§2m u, uv’low’(zm)) du2'm) ds?’m °
From the definition of Y,, we have

Vo= @ (27§ ) (3 E(expl X2 (X, (s, o)
Xy lhes, | ) = XOD|-F5,.,
() = m ()T e (§ Eexp( T 0 (Xilhes, | )
K| ) D0, Z) ) V) d
= @)t (2n )" o) (§ XP(—F Dcuwrcon 0.0, 1(2)
Y , Z,) dV,,) dS,,
= @m)! (2 Y75 L)

X exp(__ ZlSv v/Z2m Z Z ﬂyyl (2m) dsz,m .

'n+1)|

) du,,,) ds,,,
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Now :
§rymee (§ eXP(—3% Xy, vrsom U, Uy 0,,,(2m)) du,,) ds,,

= 22)" § 4,0 [@2m)[ "t ds,,,

= Q)" § ., 0 [(2m)| 7t ds,,
as p(2m) may be obtained from p(2m) by row and column operations. The last
integral is finite by Lemma 4 and hence

lim, § o) (egnir €XP(—3 Xiguvrsam U Uy 0,,,(2m)) dUy,,) dSy, = 0 .

This combined with (31) implies that E((¢(k,) — ¢((1 — 0)A,))*" | &, ) tends
almost surely to Y,, for each m and hence from (30) we have

Yo = E((p(he) — o((1 = Dh)P™ |, ) s

Fnt1
The lemma now follows from (32).

3.2. The next two lemmas are not directly concerned with the stochastic pro-
cess X(7). The first is a generalized Borel-Cantelli lemma whilst the second gives
estimates of tail probabilities derived from estimates involving the even moments
of a random variable.

LEMMA 6. Let ()=, be an increasing sequence of sub-a-fields of a probability
space (Q, &, P) and let (A,)>,, be a sequence of events such that A,e F ,, v =
0, +1, +2, --.. Then almost surely

{w: we A infinitely often} = {w: Yo _ P(A,,,|F,) = oo} .

Proor. This is a two-sided version of the extended Borel-Cantelli lemma
given in Neveu [12]. The proof given there can easily be adapted to the present
situation and is therefore omitted.

LemMA 7. Let ¢, ¢y and §3 be positive constants satisfying 0 < ¢, < ¢; < oo and
0 < 8 < 1 and suppose that X is a real random variable such that for all ¢, 0 <
e < 1 the inequality '

(33) (el — )T (@0 + 1)f < EX™) < (el + )*T(2n 4 1)f

holds for all n = nye). Then for all ¢, 0 < ¢ < 1, there exists an x, = x,(¢) such
Jorall x = x,

(34) —(1 + &)(r,/r)? " (x[cg)’™ < log P(IX| = )
< —(1 = e)f(x/c) ™,
where 0 < r, < 1 < r, < co are the two positive roots of the equation
35) Blerfeyr ™' — 2 1+ (1= ) = 0. |
Proor. The proof of this lemma is to be found in [7].

4. The upper bound. The upper bound can now be easily obtained. Combining
Lemmas 4, 5 and 7 we obtain that for all ¢ > 0 there exists an x, = x,(¢,, ¢) such
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that for all x = x, and n = ny(e))

Po(h,)[(h)' 7% = x) = exp(—(1 — e)(x/cg)"*)
where

S

k= woay )

If we now set x = ((1 4 ¢)/(1 — ¢))c,(log (—log 4,"))* a simple application of the

Borel-Cantelli lemma gives

lim sup ¢(h,) =¢.
T () m(log (—log b)) T

On noting that ¢(k) is a nondecreasing function of % and that ¢, in (17) may be
taken to be arbitrarily small we obtain

) o
im sup, |, #-%(log (—log h))* — ¢

which proves the first part of the theorem.
5. The lower bound.

5.1. The lower bound is somewhat more difficult. The first problem is to
show that the quadratic form occurring in (28) is small. This is then used to
obtain a lower bound for

E((p(h,) — (1 — D)™ [F,,)
which together with Lemma 7 gives a lower bound for

P(p(h,) — (1 — O)h,) = b x | F, ).

Bp+1
An application of Lemma 6 then completes the proof of the theorem.
LemMA 8. Suppose ¢ > 0 and 9, 0 < 6 < 1, are given. Then for almost all w

there exists an ny = ny(e,, €, 0, ) such that for all n = n,

d
(36) SUP;_s=sz1 —d; Xp(Sh'n l hn+1)

= (1 4 &)(1 — 9)*'¢,ph,*(log (—log h,))t

where

Cip =

(e + (N0
@+ PG — @) \ ol

Proor. We first note that (4) implies that
[X(=h) — X(0)| _

37 lim su < .S,
( ) 1m sup, , h“(log(—logh))i = ¢ as
and

(38) limsup, .., X0 <1 s,

(2lognt =
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where

(see [11, 14]).
According to Yaglom ([16, 17])
Xp(Shn | hn+1) - X(O)
 esh — B yerh (e OXP[—a(hy — By 4 P) X (s — p) — X(O)
Co(shy, n+1) h PaH(Shn " hy P) P

where ¢;, = (I'G + )I'(} — a))™.
Because of (38) we may differentiate inside the integral and a short calcula-
tion shows that for all n = n,(e,, ¢, 7, @)

(39) EdE‘ X, (shy | hy)

esr ety o X(Hasy — p) — X(0)]
< gygaip att (o [ X(tars — p dp.
= (1 4 e)enla + §)s i, (5 S h, T p) p

We now obtain an upper bound for the last integral. We have
Sgo IX(hn+1 _ P) - X(O)l dP
pti(sh, + p)

(e (e 4 gy Kl = p) — X(O)
= (iten o+ $hgl, o+ G PP O dp

=L+ L4+ 1.
An application of (37) yields

— Ryt h3+1(10g (—log k\’n+1))é
ho(u By )

= O(hg, h,(log (—log h,,,))t §in+1 p==+d dp)
as s is bounded away from zero. We therefore obtain

11 = O(héwlhn_l(log (ﬁlog hn+1))i)
= O(h,™)

on using (17).
We turn now to I,. From (38) it follows that

1 3
I, = O(S}Tnil—;l%—f;l‘dp>

_ —a -~ [log g|* + [log 4,[*
-0 <hn (a+4)/2 Sl qa+% dq

= o(h, )
as 0 < a < 3.
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Finally we consider 7, We have

L < ot =) = XO)
= G, 4 p)
< (1 + e)¢y, (it (log (—log p))* ,
=+ Pt +p) T
| - (s~ 1,3 (log (—IOg hnp))%
= (1 + 2e)cy(sh,)? §§ 70 + ) dp
=< (1 + 3eymey(sh,)~t(log (—log A,))?

for all n = ny(ey, ¢, 0, @) where the second inequality follows from (37) and last
inequality is obtained by an application of Lebesgue’s dominated convergence
theorem. Omn substituting these inequalities for 7, 7, and I, into (39) we obtain
(36) and this proves the lemma.

LemMA 9. Suppose ¢ > O is given. Then for almost all o there exists an ny, =
ny(ey, &, ) such that for all n = n,

(40) [Xoln [ fai3) — X(O)] = (1 - €)esshy?(log (—log h,))*

where

¢y = (4(%(1)2"{‘(1 —a) (2 >i' .
~ al'(a) al'(2a)

ProoF. We have
E((Xp(ha| hnir) — X(0))7)
= E((X(h,) — X(0))") — E(X,(h,|hpis)")

ap (20T —a)  (ay*
< (14 o (2R - s)

by (10), (13) and (14). The result now follows from the Borel-Cantelli lemma
and the usual estimate for the tail of the normal distribution.

LeMMmA 10. For all ¢ < O there exists a 8, = 0,(c,, €) such that if s,, € 73,(35)
the following holds. For almost all @ there exists an n,, = ny(e,, ¢, w) such that for
all n = n,

sl (X | Bngs) — X(0))* — ¢ log (—log &)’
(41) é Zlg»,»’me Zv Zu/ ﬂ;ul’(zm)
< ¢k, (X (R, | By yy) — X(0))? + e log (—log k)
where
Z, = X, (8,1, | Bpry) — Xp(Sy_1h0 | Pnry) v=1,...,2m.

Proor. Suppose's,,, € #,,(0). Then by Lemma 8 we have for n = ng(s,, ¢, 4, @)
|Zvl = |Xp(svhn"|h'rb+1) - Xp(sy—lhnlhn+1)|
= (L + ¢)(1 — a9y e h,*(log (—log k,))k(s, — 5,.1)
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fory =2, ..., 2m. This combined with Lemma 2 gives
(1 — e)ey(s, b)) Z,2
(42) V é Zl§v,»’§2m ZyZu’ /’t;_.fl'(zm)
S (1 + e)ey(sh,) "2,
+ (1 + e)(1 — d)*e,ep(log (—log A ) (L rea (5, — 5,-1))
= (1 4 e)ey(s, ) Z7 4 0(1 A+ e)(1 — 8)* "¢y, log (—log &,,)
for all 9, 0 < 6 < dy(ey, €), and for all n = n,(e,, ¢, 6, ®) by Lemmas 8 and 9.
It remains to consider Z,., We have
12 — (Xp(ha | Haia) — X(0))]
S (Xp(ha| bria) — Xp(s1hy | By )
+ 21Xy | ) — X812 | i) | X (R | Brn) — X(O))|
= 5(1 + 5)2(1 - a)aﬂlhnza 10g (hlog hn)(a(l - 5)0446%0 + 2c10€13)
for n = ny(e,, €, @) by Lemmas 8 and 9.
On using this inequality and the fact that 5,7 = 1 4- O(d) we obtain from (42)
(1 = &), (X, (I, | By ) — X(O)) — O(3) log (—log &)
é Zlgu,u’szm Zv Zv’ﬂv_vl’(zm)
< (1 4 )b, =X,y | ) — X(O)) + O(3) log (—log 1)
and the lemma follows on choosing 4 sufficiently small.

Lemma 11. Supposee, > Oande,, 0 < ¢, < 1, gre given and let 5, = 0,(¢,) be the
0; of Lemma 10 with ¢, in place of ¢. Then there exist constants ¢,, and c,; depending
on a, ¢ and ¢, and also, for almost all w, an integer n,; = ny(e,, ¢, &, ®) such that
foralln =z ny;and m = 1

€1y €XP(— 3, (X, (| i) — X(O))°
— g log (—log A ))N(1 — &)c,)™'(2m + 1)¢

(43) < E(( (k) _(éfh(f)ll—: 93)h,) )m C n+1)

= o @XP(— 3R (X (1 | Bayr) — X(0))?
+ ¢, log (—log A)) (1 + e)eye)™T'(2m + 1)

where
_ 2at al(@)I'(1 — a) \}
fr = (I — a)y—a" ( T )
and
_ Tl -w al'(2a) \!
e = (1 — a)-*(2a)~ ( 27 ) ’

Proor. This lemma follows from Lemmas 4, 5 and 10.
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Lemma 12. Suppose ¢ > 0 is given. Then there exists a 6, = 3,(s, ¢) and, for
almost all w, an integer n,, = ny(s,, ¢, ®) such that for all n = n, and x =
¢(log (—log &,))* we have

P(p(h,) — o((1 — d)h,) = (3,h,)~*x|.F, )
(44) = exp(—46,h, (X (h, | Byyy) — X(0)) — elog (—logh,)
— (1 + e)a(rfry)"*(x[c.))’)
where 0 < r, < 1 < r, < oo are the two positive roots of the equation
afeyfe)ezt’s —z + 1 —a=0.

ProoF. We may assume that the conditional probability occurring in (44) is

a regular conditional probability and we write
Fy(x, ) = P(p(h,) — o((1 — 0)h,) = (0,h,)~“x |5, ).
The proof of the lemma is now similar to that of Lemma 7. As the expression
eXp(— 465k, (X y(ha | Bay) — X(0)))

appears on both’sides of (43) its presence causes no problems. The only prob-
lem is caused by the presence of the expressions exp(—e¢, log (—log 4,)) and
exp(e, log (—log 4,)) on the left and right-hand sides of (43) respectively. How-
ever, as ¢ may be taken to be arbitrarily small, the proof goes through with
minor modifications if it is assumed that x > ¢(log (—log £,)).

5.2. We are now in a position to obtain the lower bound. It follows from
Lemmas 9 and 12 that for all n = ny(s,, ¢, ®)

P(p(h,) — ¢((1 — d)h,) = e(3sh,)'~*(log (—log h,))* |5, , )

= exp(—(}¢,¢h + O(e)) log (—log 4,) -
Now

AP — a)l'QRe) 4
2T a)
_I'd—a)(a+3) 1
22a—11‘(l)
AsT(1 — o)l + }) < T'@) < 2*T'(}) for 0 < a < 4 it follows that Lec,c? < 1.
We may therefore choose ¢ sufficiently small so that eef + O(s) < (1 — 2¢)
for some ¢, > 0. This gives

P(o(h,) — o((1 — d9h,) = e(3sh,)'~(log (—logh,))*| .77, ) = n~72w0+e

1 —
§C3 13 —

for all n = ny(ey, ¢, w). As ¢, may also be taken to be arbitrarily small we have
for some ¢, and ¢,

P(e(h,) — (1 — d)h,) = &(d,h,)*(log (—log k,))* |57, | ) = n~ 0~
and hence

L Plp(ha) — o((1 — d,)h,) = €(9,h,)'~*(log (—log &,))* |5, ) = o0
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almost surely. Now ¢(h,) is 5, -measurable and we therefore have from
Lemma 6

lim sup So(h‘") — ¢((1 - 54)]1%) > ¢ > 0
" @iy (log (—log h))* =

almost surely and this completes the proof of the theorem.

6. The Hausdorff measure of the zero set. In [15] Taylor and Wendel ob-
tained the exact measure function for the zero set of a stable process. Their
proof involved using an iterated logarithm law similar to (5) for the local time
of the process. However, their proof also made use of the strong Markov prop-
erty and is consequently not directly applicable in the present situation. In
spite of this the obvious conjecture to make, in the light of their result, is that
h(x) = x'~(log (—log x))* is the correct measure function for the zero set of
stationary Gaussian processes with spectral density function f given by (4). A
closer examination of the proof given in [15] shows that full use of the strong
Markov property is only made in order to obtain an upper bound for the
Hausdorff measure. Its use in obtaining the lower bound is restricted to de-
ducing that, in our notation, the Holder condition

li o(x, T + h) — o(x, 7) <
(45) imsup,, H-+(log (—iog )" ¢y < 0

also holds for stopping times r. It turns out that for the stationary Gaussian
processes of Theorem 1 we can prove (45) directly for stopping times. The de-
duction of the lower bound for the Hausdorff measure of the zero set is then
the same as that given in Section 5 of Taylor and Wendel for stable processes.
We first prove:

Lemwma 13. Let ¢ be a stopping time for the process X(t) and let & denote the
o-fleld associated with . Then

(46)  E(exp (i Ty, u,X(s,)[F )

- eXP(—— ley vgm WUy p(S — T 8 — T) + i Zu 14, :o(sv|r))
where p(s, t) = E(X,(5)X(¢)) and X, (s,|7) is X, (s,|?) evaluated at t = 7.

ProoF. We have for 2 > 0

B((X,(s]t + Ry — X(s|)) = {4 §(s — 1) du
(20
['(2a)
_ (2ah)*=
" 2aT(2q)

H/\

Sh 2a ldu

which implies that for fixed s the separable version of X,(s|¢) has continuous
sample paths almost surely (see [12], page 98). As X(s) = X,(s|#) + X, (s]?) it
follows that X (s|¢) also has continuous sample paths for fixed s. This in turn
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implies (as X,(s|7) is & ,-measurable for each r) that X (s|r) is .5 -measurable
(see [12], page 101).
From the definition of p(s, £) we have
lo(s, 1) — o(s’, )]
= [E(X(s)(X(5) — X)) + BX()(X(5) — X))
S E(X(sPE((X (1) — X)) + E(X(D)PE(Xs) — X(5)))* -
As X(1) = X, (f) + X,(t) and X,(s) and X (r) are independent for all s and ¢
E(X,(s)") < E(X(sy) = 1 and hence E((X,(s) — X,())}) < B(X(s) — X())) =
o*(|s — s5'|). We therefore obtain

lo(s, 1) = p(s', )| < a(ls — &) + a(jt — ')
and (14) now implies that o(s, ) is jointly continuous in s and ¢.

- Let F be any set in & ,. For each positive integer N we define the random
variables Z, by

Zy = Npwa(F 0 k277 < 7 < (k + 1)277)
(47) X eXp(—#( Ly, urzm ot p(s, — (k + 1277, 5, — (k 4 1)277))
+ i D X (s | (K + 1)27)
where y(E) denotes the indicator function of the set E. The continuity of p(s, 1)
and X (s|f) implies
limy_.. Zy = 2(F) exp(—=3(Zissrsm W 005, — 7, 8 — 7))
+ i DT X5 7))

and as |Z,| < 1 we may apply dominated convergence to obtain

(48) limN—"X’ E(ZN) = SF exp(_%(21§vw’§m u»u»’p(sv — T sv’ - T))
4+ i u, X (s,|7)dP.
Now,
{rpexp(i 2im, u,X(s,)) dP
= ZIT:—O@ SFn(kz—N§r<(lc+1)2“N) CXp(i :n=1 uu(Xe(sv I(k + 1)2—N)
+ X,(s. [ (k + 1)277))) dP
= Zzo:_m exp(~% Zlé»,»’ém u»uu’lo(su - (k + 1)2-N’ S, — (k + 1)2_N))
X SFn(k2‘Nsr<(k+1)2“N) exp(i :n=1 u»Xp(S» I (k + I)Z_N)) ap
= E(Zy).
The next to last step follows from the stationarity of the process X(r)
(X(8117)s - -+, X (5,]7) have the same joint distribution as X,(s, — 1), ---,

X,(s, — 1)), the fact that F n {k2-7 < ¢ < (k + 1)2-7} belongs to &, 10-n
(F is in &) and finally the fact that X,(s|7) is independent of .5,
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On combining this with (48) we obtain
{rexp(i m, u, X(s,)) dP
= {rexp(—4% 2ics vigm U, 05, — T, 5, — Ty i u, X, (s, | 7)) dP

forall Fe F.. Asp(s, — 7,5, — ), 1 <v,»' <mand X,(s,|7), | <v < mare
# -measurable because of the continuity properties, this implies the statement
of the lemma.

Lemma 14. If ¢ > 0 is a stopping time for the process X(t) then
, m h -
49) B <+ b = 000 = @t GIT o 120m) ds,.
where (h,')y and A(2m) are as in Section 3.1.

Proor. Writing ¢(r) for ¢(0, #), an argument similar to that in the previous
lemma yields, as ¢(f) has continuous sample paths,

(50)  E((e(z + k') — (r)y™) = lim,_., T3, E(((j — 1)27% < = < j2-F)
X E(p(j27F + k) — o(j274) |.F7))
Now (¢,(j27% + h,") — ¢,(j27%))* tends in mean to (e(J27F + Ry — o(j27F))*

and hence E((¢,(j2°* + ) — ¢,(j27%))""|.57) tends in mean to E((¢(j27* +
k) — @(j27%))*™ | F.). We therefore have

Gy Eq(j — 1)27% £ v <J27ME(e(j27 + b)) — o(j274) | .F7)
= lim,  E(((j — 1)27* < v < j279)E((¢.(j27* + h,))
— o.(j27))"F7) -
To evaluate the last expression we use Lemma 13, we write
E (V) = (Wt 4| v, 1 < j < 2m)

and
/gm(a,b):{smzogagsjgb,l§j§2m}.

With this notation we have
WG — D27 = v < J2NE(@.(j27% + k) — ¢,(j27F))" | 57)

1\ . o~
={==) Vel (S/2m<j2—k,j2—k+h,,'> W — D27 =0 L j27h)
27 _

X E(exp(i 1iz w, X(s))) | F77) ds,,) du,,

1 2m . .
= (2) " Setun Crpmitiniann 2 — 127 S = < 27

X eXP(—3% Xicy vgam Wty 0(8, — 7, 8, — 7)
+i 20 u X, (s, ] 7)) ds,,,) du,, ,
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and hence
[W((j — 1)27% < v < J27ME(@.(j27* + k)) — ¢,(j27F)m™ | F)

1 2m . ) _
= <__> Yy (S/m(jz—k,jz—kmnw x(j— 127k < v < j27%)

2r
X eXp(—3% Zicivzam WUy (S, — T, 5, — 7)) dS,,,) duy,
1\, . _ -~
= <¥> S gmn) (S;zmuz—k—r,jz—kwn'—r) 2 — D27 =0 < j27F)

X eXP(—3% X1t irsem YUy 0(Sy, 5,)) dS,,) du,,

1 2m . -
<E> ng;m(») (S/m(o,z-ﬂh”w wW((J— D27 <0 < j27F)

X €XP(—3F izt iram Wity P(55 ) dS,,) du,,

1\ , ,
<—2;> (SS;m(o,z—hhn') W=D =< 2"

X eXP(—3 D1t 1 zam Wiy 0(8;5 5,)) dS,,,) du,,,
l am . _ o~
= ! () Lpprrking (U — D27 < = < 279
X eXP(—3F D1t v sam Uiy P(5y, 50)) duy,) d,,

where (@, 0) = {8,,: 0 < a <5< - < 8, < b).
On integrating out the #,’s we obtain

(= D27 S © <ZRE(R27 + b)) — 62"
< @m! (5) U0 = D2 S 7 <2 Loy asmsan oo 5] dsa

IA

IA

h nNam . X
= (2m)! %;L_))—m WG —1D27* S0 < j27k) Sjm(o,z—k(h,,')—1+1) lo(hy's;5 h/51)] dSyp -

Now the matrix 2(2m) may be obtained from the matrix p(2m) = (o(h,'s;, B,'s,.))
by row and column operations and hence

(/= 127" < 7 <27E(e.(j27 + ) — @, (j274)m | 57)]

h Nam . .
= (2m)! %’%’r W — 127 = v < j275) S./zm(O,Z—"(h,,,’)_1+1) |A(2m)|~t ds,,, .

Substituting this inequality into (51) gives
E(( = D27 < = <J2ME(9(j27F + /) — o(j275)™|.57)

h Nnam . X
< (2m)! L(z)T E(((j — D2 £ ¢ < J279) Uy aamsingron 1AQ2m)|H d,,

and on substituting this into (50) we obtain

, o hnl 2m . _
Ellpte 4+ 1) = o)) £ @t Gl timu S oaviay ot 1A s,

= (2m)! % Vo [AQ@m)|t ds,, |
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The last equality follows from an application of dominated convergence which
may, for example, be justified by appealing to the inequality of (23). This com-
pletes the proof of the lemma.

Lemmas 4, 7 and 14 may now be combined and the method of Section 4 gives

THEOREM 2. Suppose the stationary Gaussian process X(t) has spectral density
function f given by (4) and let © be a stopping time for the process which is almost
surely finite. Then for almost all

i e(x, 7 + h) — o(x, 7) < '
P ie(iog (—tog My © T

To obtain a lower bound for the Hausdorff measure of the zero set we follow
Taylor and Wendel. We define

r, = min {u: ¢(0, ¥) = 7}

and as ¢(0, 7) is & ,~measurable, r, is a stopping time for the process X(f). To
show that r, is almost surely finite we proceed as follows. A trivial modifica-
tion of the formulae given on page 295 of Berman [1] gives

E(¢(0, 1)) = 1/(2m)!
and
E(p(0, 1)) = 2n)™ 14 §5 (1 — r*)~ dudv
where
r=r(u,v) = {>, cos (A(u — v))f(1) da

where f(1) is the spectral density function of the process X(#). This yields
Vg0, 1) = 2m) §6 §6 (1 — 7))t — 1) dudv

for the variance V(¢(0, £)) of ¢(0, r). With spectral density function f(1) given
by (4) the Riemann-Lebesgue theorem tells us that lim,_ 7(s) = 0. This im-
plies that (1 — r*)~t — 1 ~ r%2 for large u — v and hence

V{e(0, 1)) = O(§§ i r*dudv) = o(t%) .
Tchebychev’s inequality then gives
lim,_, P(1p(0, 1) — 7/(2a)}] = 1/3) = 0

which implies P(lim,_, ¢(0, ) = oo) = 1. From this it follows that ¢ is almost
surely finite. We may therefore apply Theorem 2 to obtain

li 9(0, 7, + h) — ¢(0, 7,) <
B g (g = S

almost surely. The remainder of the proof is then identical to that in [15], pages
176-177, and gives

THEOREM 3. Suppose the stationary Gaussian process X(f) has spectral density
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function f(2) given by (4). Then with probability one the set of zeros of the process
has positive, possibly infinite Hausdor[f measure with respect to the function

¢(h) = h=*(log (—log ).
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