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ABSTRACT

Transient Rossby wave packets (RWPs) are a prominent feature of the synoptic to planetary upper-

tropospheric flow at the midlatitudes. Their demonstrated role in various aspects of weather and climate

prompts the investigation of characteristic properties like their amplitude, phase speed, and group velocity.

Traditional frameworks for the diagnosis of the two latter have so far remained nonlocal in space or time, thus

preventing a detailed view on the spatiotemporal evolution of RWPs. The present work proposes a method

for the diagnosis of horizontal Rossby wave phase speed and group velocity locally in space and time. The

approach is based on the analytic signal of upper-tropospheric meridional wind velocity and RWP amplitude,

respectively. The new diagnostics are first applied to illustrative examples from a barotropicmodel simulation

and the real atmosphere. The main seasonal and interregional variability features of RWP amplitude, phase

speed, and group velocity are then explored using ERA5 reanalysis data for the time period 1979–2018.

Apparent differences and similarities in these respects between the Northern and Southern Hemispheres are

also discussed. Finally, the role of RWP amplitude and phase speed during central European short-lived and

persistent temperature extremes is investigated based on changes of their distribution compared to the cli-

matology of the region. The proposed diagnostics offer insight into the spatiotemporal variability of RWP

properties and allow the evaluation of their implications at low computational demands.

KEYWORDS: Atmospheric circulation; Rossby waves; Wave properties; Extreme events; Climatology;

Fourier analysis

1. Introduction

Rossby waves are a dominant feature of the mid-

latitude upper-tropospheric circulation at synoptic to

planetary scales (Rossby 1940; Haurwitz 1940). Owing

their existence to the rotation and the spherical shape of

Earth, they take the form of large-scale meanders in the

westerly winds (Rhines 2015). On the weather time

scale, Rossby wave activity typically varies in longitude

and time and tends to organize in the so-called Rossby

wave packets (RWPs), rather than circumglobal waves

(e.g., Lee and Held 1993; Chang 1993). Although theo-

retical arguments for the evolution of Rossby waves in

idealized setups had already been put forward in the

middle of the twentieth century (Dickinson 1978, and

references therein), their actual behavior and role in the

atmosphere started being investigated in recent decades,

facilitated by the increasing data availability and ad-

vances in computer performance [seeWirth et al. (2018)

for a review of recent developments]. In this regard,

recent studies have examined the role of the RWPs

evolution in: storm track activity (Nakamura andWallace

1990; Chang et al. 2002; Hakim 2003; Ahmadi-Givi et al.

2014), the occurrence of weather extremes (Feldstein

and Dayan 2008;Wirth and Eichhorn 2014; O’Brien and

Reeder 2017; Fragkoulidis et al. 2018), and predictabil-

ity (Grazzini and Vitart 2015; Quinting and Vitart 2019;

Baumgart et al. 2019).

In parallel, ongoing efforts in improving the diagnos-

tic methods of RWPs aim to shed more light on the

above considerations. Hovmöller diagrams have been

used for the investigation of RWP progression in longitude
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and time (Hovmöller 1949; Glatt et al. 2011; Röthlisberger

et al. 2019). Computing the envelope of the meridional

wind has allowed the development of RWP tracking

algorithms and climatological assessments of their pre-

ferred regions of formation and decay (Souders et al.

2014b; Glatt and Wirth 2014). Furthermore, the con-

cepts of wave energy flux and wave activity flux have

provided insight into the horizontal propagation of lin-

ear waves on slowly varying background flows (Plumb

1986; Chang and Orlanski 1994; Takaya and Nakamura

2001; Wolf and Wirth 2017). In addition, the potential

vorticity framework has been employed for the analysis

of downstream development, baroclinic amplification

and other dynamical processes that affect the lifetime of

RWPs (Teubler and Riemer 2016).

Two important aspects in the spatiotemporal evolu-

tion of RWPs are their phase speed and group velocity.

The phase speed reflects the propagation speed of in-

dividual troughs and ridges within an RWP and can

thus be critical for the persistence of extreme weather

(Röthlisberger et al. 2019). When it comes to small

wavenumbers (1–3), the zonal component of the phase

speed can also affect wave propagation into the strato-

sphere and the evolution of sudden stratospheric warming

events (Domeisen et al. 2018). Group velocity, on the

other hand, indicates how fast the wave packet propagates

as a whole and reflects the rate at which energy is trans-

ferred by the Rossby waves (e.g., Pedlosky 2003; Cai and

Huang 2013). Previousmodeling and observational studies

have investigated variations of the group velocity field

within RWPs and how they reflect dynamical processes of

their generation and maintenance (Pierrehumbert and

Swanson 1995; Esler and Haynes 1999b; Chang 2001b).

Especially amid the complexity of the real atmosphere,

both the RWP phase speed and group velocity fields are

not expected to be homogeneous. Changes in the shape of

RWPs during their lifetime owing to, among other factors,

the dispersive nature of Rossby waves, downstream de-

velopment, the interplay with dynamical and thermody-

namical processes across scales, and the interaction with

other RWPs imply that these fields will generally vary in

space and time. Based on that, the not so intuitive concepts

of local phase, wavenumber, and angular frequency have

to be adopted in order to diagnose and interpret the local

phase speed and group velocity of RWPs.

Diagnostic methods regarding these two aspects have

so far remained nonlocal in space or time and are thus

not suited to follow the evolution of an RWP at high

spatial and temporal resolution. For example, Blackmon

et al. (1984) proposed amethod to calculate phase speed

based on lag-correlation maps, which was later also used

for the diagnosis of group velocity (Berbery and Vera

1996; Chang and Yu 1999). The resulting fields are local

in space, but not local in time; the computation of lag-

correlation maps for a given grid point involves the

evolution of the meridional wind (or envelope) field

over the whole dataset (as in the climatological analyses

of the aforementioned studies) or a period of several

days (Takaya and Nakamura 2001). In other studies, a

Fourier analysis has been used for the diagnosis of phase

speed for given wavenumbers (e.g., Randel and Held

1991; Coumou et al. 2014). In this case, the phase speed

measure may be instantaneous, but there is no longitu-

dinal information. Obviously, estimates of the zonal

phase speed and group velocity can also be extracted

from Hovmöller diagrams (Joung and Hitchman 1982;

Lee andHeld 1993), but they are sensitive to the way the

diagram is constructed and lack locality in space and

time. It is also worth mentioning, that in the case of

linear waves in a slowly varying background flow (WKB

approximation), the group velocity is given by the ratio

of the wave activity flux to the wave activity density

(Chang and Orlanski 1994; Vanneste and Shepherd

1998; Chang 2001b).

In this study, we employ a method that was originally

developed by Gabor (1946) for analyzing the instanta-

neous frequency in time-varying signals. The method in-

volves the analytic signal, a complex-valued representation

of a real signal that can uniquely define its instantaneous

amplitude and phase (Cohen 1995). Computing the ana-

lytic signal of the meridional wind along latitude circles

allows the identification of the local phase within RWPs,

which can then be used to diagnose the zonal component

of the local phase speed. In a similar way, we propose an

object-based approach for the diagnosis of the zonal and

meridional group velocity using the RWP amplitude

field. These local diagnostics will allow us to investigate

the seasonal patterns and variability of important RWP

properties, as well as their role in temperature extremes

of a specific region.

This paper is organized as follows. After a brief de-

scription of the data used (section 2), we present the

methodology for the diagnosis of the local and instan-

taneous amplitude, phase speed, and group velocity in

section 3. Exemplary applications to barotropic model

and reanalysis data provide insight into these novel di-

agnostics. In section 4 we report on the seasonal and

interregional variability of the diagnosed variables,

while in section 5 we investigate the role of RWP phase

speed and amplitude in central European tempera-

ture extremes. Finally, our results are summarized in

section 6, along with a discussion of their implications

and limitations. Computational details and additional

analyses that support the interpretation of the presented

methods and results are included in the supplemental

material (SM).
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2. Data

In this study we use ERA5 reanalysis data [Copernicus

Climate Change Service (C3S) 2017] for the period from

January 1979 to December 2018. In particular, zonal and

meridional wind (u and y) at 300hPa, geopotential height

(Z) at 500hPa, and temperature (T) at 850hPa have been

retrieved at a 6-hourly temporal resolution (daily at 0000,

0600, 1200, and 1800 UTC) on a grid of 28 3 28 horizontal

resolution. Furthermore, in section 3 the steps of the pre-

sented diagnostic methods are illustrated using 6-hourly

meridional wind output from the barotropic model simula-

tion ofGhinassi et al. (2018) at 28 3 28 horizontal resolution.

The retrieved reanalysis fields are preprocessed as

follows:

(i) The anomalous components of y, Z, and T, denoted

by y0, Z0, and T0, respectively, are computed by

removing at each grid point (l: longitude, f: lati-

tude) and time instance t the corresponding value

of a smooth annual cycle:

c0(l,f, t)5c(l,f, t)2c(l,f, t
d
), (1)

where c represents the variable (y, Z, or T), c

represents the annual cycle, and td denotes a

particular time step in the year (e.g., 1200 UTC

15 February). The annual cycle is obtained by first

averaging the variable for each td over the 40 years

available (1979–2018), followed by a Fourier series

expansion and restriction to frequencies 0–4 yr21.

(ii) The meridional wind anomaly, y0, is zonally filtered

as described in Fragkoulidis et al. (2018). Essentially,

from the y0 full field spectrum we keep wavelengths

of 2000–10000km, which roughly correspond to

zonal wavenumbers 3–15 at 408N. Discontinuities in

the meridional direction that may arise from this

zonal filtering are then minimized by convolving a

Hann window (Harris 1978) of 78 length at half

maximum in the meridional direction. For consis-

tency, this spatial filtering is also applied to the bar-

otropic model y field.

The ensuing smoothing of the meridional wind field in

the last step is weak enough to leave the local RWP

characteristics and their transient evolution unaffected,

but at the same time strong enough to avoid spurious

values from fine-scale features (see section 1 of the SM

for an illustration).

3. Diagnosis of local RWP phase speed and group

velocity

As mentioned in the introduction, the main goal of

this study is to develop a method for the diagnosis of

RWP phase speed and group velocity locally in space

and time. The rationale, formulations, and illustrative

examples of our procedure are presented in this section.

Our point of departure is the upper-tropospheric (300hPa)

meridional wind field, where successions of northerlies

and southerlies at scales of a few thousand kilometers

constitute a clear manifestation of Rossby waves. Therefore,

this field is well suited and, indeed, has traditionally

been used for the investigation of RWP properties (e.g.,

Chang 1993). Focusing on an individual latitude circle

of meridional wind, the zonal component of the RWP

phase speed corresponds to the rate at which a point of

constant phase propagates in the zonal direction. Local

in time and longitude information of the phase within

the RWPs would allow us to compute the local phase

speed as the ratio of the local angular frequency to the

local angular wavenumber. A similar approach applied

to the envelope of the meridional wind would allow the

computation of the local group velocity.

Based on this line of thought, determining the local

phase is the key step toward our objective. To this end,

the analytic signal of the meridional wind and envelope

functions along latitude circles is employed. Past studies

in the field of signal processing have investigated in

detail the advantages and limitations of the analytic

signal approach in detecting the instantaneous phase

and frequency of time-varying signals (Cohen 1995;

Huang et al. 1998, 2009). An implicit requirement for

this method to give physically meaningful results in our

case is that, ‘‘locally,’’ the meridional wind signal needs

to have the form of an almost plane wave. More specifi-

cally, it is assumed that the wave signal is characterized

locally by a clearly discernible dominant wavenumber and

angular frequency.1 These conditions are illustrated and

discussed in sections 2 and 4 of the SM. In practice, flow

features across scales in the upper troposphere cannot al-

ways be attributed to waves of slowly varying properties,

which means that these conditions will not be uniformly

met. The preprocessing of meridional wind and specific

steps in the methodology to be presented in this section

aim at minimizing the effect of these limitations (see also

discussion in section 6).

a. Analytic signal and local phase

In the following, the meridional wind anomaly along a

latitude circle is written as the sequence y0
‘
, where

‘5 0, 1, . . . , L2 1 (L being an even number) denotes

1 In section 4 of the SM, an example of a wavelet transform

along a latitude circle reveals howmeridional wind along a latitude

circle is generally composed of a spectrum of wavenumbers at each

longitude.
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the grid point that is located at longitude l5 2p‘/L

(with 0, l# 2p). FollowingMarple (1999), the analytic

signal of y0
‘
is given by

A
y0
‘

5
1

L
�
L21

m50

~A
m
e2imp‘/L , (2)

with

~A
m
5

8

<

:

~y0m, form5 0, L/2 ,

2~y0m, for 1#m#L/22 1,

0, forL/21 1#m#L2 1,

(3)

where m is the spatial frequency (wavenumber) and ~y0m
is the discrete Fourier transform of y0

‘
:

~y0m 5
1

L
�
L21

‘50

y0
‘
e22imp‘/L

: (4)

Based on the seminal work of Gabor (1946), by sup-

pressing the negative half of the y0m frequency spectrum

(which is redundant for a real signal, since its spectrum is

conjugate symmetric: ~y0
1m 5 ~y0*

2m
), Ay0

‘
becomes a com-

plex function. Its real part, Re[Ay0
‘
], corresponds to y0

‘
,

while its imaginary part, Im[Ay0
‘
], corresponds to the

Hilbert transform of y0
‘
(Gabor 1946; Cohen 1995).2

Given the complex representation of y0
‘
(Ay0

‘
) it is now

possible to obtain the local amplitude and phase of

wavelike fluctuations in longitude. Namely, when Ay0
‘
is

expressed in polar form:

A
y0
‘

5 jA
y0
‘

j e
iArgfA

y0
‘

g
5E

‘
e
iF

y0
‘ , (5)

it can be seen that E‘ 5 jAy0
‘
j is the envelope function

(local amplitude) and

F
y0
‘

5 tan21

 

Im[A
y0
‘

]

Re[A
y0
‘

]

!

(6)

is the local phase of y0
‘
(e.g., Cohen 1995).3 This formu-

lation for the local phase was recently used for the ex-

traction of the local wavenumber in gravity waves

(Schoon and Zülicke 2018). A similar expression for the

local RWP phase appeared in the past [Eq. (32) in

Hayashi 1982], but to the best of our knowledge it has

not been exploited further since then. Several studies

have focused on the envelopeE as ameasure of the local

RWP amplitude (e.g., Zimin et al. 2003; Glatt andWirth

2014; Souders et al. 2014a; Wolf and Wirth 2015;

Fragkoulidis et al. 2018). In this study, the local phaseF

constitutes the key element for the diagnosis of Rossby

wave phase speed and group velocity locally.

b. Local RWP phase speed

The phase at time t and location x for a plane wave of

angular frequency v and zonal angular wavenumber k

that propagates at a certain altitude along a certain lat-

itude is given by

F5 kx2vt1F
0
, (7)

where x5 a cosfl andF0 is a constant offset (a denotes

Earth’s radius). The units of v and k are radians per

second (rad s21) and radians per meter (radm21), re-

spectively. Phase speed corresponds to the rate of

propagation of a point of constant phase and can be

defined as the ratio of angular frequency v to angular

wavenumber k. In the following, phase speed will always

refer to a speed relative to the surface of Earth.

A first necessary step is to compute the RWP amplitude

E as the modulus of Ay0
‘
. The resulting field is zonally fil-

tered to only keep wavelengths above 4000km, in a way

similar to y0. This wavelength threshold is consistent with

the lower threshold we use for the y0 zonal filtering. A

hypothetical trough–ridge pattern of 2000-km wavelength

would be ‘‘enveloped’’ by a function that has double this

wavelength.

The local phase Fy0
‘
at all points ‘ of a given latitude

circle is then computed through (6). Subsequently, the

phase speed cp at ‘ corresponds to the ratio of vy0
‘
to ky0

‘
:

c
p
5

v
y0
‘

k
y0
‘

, (8)

where v
y0
‘

52

›F
y0
‘

›t
, and (9)

k
y0
‘

5
1

a cosf

›F
y0
‘

›l
: (10)

The derivatives in longitude and time are calculated

using centered differences (see also section 3 in the SM)

and positive (negative) cp values correspond to eastward

(westward) propagation relative to the ground. The

above calculations are repeated for every latitude, so

that we get the two-dimensional cp field. Since individual

troughs and ridges within RWPs move predominantly in

2 Instead of using (2), another way to get the analytic signal is

by forming Ay0
‘
5 y0

‘
1 iH [y0

‘
], where the Hilbert transform H is

computed as H [y0
‘
]5ℱ

21f2isgn(m)~y0mg (e.g., Chaudhury and

Unser 2009). Here ℱ
21 denotes the inverse discrete Fourier

transform and sgn is the sign function.
3The function atan2 (two-argument variant of arctangent) is

used to calculate the principal value of the argument (ArgfAy0
‘
g),

because it accounts for angles in all four quadrants.
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the zonal direction, we focus attention on zonal phase

speed only.

The result of (8) is physically meaningful to the extent

that the vy0
‘
and ky0

‘
values are discernible features of

the meridional wind signal locally in space and time.

Therefore, areas of weak E values associated with the

incoherent evolution of small-scale features or the often

diffusive edges of RWPs may result in spurious cp values

(e.g., Fig. S8 in the SM). As implied in the introductory

paragraphs of this section, the notion of phase propa-

gation is anyway ambiguous in parts of the flow where

there is no well-defined wave propagation. To this end,

the computation of vy0
‘
, ky0

‘
, and, therefore, cp is re-

stricted to grid points where the RWP amplitude

exceeds a certain threshold E0. In particular, if dt and dl

are the time step and longitudinal interval of the data,

respectively, cp at (l,f, t) is only computed whenE$E0

at (l, f, t), (l, f, t1 dt), (l, f, t2 dt), (l1 dl, f, t), and

(l 2 dl, f, t).

The choice of the E0 threshold is subjective. It has to

be large enough for the aforementioned reasons, but not

too large as it will limit our analysis to the very strong

RWPs. For the barotropic model illustration in the end

of this section, we set E0 to 3m s21, as this envelope

contour outlines the main body of the two particular

RWPs. For all other investigations that are based on

reanalysis data, we choose a threshold of 15ms21. This

threshold remains fixed for all seasons. Since one of our

main goals is to investigate the seasonal variability of the

local RWP properties, we do not want seasonality in the

threshold to have an effect. Nevertheless, meaningful

variations in E0 do not lead to qualitative changes in the

results of sections 4 and 5 (see also discussion in

section 6).

c. Local RWP group velocity

The propagation of the wave packet as a whole is less

confined in the zonal direction and can attain discernible

meridional components. This calls for a diagnosis of

both the zonal and meridional components of the group

velocity (vector) field: cg 5 (cgx, cgy). The two compo-

nents can be inferred from the evolution of the envelope

field E associated with the RWP that embodies the

troughs and ridges. Our proposed method for the local

(in space and time) group velocity diagnosis shares the

basic principle with the one of the phase speed, using the

E function instead of y0. Therefore, group velocity is

defined here as the rate at which flow features of en-

hanced meridional wind amplitude propagate in the

zonal and meridional directions. Consequently, this

definition connotes an extension of the traditional group

velocity concept in Rossby wave theory (section 5 in the

SM) to large-amplitude waves. As mentioned in the

introduction, the temporal evolution of the envelope

field has also been used for the estimation of group ve-

locity characteristic values in the studies of Chang and

Yu (1999) and Chang (1999).

As discussed before, certain conditions have to bemet

in order to get physically meaningful information of the

local phase, angular wavenumber, and angular fre-

quency of a wave signal. The main difficulty with group

velocity arises from the fact that E is a positive-definite

quantity, unlike y and y0 that naturally fluctuate between

positive and negative values. Simply removing the global

zonal mean of E can potentially lead to erroneous phase

diagnosis in cases when two RWPs of different ampli-

tude and/or length evolve at the same latitude circle (see

Fig. S5 for such an example).

Our way forward is an object-based diagnosis of the

local E phase, where each individual RWP is treated

separately. Given the E field, the procedure for the di-

agnosis of local group velocity in the zonal direction cgx at

time t0 along a latitude circle involves the following steps:

(i) Grid points that exceed E0 are regarded to be part

of an RWP. If the length L of a detected RWP

object exceeds L 0 5 208 in longitude, we compute

its ‘‘envelope anomaly’’ signal E0
‘
. This is done, by

subtracting at each grid point ‘ that it spans the

mean envelope over these grid points:

E0
‘
5E

‘
2

dl

L
�
‘2

‘5‘1

E
‘
, for ‘

1
# ‘# ‘

2
, (11)

where ‘1 and ‘2 are the first and final grid points that

the object spans ð‘2 2 ‘1 5L /dlÞ. At these grid

points, E0
‘
now corresponds to a signal that is,

ideally, an almost plane wave of wavenumber 1

(i.e., with a localmaximumat themiddle and a local

minimum at the boundary; see also Fig. 1 and

Fig. S3 for a visualization).4The same is done for all

other detected RWPs along this latitude circle. The

reason why we restrict to lengths above L 0 is to

avoid dealing with flow features that are too small

to be regarded RWPs.

(ii) For each detected RWP of length L we seek the

location of the corresponding E‘ segments at the

preceding and succeeding time steps (t0 2 dt, t0 1

dt) that will be used for the angular frequency

calculation. These segments need to be of lengthL

4Despite the zonal filtering in E, real-atmosphere RWPs will

often exhibit E0
‘
signals that deviate from this behavior. The

method still works when there is an equal number of zero crossings

and local extrema, but may fail when, for example, three extrema

are found between two zero crossings (e.g., Fig. S8).
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FIG. 1. Illustration of the cp and cgx diagnosis in the barotropic model simulation: (a)–(c) y at three consecutive

6-hourly time steps (color shading) and isoline of E0 5 3m s21 (yellow contour), (d) y‘ evolution at 408N, (e) Fy‘

evolution at 408N, (f) cp at 408N, (g) map of cp at t0, (h)–(j) E at the three consecutive 6-hourly time steps, (k) E‘

(solid lines) and E0
‘
(dotted lines) evolution at 408N, (l)FE0

‘
evolution at 408N, (m) cgx at 408N, and (n) map of cgx at

t0. Orange, green, and blue colors in (d)–(f) and (k)–(m) correspond to the t0 2 6 h, t0, and t0 1 6 h, time steps,

respectively (as indicated in the legends). Gray shading in (f) and (m) indicates longitudes where cp and cgx are

not defined.
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as well and are chosen to span the longitudinal

ranges that maximize the sum ofE‘, within a search

area of L 1 2L 0 degrees longitude. This search

area covers the original RWP object (at t0) plusL 0

degrees to its left and right. The E0
‘
at this segment

is then computed at t02 dt and t01 dt by subtracting

the respective object zonal mean. The requirement

to have equal-length segments of E0
‘
in the three

consecutive instances of theRWPobject is discussed

in section 3 of the SM. The periodicity of the domain

is properly accounted for in these first two steps, so

that RWPs around the boundary (primemeridian in

this case) are not treated as two distinct objects.

(iii) For each detected RWP object we compute the

analytic signal AE0
‘
and local phase FE0

‘
at t0 2 dt, t,

and t01 dt, by applying (2) and (6), respectively, on

the corresponding E0
‘
segment of the three time

steps (instead of the y0
‘
latitude circles). Given the

way these E0
‘
segments are detected, one can

assume that they are close to periodic and spurious

values in the discrete Fourier transform of (2) are

avoided. The aforementioned restriction of the

envelope field to wavelengths above 4000km min-

imizes the effect of possible wiggles in E0
‘
that may

locally lead to spurious values of cgx.

(iv) The zonal angular frequency vE0
‘
and angular

wavenumber kE0
‘
are calculated as in (9) and (10),

respectively, at longitudes where FE0
‘
is defined for

the two points that are involved in the centered

differences. That is, kE0
‘
is not computed at the two

edges of the detected RWP object and vE0
‘
is not

computed at longitudes that the RWP object does

not occupy at either of the t0 2 dt and t0 1 dt time

steps. The latter implies that the temporal resolu-

tion of the dataset has to be high enough, such that

it allows enough overlap of the RWP object at

consecutive time steps. The 6-h resolution in our

case ensures a large overlap for the typical group

velocities.

(v) Finally, cgx is computed as the ratio of vE0
‘
to kE0

‘
at

longitudes where both of them have been computed.

These steps are then repeated for every latitude, so that

we get the two-dimensional cgx field. Positive (negative) cgx
values correspond to eastward (westward) group prop-

agation relative to the ground.

When it comes to the meridional component of local

group velocity cgy the aforementioned steps are applied

to the envelope function along meridians En in order to

account for the evolution of RWPs in latitude. Here, the

index n (n5 0, 1, . . . ,N2 1) corresponds to the latitudef.

The procedure is the same as for cgx, except that we seek

RWP objects in the meridional direction, the widthN of

which exceeds N 0 5 108 in latitude. The equivalent

search area of step (ii) is then equal toN 1 2N 0 degrees

latitude (or less in case of an RWP close to the pole).

The local phaseFE0
‘
is computed for each detected RWP

object, based on the envelope anomaly E0
‘
from the

mean along the meridional segment it spans.

The meridional angular frequency vE0
n
is calculated as

in (9) and the meridional angular wavenumber kE0
n
is

calculated as a21›FE0
n
/›f, at latitudes where FE0

n
is de-

fined for the two points that are involved in the centered

differences. At latitudes where both are computed, cgy is

given by the ratio of vE0
n
to kE0

n
. Positive (negative) cgy

values correspond to northward (southward) group pro-

pagation relative to the ground. Finally, the calculations

are repeated for every longitude, so that we get the two-

dimensional cgy field.

Given that the evolution of RWPs is not always co-

herent, diagnosing their properties locally and instan-

taneously can at times lead to unphysical values. Even

when restricting to grid points exceeding E0, a noisy

evolution of the y0 and E fields can cause a jumpy be-

havior of Fy0 , FE0
‘
, and FE0

n
in space and/or time. Rare

cases where cp, cgx, or cgy unphysically exceed j100jms21

are masked (this masking has no noticeable effect in any

of the results shown here).

d. Exemplary cases

The aforementioned methods for the diagnosis of the

cp and cg fields are first illustrated in the framework of a

barotropic model simulation (Figs. 1 and 2), and then

applied to a real case using reanalysis data (Fig. 3). The

barotropic model simulation involves an idealized setup

with two RWPs of different carrier wavenumbers ini-

tialized upon a zonal background flow (more details in

Ghinassi et al. 2018). The evolution of meridional wind

(Figs. 1a–c) and the corresponding envelope (Figs. 1h–j)

fields in a 12-h segment of the idealized simulation de-

pict the downstream propagation of the two wave

packets.

In the left column of Fig. 1 we present the aforemen-

tioned steps for the diagnosis of the two-dimensional cp
field corresponding to the central time step t0. Figures 1d

and 1e show y‘ and the corresponding Fy‘—as derived

from (6)—along 408N at the three consecutive 6-hourly

steps. The phase function is ‘‘wrapped’’ since the atan2

function gives values that are constrained to the (2p, p]

interval (6). Its value is positive (negative) when Im[Ay‘] is

positive (negative), which is the case in the areas of ridges

(troughs) (Fig. S4).Due to thiswrapping, caution is needed

when computing the derivatives in longitude (angular

wavenumber) and time (angular frequency). Our proce-

dure in dealing with this issue is given in section 3 of the

SM. Based on (8), the cp values that correspond to the
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central time step are given in Fig. 1f.Grid pointswhereE is

lower than 3ms21 in any of the neighboring in time or

longitude grid points are masked and depicted by gray

shading. Repeating the procedure for all latitudes leads to

the two-dimensional cp field (Fig. 1g).

Similarly, in the right column of Fig. 1 we present the

steps for the diagnosis of the two-dimensional cgx field

corresponding to the central time step t0. Figure 1k shows

in green the E‘ and E0
‘
signals of the two detected RWP

objects at time t0 and latitude 408N. Orange and blue lines

denote the corresponding equal-length RWP objects at

t0 2 dt and t0 1 dt, respectively, detected as described in

step (ii) of the previous subsection. Figure 1l shows the

local phase FE0
‘
of the two RWP objects at the three

consecutive time steps. The solitary points close to 208W

and 1408E result from phase wrapping. Figure 1m shows

cgx computed along 408N at longitudes where vE0
‘
and kE0

‘

are defined, while Fig. 1n shows the two-dimensional

cgx field.

Figure 2 presents the steps for the cgy diagnosis in the

same time step of the model simulation. The evolution

of En, E
0
n and FE0

n
for the detected RWP object along

808E is shown in Figs. 2a and 2b. Figure 2c shows cgy
computed along 808E at latitudes where vE0

n
and kE0

n
are

defined, while the resulting two-dimensional cgy field is

shown in Fig. 2d.

Just for the purposes of presenting the diagnostics, the

values of cp, cgx, and cgy are given in degrees longitude/

latitude per 6h, so that their validity can be visually

verified in Figs. 1a–c and 1h–j. The fields are smooth but

not entirely homogeneous within the two wave packets,

reflecting that—even in this idealized scenario—the

shape of the RWPs is not exactly preserved during this

12-h segment. The zonal group velocity exceeds the

phase speed everywhere (cgx . cp), indicating the down-

stream development tendency of Rossby waves. This be-

havior reflects the fact that the velocity with which energy

is transported downstream is larger than the velocity of the

individual troughs and ridges (Simmons andHoskins 1979;

Orlanski and Chang 1993; Chang 1993). Furthermore,

differences are apparent between the two wave packets,

which have similar amplitude but distinct carrier wave-

number. The higher-wavenumber RWP in the Western

Hemisphere is associatedwith generally larger phase speed

and lower group velocity than the lower-wavenumber

RWP farther downstream. Such behavior can also be

anticipated from the theory of free Rossby waves in an

inviscid barotropic fluid (e.g., Vallis 2017) (section 5

in the SM).

Figure 3 provides another example of the diagnostics,

now in the real-atmosphere evolution of the upper-

tropospheric meridional wind during 23 August 2016.

Twomain areas of enhanced waviness are found over the

North Pacific and North Atlantic (Figs. 3a–c and 3e–g).

The E0 threshold of 15m s21 that is used in this case

results in the two RWPs to appear connected or under

the process of merging over North America, a situation

that illustrates the challenge in selecting the identifica-

tion threshold for RWP tracking [see Wolf and Wirth

(2017) for an extensive discussion of the issue].

The resulting cp values of the ridge over western Europe

and the upstream trough centered at;208Wamount to

1–4ms21, which indicates a quasi-stationarywave (Fig. 3d).

As will be shown in the climatological analysis of section 4,

this is an unseasonably low phase speed and plausibly

critical for the emergence of a late-summer heat wave in

westernEurope (Zschenderlein et al. 2018).When it comes

FIG. 2. Illustration of the cgy diagnosis in the barotropic model

simulation. (a) En (solid lines) and E0
n (dotted lines) at 808E for the

three consecutive 6-hourly time steps, (b) FE0
n
evolution at 808E,

(c) cgy at 808E, and (d) map of cgy at t0. Orange, green, and blue

colors in (a)–(c) correspond to the t0 2 6 h, t0, and t0 1 6 h time

steps, respectively (as indicated in the legends). Gray shading in

(c) indicates longitudes where cgy is not defined.
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to group velocity, the cgx field is generally noisier than cp,

reflecting the often incoherent and highly transient

evolution of RWPs (Fig. 3h). The vector field of cg is

overlaid in Fig. 3h, hence putting cgy into consideration

as well. Based on that, the North Pacific RWP moves

predominantly in the zonal direction with an equator-

ward component at its southernmost parts. The North

Atlantic RWP on the other hand, propagates more

slowly in the zonal direction with an overall north-

eastward orientation. It is worth mentioning that there

is a small change to the cgx and cgy fields locally, if the

E0 threshold is increased to the point where the two

RWPs appear to split (see also discussion in section 6).

Asmentioned in the introduction and illustrated in Fig. 3,

local and transient features in the upper-tropospheric flow

can result in nonuniform cp and cg fields. To a first order, a

portion of the spatiotemporal variability can be attributed to

varying behavior in different parts of individual RWPs. As

an example, the cp field within the North Atlantic RWP

has a pronounced maximum at its trailing edge and a

minimum close to its center at around 208W. Regarding

the cgx field of this RWP, there is pronounced variability in

latitude, with a maximum between 508 and 608N and

minima at its northern and southern parts. Smaller-scale

features in these fields need to be interpreted with caution.

The negative cp values over the Gulf of Alaska, for

example, are associated with a band of weak southerlies

that are seemingly caught up by the leading edge of an

evolving RWP upstream (Figs. 3a–d). For applications

where RWPs need to be characterized by single values

of phase speed and group velocity, one may compute the

areal average of the cp and cg fields over a specified

RWP object.

4. Seasonal climatologies

The climatological patterns of the presented local

RWP diagnostics are now investigated based on 40 years

(1979–2018) of reanalysis data. In particular, maps of the

median E, cp, cgx, and cgy at 300 hPa are presented for

each season of theNorthern and SouthernHemispheres,

followed by a brief discussion in their most distinct

features of seasonal and interregional variability. The

median is used here as measure of central tendency in

the climatological distribution of RWP properties at

each grid point since it is less affected by outliers than

the mean. Time steps when cp, cgx, and cgy are not de-

fined (see section 3) are not taken into account for the

median calculation. In the case of the RWP amplitude

climatologies, the values correspond to the median over

time steps when E $ 15ms21 in order to make it con-

sistent with the climatologies of the other fields. The

FIG. 3. Illustration of the cp and cg diagnosis at t0, 1200 UTC 23 Aug 2016: (a)–(c) y0 at three consecutive 6-hourly time steps (color

shading) and isoline ofE05 15m s21 (yellow contour), (d)map of cp at t0, (e)–(g)E at the three consecutive 6-hourly time steps, and (h) cgx
(color shading) and arrows of cg (scale is at the lower right) at t0.
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sample sizes for these conditional climatologies can be

inferred from the RWP frequency maps in Fig. S11 of

the SM. In addition, Figs. S9 and S10 provide seasonal

medians of u and y at 300 hPa to complement the RWP

climatologies shown here. At the end of the section,

related climatologies derived from the lag-correlation

method of Chang and Yu (1999) and the wave activity

flux of Plumb (1986) are discussed.

a. Northern Hemisphere

The two first panel rows in Figs. 4a–h quantify the

seasonal variability of RWP amplitude E and phase

speed cp, respectively. For most regions in the extra-

tropics a strong seasonality is apparent, associated with

the maximization of wave activity during winter and its

minimization during summer (see also Souders et al.

2014b), as well as changes in strength and location of

the jet streams (Fig. S9). The bands of elevated E and

cp values over the two ocean basins signify the areas

where RWPs tend to attain large amplitudes and phase

speeds, respectively. The cp values over the North

Pacific and North Atlantic peak during winter at ;11

and ;10m s21, respectively. Compared to winter, sum-

mer over the North Atlantic is characterized by a de-

crease of ;4m s21 in cp magnitude and a poleward

migration of ;108 in the band of maximum values. The

transition from winter to summer and vice versa for cp
values is more gradual in the North Atlantic, than in the

North Pacific; the latter shows a weak decrease from

DJF to MAM, a strong decrease fromMAM to JJA and

then a gradual increase from JJA to DJF through SON.

Throughout the year, over the North Pacific, maximum

values of RWP phase speed are found to the west of the

date line, while RWP amplitudesmaximize to the east of

it (roughly 608 longitude downstream). Similarly, over

the North Atlantic, cp maximizes at the narrow band of

the jet entrance (Fig. S9), while Emaxima extend over a

large area of the North Atlantic with increased values

maintained all the way to northern Europe (with an

apparent poleward orientation during DJF). These re-

sults reflect the fact that low-amplitude waves grow in

the areas of high baroclinicity (western ocean bound-

aries) and reach their (amplified) mature stage over the

jet exit regions, where the phase speed of their embed-

ded troughs and ridges decreases.

The two bottom rows (Figs. 4i–p) show cgx and cgy.

Again, there is a distinct seasonality with values of group

velocity maximizing during winter. It is apparent that cgx
exceeds cp by up to 3 times in all seasons (see also

Fig. S12). This climatological tendency for downstream

development is more pronounced in some regions (e.g.,

in the subtropical jet) than in others (e.g., the jet exit and

cyclolysis region over Europe and the Norwegian Sea).

Furthermore, by comparing the cgx maps (Figs. 4i–l) to

the respective ones of cgy (Figs. 4m–p), it is apparent that

RWP propagation is almost everywhere predominantly

zonal (cgx . jcgyj).
In most regions, the spatial pattern and seasonal var-

iability of cgx follows closely the ones of zonal wind ve-

locity (Fig. S9). Focusing on the winter season, a distinct

band of high cgx values appears in the subtropical jet at a

purely zonal orientation (at ;308N) from northwestern

Africa to the North Pacific. Upon it, low-amplitude

RWPs (Fig. 4a) propagate eastward at high zonal group

velocities (;14–20ms21; Fig. 4i) and near-zero meridi-

onal ‘‘leakage’’ as indicated by the lowmeridional group

velocity values around it (Fig. 4m). Narrow and elon-

gated as it is, the subtropical jet constitutes an efficient

waveguide (e.g., Hoskins and Ambrizzi 1993); a ‘‘high-

way’’ for transient RWPs that extends over a longitudinal

sector of almost 1808. These RWPs can conceivably be

excited when breaking waves over Europe (e.g., in the

formofPV streamers;Wernli and Sprenger 2007) reach far

south to the Mediterranean region and perturb the sub-

tropical jet (Martius et al. 2010). Such a ‘‘bridge’’ between

the eddy-driven and the subtropical jet can also be inferred

from the enhanced equatorward propagation, in the sense

of cgy, over Europe (Fig. 4m). Furthermore, it is upon

the subtropical jet where low-frequency teleconnections

between distant regions are realized (Branstator 2002).

Although less compact, a band of increased cgx values on

this waveguide is also observed in the other seasons

(Figs. 4j–l).

During all seasons but summer, a secondary branch of

relatively high cgx values is evident to the north of the

main waveguide (at;508N) between 608 and 1208E (see

also Chang 2005). This branch follows a more northerly

track over Siberia, presumably hosting RWPs that after

exiting the poleward oriented North Atlantic jet, reach

deep into northern Asia (Fig. 4 and Figs. S9a–d). The

study of Chang and Yu (1999) verifies the existence of

this secondary Siberian waveguide, with disturbances

that originate in Scandinavia and reach the North Pacific

after 4 days.

Salient features in the seasonal patterns of cgy do arise

and are in good agreement with the ones in the lag-

correlation analysis of Chang (1999). Focusing first on

winter, positive values of cgy are found to the north and

negative values to the south of the North Pacific and

North Atlantic jets (Fig. 4m), indicating RWPs that ra-

diate away from the jets toward subpolar and subtropi-

cal regions, respectively (Held and Hoskins 1985). Since

meridional wave activity divergence and the ensuing

zonal momentum convergence lead to eastward jet ac-

celeration (e.g., Vallis 2017), the notion of eddy-driven

jets is to some extent reflected in the climatological
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FIG. 4. Northern Hemisphere climatology of RWP properties. Seasonal median of (a)–(d) E, (e)–(h) cp, (i)–(l) cgx, and (m)–(p) cgy at

300 hPa in the 1979–2018 period. Each column of panels corresponds to the season indicated by the yellow label at the top.
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patterns of cgy. From the viewpoint of baroclinic wave

life cycles, poleward and equatorward propagation away

from the jet latitude is often followed by cyclonic and

anticyclonic wave breaking, respectively (Thorncroft

et al. 1993; Esler and Haynes 1999a). Past studies in this

regard have inferred the meridional propagation of

RWPs from the meridional component of wave activity

flux (e.g., Esler and Haynes 1999a), the DJF climato-

logical pattern of which (Fig. 6 in Gabriel and Peters

2008) closely resembles the one of cgy in Fig. 4m.

Regarding the other seasons, the cgy patterns do not

vary considerably, but the magnitudes do. Minimum

values are found in summer, while asymmetries are ev-

ident between spring and autumn, with more pro-

nounced negative cgy values to the south of the jets in the

latter. A robust feature throughout the year is the

equatorward propagation over southeastern Russia and

Mongolia (even when the stationary northerly flow over

the region—shown in Fig. S10—is removed) (Hsu 1987;

White et al. 2017). This feature is associated with

the aforementioned secondary cgx branch over Siberia

(Joung and Hitchman 1982; Chang and Yu 1999) and, as

proposed by previous studies, constitutes an upstream

source for cyclone development and Rossby wave ini-

tiation over the North Pacific (Hakim 2003; Chang 2005;

Röthlisberger et al. 2018).

Worth noting in this analysis is the seasonality of the

northwest Pacific, which is characterized during winter

by low-level baroclinicity (not shown), strong upper-

level zonal winds (Fig. S9), and relatively low E values

(Fig. 4) compared to autumn and spring. This feature has

been investigated in the past in the context of the Pacific

midwinter suppression of eddy activity (Nakamura 1992;

Schemm and Schneider 2018), a relevant factor of which

is the enhanced RWP group velocity during this period

of the year (Chang 2001a). From the seasonal perspec-

tive presented here, it is shown in Fig. 4 that there are

strong transitions in the cgx and cgy fields from autumn to

winter and from winter to spring. The narrow band of

enhanced cgx as well as the elevated jcgyj values to the

north and south of the jet during winter imply that

RWPs have short residence times over the northwestern

Pacific. This suggests that developing RWPs exit rapidly

this strong part of the jet and only increase in amplitude

(and wavenumber; Fig. S15) farther downstream, over

the northeastern Pacific (Fig. 4a).

b. Southern Hemisphere

We next focus on the Southern Hemisphere (Fig. 5),

where the spatial patterns in E, cp, cgx, and cgy are

characterized by weaker seasonality and exhibit a lesser

degree of zonal asymmetry compared to the Northern

Hemisphere. In the following, we discuss some of the

main aspects in the seasonal variability of the individu-

al fields.

Large E values in summer (DJF) are restricted to a

narrow zonal band between 408 and 608S (locally ex-

ceeding 26ms21) associated with the midlatitude jet.

This band widens in the other seasons, especially over

the South Pacific, and the highest amplitudes in many

areas are found in autumn. The apparent zonal asymmetry

in E and other properties of the circulation is associated

with asymmetries in the low-level baroclinicity and tropical

SST fields, as well as the tendency for cyclogenesis down-

stream of the more elevated landmasses (Nakamura and

Shimpo 2004; Inatsu and Hoskins 2004).

Although cp maximizes during winter and spring, in

contrast to the Northern Hemisphere, the highest cgx
values occur in the fairly zonal and meridionally con-

fined summer midlatitude jet. Generally higher values

of u (Fig. S9), cp, and cgx are found over the South

Atlantic and southern Indian midlatitude jets compared

to the South Pacific (Souders et al. 2014b). The high

values over this sector are associated with enhanced

storm track activity and intense SST gradients (Nakamura

and Shimpo 2004; Inatsu and Hoskins 2004). The slow

phase speed over the South Pacific is also associated

with the frequently observed quasi-stationary cyclones

over the Ross, Amundsen, and Bellingshausen Seas, an

important factor for the more frequent occurrence of

cold air outbreaks in that sector of theSouthernHemisphere

(Papritz et al. 2015).

A prominent feature of all seasons except summer is the

subtropical jet, that gives rise to a double jet circulation

between 608E and 1208W (Fig. S9) (e.g., Nakamura and

Shimpo 2004). In its strongest phase during winter (tied

to a strengthened Hadley cell), it is characterized by ele-

vated values of cgx over the southern Indian Ocean,

Australia, and the southwestern Pacific (15–18m s21)

and relatively enhanced values of E over the entire

South Pacific (22–25m s21). Its emergence coincides

with a weakening in cgx values over the midlatitude

jet. Finally, poleward (equatorward) cgy values to the

south (north) of the midlatitude jet are evident.

c. Comparison to the lag-correlation and wave activ-

ity methods

As briefly mentioned in the introduction of the paper,

the lag-correlationmethod of Blackmon et al. (1984) has

also been used in the past to compute climatologies of

the local phase speed and group velocity in the upper-

tropospheric flow (Berbery and Vera 1996; Chang and

Yu 1999; Chang 1999). Reproducing such an analysis

for the Northern Hemisphere winter season shows

good agreement with the spatial patterns of Fig. 4 (see

section 6 in the SM). Quantitatively, our cp values are
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FIG. 5. As in Fig. 4, but for the Southern Hemisphere.
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found to be lower by up to 10% in many parts of the

globe (Fig. S17). Regarding cgy, there is no apparent

difference between the two methods, but in terms of cgx,

our values are again found to be lower by 10%–20%

(Fig. 6 in Chang and Yu 1999). In absolute terms, these

differences are more prominent at the jet cores. An

important distinction between the two methods is that

our climatological distribution at a given grid point only

contains time steps when cp and cg are diagnosed, which

roughly occurs when E $ 15ms21 (see sections 3b and

3c). Weak perturbations in the more zonal flow regimes

that are excluded in our case are expected to propagate

downstream at a higher rate, thereby contributing to the

aforementioned discrepancies. Indeed, lowering the

E0 threshold of our diagnostic to 10ms21 leads to higher

cp and cgx values in the storm track regions by about

0.25 and 1m s21, respectively (see also discussion in

section 6). On a more theoretical note, the phase speed

of weakly nonlinear waves is predicted to increase with

decreasing amplitude (Esler 2004).

Our group velocity climatology as well as the one

obtained from the lag-correlation method correspond to

the characteristic evolution of the envelope of meridi-

onal wind. Such a climatology can also be obtained by

taking a different approach that involves the concept

of wave activity. In particular, for linear waves in the

WKB limit, cg is given by the ratio of wave activity flux to

wave activity density (e.g., Chang 2001b). To this end,

Northern Hemisphere winter climatologies of the 300-

hPa wave activity flux MT and density M based on the

formulation of Plumb (1986) for transient eddies are

presented here for reference. The involved formulation

and results for eddies of various frequencies are in-

cluded in section 7 of the SM (Fig. S19). In accordance

with the results of Plumb (1986), the radiative compo-

nent ofMT in the upper troposphere is found to be small

compared to the advective one. Consequently, the re-

sulting fields of zonal and meridional group velocity are

very close to the DJF mean wind field (Figs. S9a and

S10a)—as was also hypothesized in Chang and Yu

(1999)—and their magnitudes are substantially higher

than the climatologies in Figs. 4i and 4m or the ones of

the lag-correlationmethod. As an example, the values in

the North Pacific and North Atlantic storm track en-

trance regions are ;2.2 times the values of our method.

In the storm track exit regions the discrepancy is re-

duced substantially to a ratio of ;1.7 for the North

Pacific and ;1.4 for the North Atlantic.

The aforementioned discrepancy is attributed to dif-

ferences in the assumptions and limitations between the

two methods. Our method is based on the evolution of

the meridional wind envelope field and determines the

characteristic group velocity of RWPs above a certain

amplitude (15m s21) that locally resemble almost plane

waves. In contrast, the wave activity method is based on

linear wave theory, considers the entire time series, and

applies to small-amplitude quasigeostrophic waves on a

slowly varying background flow (WKB approximation).

Although the latter assumptions may be applicable in

idealized models of the upper-tropospheric circulation,

RWPs in the real atmosphere can deviate significantly

from linearity and the WKB limit. Moreover, the propa-

gation of RWPs is expected to be significantly influenced

by smaller-scale processes within synoptic eddies and the

weaker jet speeds below the level of 300hPa (see also

Chang and Yu 1999). It can therefore be argued that the

group velocity climatologies of Figs. 4i and 4m and the lag-

correlation method are more direct measures of the ob-

served RWPs than the one based on the wave activity flux.

5. Role of RWP amplitude and phase speed in

temperature extremes

In this section, we investigate the role of RWP am-

plitude E and phase speed cp in the occurrence and

duration of central European hot and cold extremes. To

do so, we construct time series of the area-averaged T0,

E, and cp fields and examine their climatological covari-

ability for hot/cold persistent and short-lived extremes.

The hypothesis is that temperature extremes preferen-

tially occur when an enhanced RWP amplitude charac-

terizes the upper-tropospheric flow (e.g., Fragkoulidis

et al. 2018), while their duration is largely influenced by

the RWP phase speed.

First, we calculate the daily mean fields of temperature

anomaly at 850hPa, T0, E, and cp for the whole period

between January 1979 and December 2018. In the case of

cp, themean takes into account only time instanceswhen cp
is defined (section 3). If this condition is not met by any of

the four time steps during a day, then the daily mean cp
value remains undefined (a ‘‘nan’’ value is given at these

grid points). The daily mean T0 is then averaged over the

88 3 88 (468–548N, 68–148E) area (solid rectangle in Fig. 6)

with a weighting by the cosine of latitude. The E and cp
daily means are instead averaged over the larger 248 3 248

(388–628N, 28W–228E) area (dashed rectangle in Fig. 6) in

order to capture the synoptic situation around the affected

region. The rationale behind this choice is that the tem-

perature over an area is not only affected by the in situ

flow. For E and cp, the area average only accounts for grid

points where cp is defined.

For the purpose of more robust statistics we do not split

the analysis in seasons, maintaining nevertheless infor-

mation about the annual cycle (see below). Therefore,

given the complete time series of the area-averaged T0 at

850hPa, cold and hot extremes are detected as follows:
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(i) First, the days when the area-averaged T0 exceeds

the 90th percentile of their respective season con-

stitute hot days, whereas the days when it is smaller

than the 10th percentile of their respective season

constitute cold days. This selection ensures that

each season is equally represented in the analysis.

In the following, hot and cold days are jointly re-

ferred to as extreme temperature days.

(ii) To examine the covariability of the area-averaged

T0, E, and cp time series, we only keep days when

the daily mean cp is defined in at least 10% of the

area (17 out of 169 grid points) so that we avoid

cases where the area-averagedE and cp account for

just the edge of an RWP (which may not be repre-

sentative of the synoptic situation; see section 3). This

results in discarding 556 out of the total 14610 days,

19 (15) of which were hot (cold); this corresponds to

around 1% of all extreme temperature days.

(iii) Episodes of 1 or 2 extreme temperature days are

regarded as short-lived extremes, while episodes of

4 or more sequential extreme temperature days are

regarded as persistent extremes. We leave out ep-

isodes that lasted exactly 3 days in order to have a

clearer separation and similar distribution sizes of

short-lived and persistent extremes (Fig. 7).

Table S1 in the SM shows the resulting statistics for the

temperature extremes of each season.

To examineE and cp in a pool of extreme temperature

days from all seasons, the area-averaged E and cp dis-

tributions of each season are normalized by subtracting

from each value the seasonal mean and dividing it by the

seasonal standard deviation s. This way each E and cp
value now corresponds to an anomaly with units of

standard deviations from its respective seasonal mean.

Figure 7 shows histograms of cp during hot (Fig. 7a)

and cold (Fig. 7b) short-lived and persistent extremes.

The mean cp and standard deviation s of the four dis-

tributions are shown in the legends of the two panels.

Evidently, in persistent hot and cold extremes there is a

substantial shift of 0.52 and 0.64 standard deviations,

respectively, toward lower cp values compared to the

short-lived ones. Using a Welch’s t test for the null hy-

pothesis that the two independent samples have equal

means (Ruxton 2006), it is found that the t statistic is 10

and 12.7 for hot and cold extremes, respectively (un-

equal variances are assumed for the compared samples).

The probability to get such values by chance (p value)

is well below 0.01, so in both cases the shift toward

lower cp values during persistent extremes is statistically

significant at the 1% level. The shift becomes more

clear when looking at the corresponding kernel den-

sity estimation (KDE) of the distributions (curved

lines in Figs. 7a and 7b). This is calculated based on

FIG. 6. The two rectangles depict the areas used in averaging E

and cp at 300 hPa (dashed rectangle; 388–628N, 28W–228E) andT0 at

850 hPa (solid rectangle; 468–548N, 68–148E).

FIG. 7. (a) Histogram (left axis) and the corresponding KDE

(right axis) of the normalized area-averaged daily mean cp at

300 hPa during days of hot extremes over central Europe. Red

(orange) colors correspond to persistent (short-lived) hot ex-

tremes. Each bin accounts for 0.2s. (b) As in (a), but for persistent

(blue) and short-lived (purple) cold extremes. Shown in the legend

is the mean cp and standard deviation s of cp for each type of ex-

treme. The KDE bandwidth parameter for persistent (short-lived)

hot extremes is 0.31 (0.30) and for persistent (short-lived) cold

extremes it is 0.34 (0.36).
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one-dimensional Gaussian kernels, the optimal band-

width value of which (see caption of Fig. 7) is deter-

mined using a 10-fold cross-validation (Kohavi 1995;

Pedregosa et al. 2011) (see also section 10 in the SM).

For a more complete analysis of the role of RWP

properties on temperature extremes, we compute the

cp–E space distribution during the four types of tem-

perature extremes (Fig. 8). The black contours in all

panels of Fig. 8 depict the climatological distribution of

the normalized cp and E time series (a discussion on its

triangular shape is included in section 8 of the SM) and

the color shading shows the anomaly of the distribution

during the four types of temperature extremes. All dis-

tributions are derived using a two-dimensional Gaussian

KDE, where a 10-fold cross-validation is again em-

ployed for the bandwidth value optimization. During

persistent hot and cold extremes there is a shift of the

distributions toward higher E and lower cp with respect

to climatology (Figs. 8a,c). During short-lived extremes,

a similar shift toward higher E is again evident, but cp
either remains unchanged (cold extremes; Fig. 8d) or

even increases (hot extremes; Fig. 8b).

The synoptic situation during the four types of tem-

perature extremes is examined in composite means of

the nonnormalized cp, E, and Z0 fields. Since these fields

have a pronounced annual cycle, we focus on JJA hot

extremes and DJF cold extremes for this analysis. As

implied from the previous results, cp is lower over cen-

tral Europe and surrounding areas during the persistent

hot and cold extremes than the short-lived ones (Fig. 9).

Furthermore, in all cases, areas of enhanced RWP am-

plitude extend over parts of the North Atlantic and

Europe, with a more pronounced signal for the DJF

cases. During hot extremes, an area of increased geo-

potential height is located over central Europe, at a

relatively short distance to the northeast of the affected

FIG. 8. Two-dimensional KDE of the normalized area-averaged daily mean E against cp at 300 hPa. Black

contours correspond to the climatology (1979–2018), while the color shading depicts the anomaly during

(a) persistent and (b) short-lived hot extremes, and (c) persistent and (d) short-lived cold extremes over central

Europe. The KDE bandwidth parameter for climatology is 0.21, for persistent (short-lived) hot extremes it is 0.39

(0.36) and for persistent (short-lived) cold extremes it is 0.34 (0.38).
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region. This high pressure system is more prominent in

the composite of the persistent extremes and accompa-

nied by weaker negative anomalies upstream and down-

stream of it. Finally, a pronounced dipole characterizes

DJF persistent and—to a slightly lesser extent—short-

lived cold extremes. In particular, the wide positive Z

anomaly over the North Atlantic indicates the presence

of a blocking anticyclone, accompanied by a strong trough

at its southeastern flank (see also Pfahl 2014).

Overall, the results in this section verify—in a quan-

titative fashion—our expectations regarding the prop-

erties of the large-scale upper-tropospheric flow during

temperature extremes in central Europe. Persistent hot

and cold extremes are associated with an above-normal

RWP amplitude and a below-normal RWP phase speed.

The latter appears to be a distinguishing factor with

short-lived temperature extremes, which are typically

associated with phase speeds closer to the climatological

mean value.

6. Summary and further remarks

In this study, we investigate properties of the horizontal

RWP propagation and propose a method for the diag-

nosis of RWP phase speed and group velocity locally in

space and time. Our approach involves computing the

analytic signal of upper-tropospheric meridional wind

along latitude circles for the detection of local RWP zonal

phase speed. The zonal and meridional components of

local group velocity are diagnosed by applying the same

scheme to the envelope function of RWP objects. Using

ERA5 reanalysis data for the time period 1979–2018, we

present global climatologies of RWP amplitude and the

aforementioned fields. A distinct seasonal and interre-

gional variability is observed in the respective RWP

properties, while differences and similarities between the

Northern and Southern Hemispheres are apparent.

Finally, we identify pronounced anomalies in the RWP

amplitude and zonal phase speed distributions over central

Europe during short-lived and/or persistent temperature

extremes.

The main advantages of the proposed diagnostics are

that they provide a local and instantaneous view on the

highly dynamic evolution of RWPs and that their ap-

plicability is not limited to linear (small-amplitude)

waves. Limitations of the analytic signal approach to

compute the local and instantaneous phase of meridio-

nal wind and RWP amplitude are discussed in section 3.

In essence, the analyzed signals (y0
‘
, E0

‘
, and E0

n) need to

correspond, ‘‘locally’’ in space and time, to an almost

plane wave of clearly discernible dominant wavenumber

and angular frequency. Spatially filtering the y0 and E

fields, restricting the calculations to grid points where

the RWP amplitude exceeds a minimum threshold (E0),

and following an object-based approach for the analytic

signal computation of RWP amplitude, are the main

steps in our methodology that are intended on satisfying

this condition. Cases of coherent RWP propagation, as

in the barotropic model example of section 3, are thus

associated with a smooth evolution of the cp and cg
fields. Amid the complexity of the upper-tropospheric

flow, the aforementioned condition is not expected to be

FIG. 9. Composite mean of the cp (color shading),E (black contours at 18, 20, 22, 24m s21), andZ0 at 500 hPa (magenta contours at64,

68,612,616 gpdam) daily mean fields during extreme temperature days over central Europe. (a) JJA persistent hot, (b) JJA short-lived

hot, (c) DJF persistent cold, and (d) DJF short-lived cold extremes. For Z0, solid (dashed) contours correspond to positive (negative)

anomalies.
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uniformly satisfied and cases of spurious values in the cp
and cg fields are to be expected. They may occur when

RWPs undergo merging and splitting (as determined by

the E0 threshold) and the almost plane wave form of the

y0
‘
, E0

‘
, and E0

n signals is distorted, or when they reach a

highly nonlinear stage and break.5 The local variations

in the cp and cg fields of such cases should be interpreted

with caution.

The presented analyses have been tested for their

sensitivity to variations in the parameter values. The

climatological analyses of sections 4 and 5 are not sen-

sitive to slight variations in the filtering of y0 andE fields.

In addition, changes in the precise value of theminimum

length and width thresholds (L 0 and N 0) in the group

velocity diagnosis (section 3c), do not lead to a notice-

able change on the results. Although there is no sub-

stantial change in the spatial patterns of Figs. 4 and 5

with an increase of the E0 threshold to 20ms21, the cp
and cgx magnitudes at regions of zonal wind maxima are

decreased by about 0.25 and 1ms21, respectively, while

the magnitude of cgy increases by about 0.25m s21. In

this case the sample at each grid point consists of higher-

amplitude RWPs, the propagation of which in a more

decelerated zonal flow is less confined in the zonal di-

rection. A decrease of the threshold to 10m s21 leads to

the opposite changes (see also section 6 in the SM).

Furthermore, it should be noted that the presented cli-

matological patterns are expected to slightly vary in

magnitude and position for different isobaric levels than

the 300 hPa used here. The 300-hPa level is a good

compromise since it captures the annual cycle of the

main upper-tropospheric circulation features of the two

hemispheres and allows the comparison of our analyses

with past studies. Nevertheless, the respective clima-

tologies of Figs. 4 and 5 at the level of 200 hPa are in-

cluded in section 5 of the SM for reference, together

with a brief discussion on qualitative and quantitative

differences. Finally, the analyses shown in Figs. 7 and 8

do not change qualitatively for the individual seasons

and for variations on the aforementioned parameters.

The analyses in section 5 constitute a climatological as-

sessment of the role of large-scale upper-tropospheric flow

properties during central European temperature extremes.

Investigating the mechanisms that lead to RWPs of large

amplitude and low phase speed and the multiscale interac-

tions that determine the eventualmagnitude of temperature

anomalies in Europe are beyond the scope of this paper.

Fragkoulidis et al. (2018) provide further evidence on the

role of RWP amplitude and its temporal evolution

through a statistical analysis of European temperature ex-

tremes and an investigation of the 2003 and 2010 heatwaves

in Europe and Russia, respectively. Furthermore, the study

of Zschenderlein et al. (2018) explores the interplay be-

tweenRWP properties and smaller-scale physical processes

in the case of the late-summer 2016 heat wave in Europe.

Future analyses in this regardwill hopefully benefit from the

availability of the presented RWP diagnostics.

Overall, the proposed diagnostics capture effectively

and with low computational demands local features of

the RWP spatiotemporal evolution. They can thus fa-

cilitate, among other things, a better understanding of

the RWP’s interplay with smaller-scale processes, an

objective partition into propagating and stationary

waves, and thorough investigations into the role of the

large-scale upper-tropospheric flow in weather ex-

tremes. Finally, future studies may further utilize these

diagnostics for the investigation of processes that can

alter the properties of the large-scale circulation at

weather and climate time scales, without obscuring

features that exhibit zonal asymmetries.
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