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Local Stabilization for Discrete-Time Systems with
Distributed State Delay and Fast-Varying Input

Delay under Actuator Saturations
Yonggang Chen and Zidong Wang

Abstract—This paper is concerned with the local stabilization problem
for discrete-time systems with both distributed state delay and fast-
varying input delay under actuator saturations. By introducing some
terms concerning the distributedly delayed state and the current state,
a novel polytopic model is first proposed to characterize the delayed
saturation nonlinearity. Then, by incorporating a piecewise Lyapunov
functional and some summation inequalities, a sufficient condition is
established by means of linear matrix inequalities under which the closed-
loop system is locally exponentially stable. Moreover, the conditions for
two special cases with single state delay and single input delay are
proposed. Subsequently, certain optimization problems are formulated
with aim to maximize the estimate of the region of attraction. Finally,
two examples show the effectiveness and values of the obtained results.

Index Terms—Local stabilization, discrete-time systems, distributed
state delay, fast-varying input delay, actuator saturations.

I. I NTRODUCTION

Time delays are often encountered in many real-world control sys-
tems and their existence is likely to lead to performance degradation
or even instability of a control system. As such, the analysis and syn-
thesis for time-delay systems have gained significant attention over
the past three decades, see. e.g, [4], [12], [22], [24]. Overall, three
types of time delays have been addressed in the literature, namely,
discrete delays, distributed delays and neutral delays. In the context
of linear matrix inequalities (LMIs), many advanced techniques have
been developed for the convenience of controller/fiter design based
on the utilization of some inequalities including Wirtinger-based in-
equalities [13], [14], free-matrix-based inequalities [25], [26], Bessel-
Legendre inequalities [29] and reciprocally convex inequalities [15],
[27]. However, it is noted that most available results have been
concerned with a single discrete delay. For distributed delay systems,
some recent results can be found in [3], [10], [11], [18].

Due to unavoidable physical constraints, actuator saturations are
commonly encountered in practical feedback control systems, which
is another source of performance degradation and system instability.
For more than two decades, the stability/performance analysis and
control design have been extensively studied for linear systems with
saturating actuators [6], [7], [21], [30], [32]. If the open-loop system
is not exponentially unstable, the semi-global/global stabilization can
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be achieved via some typical approaches such as pole placement, pa-
rameterized Riccati equation and low-and-high gain design methods
[7], [30]. In case the open-loop system is exponentially unstable, the
local/regional analysis and synthesis can be carried out by using the
polytopic models and the generalized sector condition [21], [32].

For control systems subject to both time delays and actuator sat-
urations, some pioneering results have appeared in the literature [1],
[2], [5], [8], [9], [16], [17], [19], [20], [23], [28], [31]. For example,
the local/regional stabilization problem has been investigated in [1],
[5], [28] for continuous-time saturated systems with state delays. For
discrete-time state-delayed systems with saturating actuators, some
remarkable results have been proposed in [2], [16], [17], [19], [23].
In [9], the solution bounds have been obtained within the first-
delay-interval for input-delayed systems and the regional stabilization
problem has been subsequently solved under actuator saturations.
Nevertheless, it is worth pointing out that most existing results have
been obtained for saturated control systems with asingle state delay,
input delay or output delay. Moreover, in [9], the time-varying input
delay has been assumed to beslowly-varying and the technique used
to handle the saturation nonlinearity is a bit conservative. Up to now,
to the best of our knowledge, the local stabilization problem has not
been sufficiently examined for saturated control systems with both
state and input delays, not to mention the case that the distributed
state delay and the fast-varying input delay are also involved.

Motivated by the above discussions, this paper is devoted to
the investigation of the local stabilization problem for discrete-time
systems withboth distributed state delayand fast-varying input delay
under actuator saturations.The main contributions of the paper are
summarized as follows. 1) The traditional constraint on the time-
varying input delay is removed for saturated input-delay systems
and a novel analysis approach is proposed. 2) By introducing the
distributed delay terms and the current state term, a new polytopic
model is proposed to characterize the delayed saturation nonlinearity.
3) The local stabilization condition and the optimization problem are
established for saturated systems with both state and input delays.

Notation. P > 0 (≥ 0) denotes thatP is a real, symmetric,
and positive definite (positive semi-definite) matrix.R

n is the n-
dimensional Euclidean space.λM (P ) is the maximum eigenvalue of
the matrixP . ‖·‖2 and‖·‖∞ are the 2-norm and∞-norm of a vector,
respectively.em,k ∈ R

1×m is a row vector whosek-th element is 1
and others are zero.⊗ is the Kronecker product.K(l) is thel-th row
of the matrixK. I is the identity matrix with compatible dimension.

II. PROBLEM FORMULATION

Consider the following discrete-time system with distributed state
delay, fast-varying input delay and actuator saturations:

x(k + 1) =Ax(k) +Ad

+∞
∑

i=1

µix(k − i) +Bsat(u(k − τk)), (1)

x(k) =φ(k), k ∈ (−∞, 0] (2)
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wherex(k) ∈ R
n denotes the system state;u(k) ∈ R

m is the control
input with u(k) = 0 for k < 0; φ(k) ∈ R

n is the initial condition;
A, Ad, and B are known real constant matrices; the summation
∑+∞

i=1 µix(k− i) represents the distributed state-delay term; andτk
denotes the time-varying input delay satisfying0 ≤ τk ≤ τ (τ is a
positive integer). Here,sat(u) = [sat(u1) sat(u2) · · · sat(um)]T

is the standard saturation function with unity saturation level, where
sat(ul) = sgn(ul)min{|ul|, 1}, l ∈ [1, m].

The initial conditionφ(k) is assumed to belong to the set

Xρ ,
{

φ(k) : max
k≤0

‖φ(k)‖2 ≤ ρ1, max
k≤−1

‖∆φ(k)‖2 ≤ ρ2
}

(3)

where∆φ(k) = φ(k+1)−φ(k), andρ1 andρ2 are positive scalars.
Of course, we can also assume thatφ(k) belongs to the set

X̃ρ ,
{

φ(k) : max
k≤0

‖φ(k)‖2 ≤ ρ}. (4)

Remark 1: For local stabilization of saturated systems, the exact
characterization of the region of attraction is very difficult. In this
paper, the estimate of region of attraction is characterized by the set
Xρ or X̃ρ. For the setXρ, the constrains on the 2-norms ofφ(k) and
its variation∆φ(k) are required. However, there is no requirement
on ∆φ(k) for the setX̃ρ. If one setsρ2 = 2ρ1 , ρ in Xρ, the
set X̃ρ is recovered [2], [19]. Whenφ(k) is slowly-varying with
ρ2 < 2ρ1, the setXρ is less conservative thañXρ in characterizing
admissible initial conditions. Some other effective characterizations
of admissible initial conditions have been presented in [16], [19].

In this paper, we employ the state feedback controller

u(k) = Kx(k), k ≥ 0 (5)

whereK ∈ R
m×n is the controller gain matrix.

For the system (1), we make the following assumptions.
Assumption 1: For given scalarsµi > 0 (i = 1, 2, . . .), there exists

a positive scalar0 < λ ≤ 1 such that

+∞
∑

i=1

µiλ
−i <

+∞
∑

j=1

j
∑

i=1

µjλ
−i <

+∞
∑

l=1

l
∑

j=1

j
∑

i=1

µlλ
−i < +∞.

Assumption 2: There exists a time sequence

0 = k1 < k1 < k2 < k2 < · · · < kr < kr = k∗ ≤ τ

such that the following relationship holds:

k − τk < 0, k ∈ T↑; k − τk ≥ 0, k ∈ T↓ ∪ [k∗,+∞)

where

T↑ , [k1, k1) ∪ [k2, k2) ∪ · · · ∪ [kr, kr),

T↓ , [k̄1, k2) ∪ [k̄2, k3) ∪ · · · ∪ [k̄r−1, kr).

Remark 2: In Assumption 2, the time sequence does not have to be
exactly known. Here, we only require thatk∗ is known (or unknown
but upper-bounded by a known integerτ∗ ≤ τ ). In [9], it is assumed
that there exists aunique integerk∗ such thatk − τk < 0 for k ∈

[0, k∗) and k − τk ≥ 0 for k ∈ [k∗,+∞). Such an assumption
requires the input delayτk to be slowly-varying with|τk+1−τk| ≤ 1.
From Assumption 2, it is seen thatτk can be fast-varying in this paper
since the constraint| τk+1 − τk |≤ 1 is no longer necessary.

Under Assumption 2, there will be no control signal (i.e,u(k −
τk) = 0) within the intervalT↑ due to the time delay of the control
input. In this case, the system (1) is equivalent to

x(k + 1) =Ax(k) + Ad

+∞
∑

i=1

µix(k − i), k ∈ T↑. (6)

To handle the actuator saturations within the intervalT↓, as in [6],
we define the dead-zone nonlinearityψ(u(k)) , u(k)− sat(u(k)).
Adding and subtractingu(k − τk) in the right side of (1) yields

x(k + 1) =Ax(k) +BKx(k − τk) + Ad

+∞
∑

i=1

µix(k − i)

−Bψ(u(k − τk)), k ∈ T↓. (7)

Moreover, the following (classical) sector condition holds [6], [21]:

ψT (u(k − τk))H [ψ(u(k − τk))−Kx(k − τk)] ≤ 0, k ∈ T↓ (8)

whereH ∈ R
m×m is any positive diagonal matrix.

Next, we will introduce two important lemmas.
Lemma 1: [32] Let v ∈ R

↔

m be such that‖v‖∞ ≤ 1 where
↔
m =

m2m−1. Let the elements inDm be labeled asDi (i ∈ [1, 2m]) where
Dm is a set ofm×m diagonal matrices with diagonal elements being
either1 or 0, and the functionfm be defined asfm(0) = 0 and

fm(i) =

{

fm(i− 1) + 1, Di +Dj 6= Im, ∀j ∈ [1, i]

fm(j), Di +Dj = Im, ∃j ∈ [1, i]
.

Then, for anyu ∈ R
m, there holdssat(u) ∈ co

{

Diu+D−
i v : i ∈

[1, 2m]
}

, where“co” denotes the convex hull andD−
i ∈ R

m×
↔

m is
defined asD−

i = e2m−1,fm(i) ⊗D−
i with D−

i = I −Di.
Lemma 2: [2], [18] Let 0 < Z ∈ R

n×n, xi ∈ R
n and the scalars

µi ≥ 0, λj ≥ 0 (i, j = 1, 2, · · · ) be given. Then, we have

1)

( +∞
∑

i=1

µixi

)T

Z

( +∞
∑

i=1

µixi

)

≤

( +∞
∑

i=1

µiλ
−1
i

)( +∞
∑

i=1

µiλix
T
i Zxi

)

,

2)

( +∞
∑

j=1

j
∑

i=1

µjxi

)T

Z

( +∞
∑

j=1

j
∑

i=1

µjxi

)

≤

( +∞
∑

j=1

j
∑

i=1

µjλ
−1
i

)( +∞
∑

j=1

j
∑

i=1

µjλix
T
i Zxi

)

.

Now, let U , V andW be
↔
m× n matrices and denote that

v(k) ,Ux(k) + V
+∞
∑

i=1

µix(k − i) +W
+∞
∑

j=1

µj

k−1
∑

i=k−j

x(i). (9)

Assume that the following constraint condition holds:

‖v(k)‖∞ ≤ 1, k ∈ [k∗,+∞). (10)

Then, from Lemma 1,sat(u(k − τk)) can be represented as

sat(u(k − τk)) =

2m
∑

s=1

̟k
s

[

Dsu(k − τk) +D−
s v(k)

]

(11)

wherek ∈ [k∗,+∞), ̟k
s ≥ 0 (s ∈ [1, 2m]) and

∑2m

s=1̟
k
s = 1.

We are now ready to present the closed-loop system as follows:

x(k + 1) =

2m
∑

s=1

̟k
s

{

(A+BD−
s U)x(k) +BDsK

× x(k − τk) + (Ad +BD−
s V )

+∞
∑

i=1

µix(k − i)

+BD−
s W

+∞
∑

j=1

µj

k−1
∑

i=k−j

x(i)

}

, k ∈ [k∗,+∞). (12)

Remark 3: To deal with the delayed saturation nonlinearity in a
less conservative framework, the distributed-delay-dependent terms
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D−
s V

∑h

i=1 µix(k − i) and D−
s W

∑h

j=1 µj

∑k−1
i=k−j

x(i) are addi-
tionally introduced in the polytopic model (11). Furthermore, it is
worth mentioning that, different from the sector condition used in
[4] (pp. 239), our proposed polytopic model (11) utilizes thecurrent
state x(k) of the system (1), thereby facilitating the reduction of the
possible conservatism. In addition, it is worth mentioning that the
closed-loop system has different representations within the intervals
T↓ and [k∗,+∞). Using the model (7), the global analysis can be
performed withinT↓ and using (12), the local analysis can be done
in a less conservative manner for the multiple-input case [32].

This paper aims to design the controller (5) such that the closed-
loop system (12) is locally exponentially stable with an estimate of
the region of attraction that is made as large as possible.

III. M AIN RESULTS

For the purpose of exponential stability analysis, we first propose
the following piecewise augmented Lyapunov functional:

V (k) =

{

V1(k), k ∈ [k∗,+∞),

V2(k), k ∈ [0, k∗)
(13)

where

Vα(k) =η
T (k)Pαη(k) +

k−1
∑

i=k−τ

λk−i−1
α xT (i)Qαx(i)

+
+∞
∑

j=1

µj

k−1
∑

i=k−j

λk−i−1
α xT (i)Sα1x(i)

+

+∞
∑

l=1

µl

l
∑

j=1

k−1
∑

i=k−j

λk−i−1
α xT (i)Sα2x(i)

+ τ

−1
∑

j=−τ

k−1
∑

i=k+j

λk−i−1
α yT (i)(Rα1 +Rα2)y(i)

+

+∞
∑

l=1

µl

l
∑

j=1

k−1
∑

i=k−j

λk−i−1
α yT (i)Zαy(i), α = 1, 2

with Pα > 0, Qα > 0, Sα1 > 0, Sα2 > 0, Rα1 > 0, Rα2 > 0,
Zα > 0, 0 < λ1 ≤ 1, λ2 > 1, y(k) = x(k + 1) − x(k), and
η(k) =

[

xT (k)
∑k−1

i=k−τ
xT (i)

∑+∞

j=1 µj

∑k−1
i=k−j

xT (i)
]T

.
For convenience of subsequent presentation, we define

τ̌k ,τk + 1, τ̂k , τ − τk + 1, τ̃ , τ + 1,

ξ0(k) ,

[ +∞
∑

i=1

µix
T (k − i)

+∞
∑

j=1

µj

k−1
∑

i=k−j

xT (i) yT (k)

]T

,

ξ1(k) ,
[

xT (k) xT (k − τk) xT (k − τ )

1

τ̌k

k
∑

i=k−τk

xT (i)
1

τ̂k

k−τk
∑

i=k−τ

xT (i) ξT0 (k)

]T

,

ξ2(k) ,
[

xT (k) xT (k − τk) xT (k − τ )

1

τ̃

k
∑

i=k−τ

xT (i) ξT0 (k) ψT (u(k − τk))

]T

,

ξ3(k) ,

[

xT (k) xT (k − τ )
1

τ̃

k
∑

i=k−τ

xT (i) ξT0 (k)

]T

,

Γ1 ,





I 0 0 0 0 0 0 I

0 −I −I τ̌kI τ̂kI 0 0 0
κI 0 0 0 0 −I I 0



 ,

Γ2 ,





I 0 0 0 0 0 0 0
−I −I 0 τ̌kI τ̂kI 0 0 0

0 0 0 0 0 0 I 0



 ,

Γ3 ,





I 0 0 0 0 0 I 0

0 0 −I τ̃I 0 0 0 0
κI 0 0 0 −I I 0 0



 ,

Γ4 ,





I 0 0 0 0 0 0n×(n+m)

−I 0 0 τ̃ I 0 0 0n×(n+m)

0 0 0 0 0 I 0n×(n+m)



 ,

Γ5 ,





I 0 0 0 0 I

0 −I τ̃ I 0 0 0

κI 0 0 −I I 0



 ,

Γ6 ,





I 0 0 0 0 0

−I 0 τ̃ I 0 0 0
0 0 0 0 I 0



 ,

Φ1 ,









I −I 0 0 0 0n×3n

I I 0 −2I 0 0n×3n

0 I −I 0 0 0n×3n

0 I I 0 −2I 0n×3n









,

Φ2 ,
[

κI 0n×4n − I 0n×2n

]

,

Φ3 ,

[

I −I 0 0n×(4n+m)

0 I −I 0n×(4n+m)

]

,

Φ4 ,

[

I 0 −I 0 0n×(3n+m)

I 0 I −2I 0n×(3n+m)

]

,

Φ5 ,
[

κI 0n×3n − I 0n×(2n+m)

]

,

Φ6 ,

[

I −I 0 0n×3n

I I −2I 0n×3n

]

, Rα , Rα1 +Rα2,

Φ7 ,
[

κI 0n×2n − I 0n×2n

]

, R̄α , R̄α1 + R̄α2,

Φ8 ,
[

τI − I 0n×2n

]

, Φ9 ,
[

κI 0n×2n − I
]

,

κ ,

+∞
∑

i=1

µi, κ̃α ,

+∞
∑

i=1

µiλ
−i
α , σ ,

+∞
∑

i=1

iµi,

σ̃α ,

+∞
∑

j=1

j
∑

i=1

µjλ
−i
α , Sym(E) , E + ET ,

ϕ1 ,
λτ
2 − 1

λ2 − 1
, ϕ4 ,

(1− λ2)τ − λ2 + λτ+1
2

(λ2 − 1)2
,

ϕ2α ,

+∞
∑

j=1

j
∑

i=1

µjλ
i−1
α , ϕ3α ,

+∞
∑

l=1

l
∑

j=1

j
∑

i=1

µlλ
i−1
α .

Theorem 1: Let the scalars0 < λ1 ≤ 1, λ2 > 1, ν > 0, the
integerk∗ ≥ 1 and the matrixK be given. Assume that there exist
matrices0 < Pα ∈ R

3n×3n, 0 < Qα ∈ R
n×n, 0 < Sαj ∈ R

n×n,
0 < Rαj ∈ R

n×n, 0 < Zα ∈ R
n×n, Tij ∈ R

n×n (α, j = 1, 2,
i = 1, 2, 3), M1 ∈ R

2n×2n, M2 ∈ R
n×n, U ∈ R

↔

m×n, V ∈ R
↔

m×n,
W ∈ R

↔

m×n, and the diagonal matrix0 < H ∈ R
m×m such that,

for τk = 0, τ , ∀ s ∈ [1, 2m], ∀ l ∈ [1,
↔
m], the matrix inequalities

Λ1 ,

[

Ř1 M1

MT
1 Ř1

]

> 0, Λ2 ,

[

R21 M2

MT
2 R21

]

> 0, (14)

Ξ1(τk, s) , ΓT
1 P1Γ1 − λ1Γ

T
2 P1Γ2 − λτ

1Φ
T
1 Λ1Φ1

− ΦT
2 (Z1/σ̃1)Φ2 + Sym(T1Σ1) + Ψ1 < 0, (15)

Ξ2 , ΓT
3 P2Γ3 − λ2(Γ

T
4 P2Γ4 + ΦT

3 Λ2Φ3 + ΦT
4 Ř

τ
22Φ4)

− ΦT
5 (Z2/σ̃2)Φ5 + Sym(T2Σ2 + T4Σ4) + Ψ2 < 0, (16)

Ξ3 , ΓT
5 P2Γ5 − λ2Γ

T
6 P2Γ6 − λ2Φ

T
6 Ř

τ
2Φ6

− ΦT
7 (Z2/σ̃2)Φ7 + Sym(T3Σ3) + Ψ3 < 0, (17)

{

P1 ≤ νP2, Q1 ≤ νQ2, S1j ≤ νS2j ,

R1j ≤ νR2j (j = 1, 2), Z1 ≤ νZ2,
(18)

Ξ4(l) ,

[

1/(νλk∗

2 ) N(l)

NT
(l) diag{P1, 0}+Ψ4/λ1

]

≥ 0, (19)
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are satisfied, whereN(l) = [U(l) 0 W(l) V(l)] and

Ψ1 =diag{Q1 + κS11 + σS12, 0,−λ
τ
1Q1, 0,

0,−S11/κ̃1,−S12/σ̃1, τ
2R1 + σZ1},

Ψ2 =diag{Q2 + κS21 + σS22, 0,−λ
τ
2Q2, 0,

− S21/κ̃2,−S22/σ̃2, τ
2R2 + σZ2, 0},

Ψ3 =diag{Q2 + κS21 + σS22,−λ
τ
2Q2, 0,

− S21/κ̃2,−S22/σ̃2, τ
2R2 + σZ2},

Ψ4 =diag{0, (λτ
1/τ )Q1, S12/σ̃1, S11/κ̃1}

+ (2λτ
1/τ̃)Φ

T
8 R1Φ8 + (1/σ̃1)Φ9Z1Φ9,

T1 =[T T
11 0n×6n T T

12]
T , T3 = [T T

31 0n×4n T T
32]

T ,

T2 =[T T
21 0n×5n T T

22 0n×m]T , T4 = [0m×7n HT ]T ,

Σ1 =[A+BD−
s U − I BDsK 0n×3n

Ad +BD−
s V BD−

s W − I ],

Σ2 =[A− I BK 0n×2n Ad 0n×n − I −B],

Σ3 =[A− I 0n×2n Ad 0n×n − I ],

Σ4 =[0m×n K 0m×5n − I ], Ř1 , diag{R1, 3R1},

Řτ
2 ,diag{R2, 3ϕτR2}, Ř

τ
22 , diag{R22, 3ϕτR22},

(ϕτ , (τ + 1)/(τ − 1) (τ > 1), ϕ1 , 1).

Then, for any initial conditionφ(k) ∈ Xρ satisfyingV2(0) ≤ 1, the
closed-loop system (12) is exponentially stable.

Proof: Letting △Vα(k) , Vα(k + 1) − λαVα(k) (α = 1, 2),
by calculations and using Lemma 2, it follows that

△Vα(k) ≤ ηT (k + 1)Pαη(k + 1)− λαη
T (k)Pαη(k)

+ xT (k)(Qα + κSα1 + σSα2)x(k) + yT (k)

× (τ 2Rα + σZα)y(k)− λτ
αx

T (k − τ )Qαx(k − τ )

− ζT1 (k)(Sα1/κ̃α)ζ1(k)− ζT2 (k)(Sα2/σ̃α)ζ2(k)

− τ λ̃α

k−1
∑

i=k−τ

yT (i)Rαy(i)− ζT3 (k)(Zα/σ̃α)ζ
T
3 (k) (20)

where λ̃1 = λτ
1 , λ̃2 = λ2, ζ1(k) =

∑+∞

i=1 µix(k − i), ζ2(k) =
∑+∞

j=1

∑j

i=1 µjx(k − i), andζ3(k) =
∑+∞

j=1

∑j

i=1 µjy(k − i).
Using the discrete Wirtinger-based inequality [2], [14] and the

reciprocally convex combination inequality [14], and noting the fact
∑k−1

i=k−τ (·) =
∑k−1

i=k−τk
(·) +

∑k−τk−1
i=k−τ (·), we have

τ

k−1
∑

i=k−τ

yT (i)R1y(i) ≥ ξT1 (k)Φ
T
1 Λ1Φ1ξ1(k) (21)

subject to the constraintΛ1 > 0 (the first inequality in (14)).
Similarly, using the Jensen inequality [2] and the reciprocally convex
combination inequality [14], it follows that

τ

k−1
∑

i=k−τ

yT (i)R21y(i) ≥ ξT2 (k)Φ
T
3 Λ2Φ3ξ2(k) (22)

where the matrixΛ2 given in (14) satisfiesΛ2 > 0. In particular,
using Wirtinger-based inequality directly, one obtains

τ

k−1
∑

i=k−τ

yT (i)R22y(i) ≥ ξT2 (k)Φ
T
4 Ř

τ
22Φ4ξ2(k), (23)

τ
k−1
∑

i=k−τ

yT (i)R2y(i) ≥ ξT3 (k)Φ
T
6 Ř

τ
2Φ6ξ3(k). (24)

Noting the matricesTi andΣi (i = 1, 2, 3) that are denoted in the
statement of the theorem, we obtain from (12), (7) and (6) that

2ξT1 (k)T1Σ1ξ1(k) = 0, k ∈ [k∗,+∞), (25)

2ξT2 (k)T2Σ2ξ2(k) = 0, k ∈ T↓, (26)

2ξT3 (k)T3Σ3ξ3(k) = 0, k ∈ T↑. (27)

In addition, it is seen from the sector condition (8) that

− 2ξT2 (k)T4Σ4ξ2(k) ≥ 0, k ∈ T↓. (28)

Adding the left-hand side of (25) to∆V1(k), and using (21) and
∑+∞

j=1

∑j

i=1 µjy(k − i) = κx(k)−
∑+∞

i=1 µjx(k − i), we obtain

∆V1(k) ≤

2m
∑

s=1

̟k
s ξ

T
1 (k)Ξ1(τk, s)ξ1(k), k ∈ [k∗,+∞) (29)

whereΞ1(τk, s) is defined in (15). Similarly, adding the left-hand
sides of (26) and (28) to∆V2(k) and using (22)-(23), we have

∆V2(k) ≤ ξT2 (k)Ξ2ξ2(k), k ∈ T↓ (30)

whereΞ2 is given in the matrix inequality (16). Also, adding the left
side of (27) to∆V2(k) and applying the inequality (24) yields

∆V2(k) ≤ ξT3 (k)Ξ3ξ3(k), k ∈ T↑ (31)

where the matrixΞ3 is denoted in the inequality (17).
Forτk = 0, τ and∀ s ∈ [1, 2m], if the matrix inequalities (14)-(17)

are satisfied, then we can obtain from (29)-(31) that

V1(k + 1) ≤ λ1V1(k), k ∈ [k∗,+∞), (32)

V2(k + 1) ≤ λ2V2(k), k ∈ [0, k∗). (33)

Moreover, it is seen from the matrix inequalities in (18) that

V1(k) ≤ νV2(k), k ≥ 0. (34)

Using the inequalities (32)-(34), it follows that

V1(k) ≤λ
k−k∗

1 [νλk∗

2 V2(0)], k ∈ [k∗,+∞). (35)

On the other hand, noting the following facts:

+∞
∑

j=1

µj

k−1
∑

i=k−j

f(i) ≥

+∞
∑

j=1

µjf(k − j),

+∞
∑

l=1

µl

l
∑

j=1

k−1
∑

i=k−j

f(i) ≥

+∞
∑

l=1

µl

l
∑

j=1

f(k − j)

wheref(i) is a positive real function, and using Lemma 2 and the
Jensen inequality [2], one has the following inequality:

V1(k) ≥η̃
T (k)[diag{P1, 0}+Ψ4/λ1]η̃(k), k ∈ [k∗,+∞) (36)

whereΨ4 is given in (19) and̃η(k) ,
[

ηT (k)
∑+∞

i=1 µix
T (k−i)

]T
.

Applying Schur complement to (19), it is clear that

diag{P1, 0}+Ψ4/λ1 ≥ νλk∗

2 NT
(l)N(l), l ∈ [1,

↔
m]. (37)

Then, one obtains from (35)-(37) that

|vl(k)|
2 =η̃T (k)NT

(l)N(l)η̃(k) ≤ (1/(νλk∗

2 ))V1(k),

≤V2(0), l ∈ [1,
↔
m], k ∈ [k∗,+∞). (38)

For any initial conditionφ(k) ∈ Xρ satisfying V2(0) ≤ 1,
it is clear from (38) that the constraint condition (10) is ensured.
Moreover, one can conclude from (35) that the closed-loop system
(12) is locally exponentially stable and this completes the proof.

Remark 4: In the proof of Theorem 1, the global analysis is per-
formed within the intervalT↓ by using the classical sector condition
(8) sinceT↓ is generally small and not exactly known. Considering
that the open-loop of the system (1) might be unstable, the functional
V2(k) along the closed-loop system (7) is required to be increasing.
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Of course, if the sequencek1, k1, k2, k2, · · · , kr, kr in Assumption
2 is known, one can perform the less conservative local analysis.

Next, we will discuss the controller design in terms of LMIs.
Theorem 2: Let the scalars0 < λ1 ≤ 1, λ2 > 1, ν > 0, δi 6= 0

(i = 1, 2, 3) and the integerk∗ ≥ 1 be given. Assume that there exist
matrices0 < P̄α ∈ R

3n×3n, 0 < Q̄α ∈ R
n×n, 0 < S̄αj ∈ R

n×n,
0 < R̄αj ∈ R

n×n, 0 < Z̄α ∈ R
n×n (α, j = 1, 2), M̄1 ∈ R

2n×2n,

M̄2 ∈ R
n×n, X ∈ R

n×n, Y ∈ R
m×n, Ū ∈ R

↔

m×n, V̄ ∈ R
↔

m×n,
W̄ ∈ R

↔

m×n, and the diagonal matrix0 < H̄ ∈ R
m×m such that for

τk = 0, τ , ∀ s ∈ [1, 2m], ∀ l ∈ [1,
↔
m], the following LMIs hold:

Λ̄1 ,

[

R̂1 M̄1

M̄T
1 R̂1

]

> 0, Λ̄2 ,

[

R̄21 M̄2

M̄T
2 R̄21

]

> 0, (39)

Ξ̄1(τk, s) , ΓT
1 P̄1Γ1 − λ1Γ

T
2 P̄1Γ2 − λτ

1Φ
T
1 Λ̄1Φ1

−ΦT
2 (Z̄1/σ̃1)Φ2 + Sym(T̄1Σ̄1) + Ψ̄1 < 0, (40)

Ξ̄2 , ΓT
3 P̄2Γ3 − λ2(Γ

T
4 P̄2Γ4 + ΦT

3 Λ̄2Φ3 + ΦT
4 R̂

τ
22Φ4)

−ΦT
5 (Z̄2/σ̃2)Φ5 + Sym(T̄2Σ̄2 + T̄4Σ̄4) + Ψ̄2 < 0, (41)

Ξ̄3 , ΓT
5 P̄2Γ5 − λ2Γ

T
6 P̄2Γ6 − λ2Φ

T
6 R̂

τ
2Φ6

−ΦT
7 (Z̄2/σ̃2)Φ7 + Sym(T̄3Σ̄3) + Ψ̄3 < 0, (42)

{

P̄1 ≤ νP̄2, Q̄1 ≤ νQ̄2, S̄1j ≤ νS̄2j ,

R̄1j ≤ νR̄2j (j = 1, 2), Z̄1 ≤ νZ̄2,
(43)

Ξ̄4(l) ,

[

1/(νλk∗

2 ) N̄(l)

N̄T
(l) diag{P̄1, 0}+ Ψ̄4/λ1

]

≥ 0 (44)

whereN̄(l) = [Ū(l) 0 W̄(l) V̄(l)] and

Ψ̄1 =diag{Q̄1 + κS̄11 + σS̄12, 0,−λ
τ
1Q̄1, 0,

0,−S̄11/κ̃1,−S̄12/σ̃1, τ
2R̄1 + σZ̄1},

Ψ̄2 =diag{Q̄2 + κS̄21 + σS̄22, 0,−λ
τ
2Q̄2, 0,

− S̄21/κ̃2,−S̄22/σ̃2, τ
2R̄2 + σZ̄2, 0},

Ψ̄3 =diag{Q̄2 + κS̄21 + σS̄22,−λ
τ
2Q̄2, 0,

− S̄21/κ̃2,−S̄22/σ̃2, τ
2R̄2 + σZ̄2},

Ψ̄4 =diag{0, (λτ
1/τ )Q̄1, S̄12/σ̃1, S̄11/κ̃1}

+ (2λτ
1/τ̃)Φ

T
8 R̄1Φ8 + (1/σ̃1)Φ9Z̄1Φ9,

T̄1 =[I 0n×6n δ1I ]
T , T̄3 = [I 0n×4n δ3I ]

T ,

T̄2 =[I 0n×5n δ2I 0n×m]T , T̄4 = [0m×7n I ]T ,

Σ̄1 =[(A− I)XT +BD−
s Ū BDsY 0n×3n

AdX
T +BD−

s V̄ BD−
s W̄ −XT ],

Σ̄2 =[(A− I)XT BY 0 0 AdX
T 0 −XT −BH̄ ],

Σ̄3 =[(A− I)XT 0n×2n AdX
T 0n×n −XT ],

Σ̄4 =[0m×n Y 0m×5n − H̄], R̂1 , diag{R̄1, 3R̄1},

R̂τ
2 ,diag{R̄2, 3ϕτ R̄2}, R̂

τ
22 , diag{R̄22, 3ϕτ R̄22}

(ϕτ , (τ + 1)/(τ − 1) (τ > 1), ϕ1 , 1).

Then, for anyφ(k) ∈ Xρ satisfyingV2(0) ≤ 1, the system (1) can
be exponentially stabilized by the controller (5) withK = Y X−T .

Proof: If the LMIs (40)-(42) are feasible, it can be seen that the
matrixX is invertible. Then, we can define



















































Pα , X̌−1P̄αX̌
−T (X̌ , diag{X,X,X}),

Qα , X−1Q̄αX
−T , Sαj , X−1S̄αjX

−T ,

Rαj , X−1R̄αjX
−T , Zα , X−1Z̄αX

−T ,

Ti1 , X−1, Ti2 , δiX
−1, α, j = 1, 2, i = 1, 2, 3,

M1 , X̂−1M̄1X̂
−T (X̂ , diag{X,X}),

M2 , X−1M̄2X
−T , H , H̄−T , K , Y X−T ,

U , ŪX−T , V , V̄ X−T , W , W̄X−T .

(45)

Performing some congruence transformations to LMIs (39)-(44)
(see [2], [28]), and using the notations in (45), the matrix inequalities
(14)-(19) in Theorem 1 can be, respectively, obtained.

If the input delayτk is not incorporated in the system (1), the
corresponding closed-loop system can be written as

x(k + 1) =

2m
∑

s=1

̟k
s

{

[A+B(DsK +D−
s U)]x(k)

+ (Ad +BD−
s V )

+∞
∑

i=1

µix(k − i)

+BD−
s W

+∞
∑

j=1

µj

k−1
∑

i=k−j

x(i)

}

, k ≥ 0. (46)

Choose the following augmented Lyapunov functional:

V̂ (k) = η̂T (k)diag{X−1, X−1}P̄diag{X−T , X−T }η̂(k)

+

+∞
∑

j=1

µj

k−1
∑

i=k−j

λk−i−1
1 xT (i)X−1S̄1X

−Tx(i)

+
+∞
∑

l=1

µl

l
∑

j=1

k−1
∑

i=k−j

λk−i−1
1 xT (i)X−1S̄2X

−Tx(i)

+

+∞
∑

l=1

µl

l
∑

j=1

k−1
∑

i=k−j

λk−i−1
1 yT (i)X−1Z̄X−T y(i) (47)

whereη̂(k) =
[

xT (k)
∑+∞

j=1 µj

∑k−1
i=k−j

xT (i)
]T

. Then, it is easy
to obtain the following control design condition.

Corollary 1: Let the scalars0 < λ1 ≤ 1 and δ 6= 0 be given.
Assume that there exist matrices0 < P̄ ∈ R

2n×2n, 0 < S̄1 ∈ R
n×n,

0 < S̄2 ∈ R
n×n, 0 < Z̄ ∈ R

n×n, X ∈ R
n×n, Y ∈ R

m×n,
Ū ∈ R

↔

m×n, V̄ ∈ R
↔

m×n, W̄ ∈ R
↔

m×n, such that for∀ s ∈ [1, 2m],
∀ l ∈ [1,

↔
m], the following LMIs are feasible:

Ξ̂1(s) ,Γ̂T
1 P̄ Γ̂1 − λ1Γ̂

T
2 P̄ Γ̂2 + Ψ̂1

− Φ̂T
1 (Z̄/σ̃1)Φ̂1 + Sym(T̂1Σ̂1) < 0, (48)

Ξ̂2(l) ,

[

1 N̂(l)

N̂T
(l) diag{P̄ , 0}+ Ψ̂2/λ1

]

≥ 0 (49)

whereN̂(l) = [Ū(l) W̄(l) V̄(l)] and

Γ̂1 =

[

I 0 0 I
κI −I I 0

]

, Γ̂2 =

[

I 0 0 0
0 0 I 0

]

,

Φ̂1 =
[

κI −I 0n×2n

]

, T̂1 = [I 0n×2n δI ]T ,

Σ̂1 =[(A− I)XT +B(D−
s Ū +DsY )

AdX
T +BD−

s V̄ BD−
s W̄ −XT ],

Ψ̂1 =diag{κS̄1 + σS̄2,−S̄1/κ̃1,−S̄2/σ̃1, σZ̄},

Ψ̂2 =diag{0, S̄2/σ̃1, S̄1/κ̃1}+ (1/σ̃1)

× [κI 0 − I ]T Z̄[κI 0 − I ].

Then, for anyφ(k) ∈ Xρ satisfying V̂1(0) ≤ 1, the system (1) can
be exponentially stabilized by (5) withK = Y X−T .

Remark 5: In recent years, the local stabilization problem has
been sufficiently addressed for discrete-time systems with time delays
under saturating actuators [2], [16], [17], [19]. Different from such
recent results where a single discrete state delay is involved, our
obtained results are concerned with the discrete-time systems with
both distributed state delayand fast-varying input delays. In fact,
distributed delays are often encountered in various applications such
as engineering systems, traffic flow models, biological systems and
neural networks [4], [18], [22]. Moreover, almost all practical control
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systems are subject to input delays (e.g., actuator and transmission
delays). The results presented in Theorem 2 and Corollary 1 serve as
indispensable complements of the existing results. For systems with
finite distributed delay

∑h

i=1 µix(k − i), the corresponding results
can be readily obtained by revising the notations ofκ, σ, κ̃α andσ̃α.

For the case that the distributed state delay is not involved in (1),
one can select the following Lyapunov functional:

V̌ (k) =

{

V̌1(k), k ∈ [k∗,+∞),

V̌2(k), k ∈ [0, k∗)
(50)

where

V̌α(k) =η̌
T (k)diag{X−1, X−1}P̄αdiag{X

−T , X−T }η̌(k)

+

k−1
∑

i=k−τ

λk−i−1
α xT (i)X−1Q̄αX

−Tx(i)

+ τ

−1
∑

j=−τ

k−1
∑

i=k+j

λk−i−1
α yT (i)X−1R̄αX

−T y(i)

with η̌(k) =
[

xT (k)
∑k−1

i=k−τ
xT (i)

]T
and R̄α = R̄α1 + R̄α2.

Then, the following sufficient condition is readily obtained.
Corollary 2: Let the scalars0 < λ1 ≤ 1, λ2 > 1, ν > 0, δi 6= 0

(i = 1, 2, 3) and the integerk∗ ≥ 1 be given. Assume that there exist
matrices0 < P̄α ∈ R

2n×2n, 0 < Q̄α ∈ R
n×n, 0 < R̄αj ∈ R

n×n

(α, j = 1, 2), M̄1 ∈ R
2n×2n, M̄2 ∈ R

n×n, X ∈ R
n×n, Y ∈ R

m×n,
Ū ∈ R

↔

m×n, and the diagonal matrix0 < H̄ ∈ R
m×m such that, for

τk = 0, τ , ∀ s ∈ [1, 2m], ∀ l ∈ [1,
↔
m], the LMIs (39) and

Ξ̌1(τk, s) , Γ̌T
1 P̄1Γ̌1 − λ1Γ̌

T
2 P̄1Γ̌2 + Ψ̌1

− λτ
1 Φ̌

T
1 Λ̄1Φ̌1 + Sym(Ť1Σ̌1) < 0, (51)

Ξ̌2 , Γ̌T
3 P̄2Γ̌3 − λ2(Γ̌

T
4 P̄2Γ̆4 + Φ̌T

2 Λ̄2Φ̌2) + Ψ̌2

− λ2Φ̌
T
3 R̂

τ
22Φ̌3 + Sym(Ť2Σ̌2 + Ť4Σ̌4) < 0, (52)

Ξ̌3 , Γ̌T
5 P̄2Γ̌5 − λ2Γ̌

T
6 P̄2Γ̌6 + Ψ̌3

− λ2Φ̌
T
4 R̂

τ
2 Φ̌4 + Sym(Ť3Σ̌3) < 0, (53)

P̄1 ≤ νP̄2, Q̄1 ≤ νQ̄2, R̄1j ≤ νR̄2j , j = 1, 2, (54)

Ξ̌4(l) ,

[

1/(νλk∗

2 ) [Ū(l) 0]

[Ū(l) 0]
T

P̄1 + λτ−1
1 Ψ̌4

]

≥ 0 (55)

hold, whereR̂1, R̂τ
2 , R̂τ

22 are denoted in Theorem 2 and

Γ̌1 =

[

I 0 0 0 0 I
0 −I −I τ̌kI τ̂kI 0

]

,

Γ̌2 =

[

I 0 0 0 0 0

−I −I 0 τ̌kI τ̂kI 0

]

,

Γ̌3 =

[

I 0 0 0 I 0

0 0 −I τ̃I 0 0

]

,

Γ̌4 =

[

I 0 0 0 0n×(n+m)

−I 0 0 τ̃ I 0n×(n+m)

]

,

Γ̌5 =

[

I 0 0 I

0 −I τ̃ I 0

]

, Γ̌6 =

[

I 0 0 0

−I 0 τ̃ I 0

]

,

Φ̌1 =









I −I 0 0 0 0

I I 0 −2I 0 0
0 I −I 0 0 0

0 I I 0 −2I 0









,

Φ̌2 =

[

I −I 0 0n×(2n+m)

0 I −I 0n×(2n+m)

]

,

Φ̌3 =

[

I 0 −I 0 0n×(n+m)

I 0 I −2I 0n×(n+m)

]

,

Φ̌4 =

[

I −I 0 0

I I −2I 0

]

, Φ̌5 =
[

τI −I
]

,

Ψ̌1 =diag{Q̄1, 0,−λ
τ
1Q̄1, 0, 0, τ

2R̄1},

Ψ̌2 =diag{Q̄2, 0,−λ
τ
2Q̄2, 0, τ

2R̄2, 0},

Ψ̌3 =diag{Q̄2,−λ
τ
2Q̄2, 0, τ

2R̄2},

Ψ̌4 =diag{0, Q̄1/τ}+ (2/τ̃ )Φ̌T
5 R̄1Φ̌5,

Ψ̄4 =diag{0, λτ
1Q̄1/τ, S̄12/σ̃1, S̄11/κ̃1}

+ (2λτ
1/τ̃ )Φ

T
8 R̄1Φ8 + (1/σ̃1)Φ9Z̄1Φ9,

Ť1 =[I 0n×4n δ1I ]
T , Ť3 = [I 0n×2n δ3I ]

T ,

Ť2 =[I 0n×3n δ2I 0]T , Ť4 = [0m×5n I ]T ,

Σ̌1 =[(A− I)XT +BD−
s Ū BDsY 0n×3n

−XT ], Σ̌4 = [0m×n Y 0m×3n − H̄ ],

Σ̌2 =[(A− I)XT BY 0n×2n −XT −BH̄],

Σ̌3 =[(A− I)XT 0n×2n −XT ].

Then, for anyφ(k) ∈ Xρ satisfying V̌2(0) ≤ 1, the system (1) can
be exponentially stabilized by (5) withK = Y X−T .

Remark 6: Recently, the local stabilization problem has been
studied in [9] for linear input-delay systems with saturating actuators.
Unlike [9], the constraint on the time-varying input delay is removed
in this paper. Furthermore, the analysis approach proposed in [9] is
no longer applicable because of the existence of multiple intervals
with zero control signal and two dynamics within the interval[0, k∗).
In this paper, the more flexible piecewise Lyapunov functional (50)
is proposed to characterize the possible state evolutions of different
dynamics within the whole time interval. Moreover, different from
the techniques used in [9], the augmented Lyapunov functional, the
Wirtinger-based inequality and the current-state-dependent polytopic
model are utilized together in this paper to reduce the conservatism.

Remark 7: In case the saturation level is non-unity, that is,sat(ul)
= sgn(ul)min{|ul|, ūl}, the matricesB and Y in Theorem 2 and
Corollaries 1-2 should be substituted bỹB = [ū1b1 ū2b2 · · · ūmbm]
and Ỹ = [yT1 /ū1 yT2 /ū2 · · · y

T
m/ūm]T , respectively, wherebl is the

l-th column ofB andyl is the l-th row of Y . Also, if the integerk∗

is unknown,k∗ in LMIs (44) and (55) should be replaced byτ .
In the subsequent part, we will address the maximization problem

of the initial condition setXρ. First, let us introduce the LMI

P̄2 ≤ diag{J1,J2,J3} (Ji > 0, i = 1, 2, 3). (56)

Using (56) and Lemma 2, and noting (45), it follows that

V2(0) ≤
[

λM (X−1J1X
−T ) + τ 2λM (X−1J2X

−T )

+ σ2λM (X−1J3X
−T ) + ϕ1λM (X−1Q̄2X

−T )

+ ϕ22λM (X−1S̄21X
−T ) + ϕ32λM (X−1S̄22X

−T )
]

ρ21

+ [ϕ4λM (X−1R̄2X
−T ) + ϕ32λM (X−1Z̄2X

−T )]ρ22. (57)

To estimateV̂ (0) in Corollary 1, we introduce the LMI

P̄ ≤ diag{J1,J2} (Jj > 0, j = 1, 2). (58)

Correspondingly,̂V (0) can be enlarged as follows:

V̂ (0) ≤[λM (X−1J1X
−T ) + σ2λM (X−1J2X

−T )

+ ϕ21λM (X−1S̄1X
−T ) + ϕ31λM (X−1S̄2X

−T )]

× ρ21 + ϕ31λM (X−1Z̄X−T )ρ22 (59)

Next, we introduce the matrix inequalityX−1X−T ≤ xI (x > 0

is a scalar) [1], which can be guaranteed by the following LMI:
[

xI I

I X +XT − I

]

≥ 0. (60)
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Moreover, we introduce the following two sets of LMIs:
{

Ji ≤ piI, i = 1, 2, 3, Q̄2 ≤ qI,

S̄2j ≤ sjI, R̄2j ≤ rjI, j = 1, 2, Z̄2 ≤ zI,
(61)

Jj ≤ pjI, S̄j ≤ sjI, i = 1, 2, Z̄ ≤ zI. (62)

Then, it is seen that the maximization of the admissible initial
condition setXρ in Theorem 2 and Corollary 1 can be, respectively,
formulated by the following convex optimization problems:

Prob.1. min
P̄α,Q̄α,S̄αj ,R̄αj ,Z̄α,M̄α,X,Y,Ū,V̄ ,W̄ ,H̄,Ji,x,pi,q,sj ,rj ,z

χ1,

s.t., LMIs in Theorem 2 and LMIs (56), (60), (61) hold,

P rob.2. min
P̄α,S̄αj ,Z̄α,X,Y,Ū,V̄ ,W̄ ,Jj ,x,pj,sj ,z

χ2, s.t.,

LMIs in Corollary 1 and LMIs (58), (60), (62) hold

whereχ1 = ǫx+p1+τ
2p2+σ

2p3+ϕ1q+ϕ22s1+ϕ32s2+ϕ4r1+
ϕ4r2 + ϕ32z andχ2 = ǫx + p1 + σ2p2 + ϕ21s1 + ϕ31s2 + ϕ31z

(the scalarǫ > 0 is a weighting parameter).
Remark 8: In this paper, our obtained results are based on the

novel polytopic models. If the same research is performed by using
traditional polytopic model, the corresponding optimization problems
are directly obtained by settinḡV = W̄ = 0 in (40) and (48), which
are referred to asProb.1’ and Prob.2’, respectively, in this paper.

For the case that the system (1) has a single input delay where
u(k) = 0 for k < 0, we can see that the solution of (1) does not
depend on the values ofx(k) for k ≤ 0 [9]. Then, we can define
x(k) = φ(k) = x0, −τ ≤ k ≤ 0. In this case, we assume that the
initial condition x0 belongs to an ellipsoid as follows [9]:

E ,
{

x0 ∈ R
n : xT

0 Px0 ≤ 1}. (63)

From (50), it is seen thaťV2(0) can be written as

V̌2(0) =x
T
0X

−1P̃X−Tx0 , xT
0 Px0. (64)

whereP̃ = [I τI ]P̄2[I τI ]T + ϕ1Q̄2. Let the LMI

P̃ = [I τI ]P̄2[I τI ]T + ϕ1Q̄2 ≤ pI (65)

be given. Then, the maximization of the admissible initial condition
setE involving in Corollary 2 can be described as follows:

Prob.3. min
P̄α,Q̄α,R̄α,M̄α,X,Y,Ū,H̄,x,p

ǫx+ p, s.t.,

LMIs in Corollary 2 and LMIs (60), (65) hold.

IV. N UMERICAL EXAMPLES

Example 1: Consider the system described by (1) where

A =

[

1.1 0.15
0.03 0.8

]

, Ad =

[

0 −0.1
0 0

]

, B =

[

1
0.1

]

,

µi = 2−i, ū1 = 15, 0 ≤ τk = 2 + (−1)k ≤ 3.

For this example, we first consider the special case without input
delay. By solving Prob.2 and Prob.2’ withδ = 1.5 andǫ = 2× 109,
the admissible bounds of the initial condition setXρ (ρ1 = ρ2 , ρ)
can be readily obtained for differentλ1(> 1/2), which are given in
Table I. Recalling that Prob.2’ is based on the traditional polytopic
model, Table I shows that our proposed distributed-delay-dependent
polytopic model is really effective in reducing the conservatism.

Next, we consider the more general case. By solving Prob.1 with
δ1 = δ2 = δ3 = 4, ǫ = 2 × 109, λ1 = 1, λ2 = 1.24 and ν =

0.97, it is found that the initial condition setXρ can be bounded by
2.0116ρ21 + 1.7704ρ22 ≤ 104 with K = [−0.1695 − 0.0397]. In
particular, we haveρ1 ≤ 70.5065 for the caseρ2 = 0. Using the

TABLE I
THE ADMISSIBLE BOUNDS(ρ) OF THE INITIAL CONDITION SET Xρ

λ1 0.90 0.93 0.95 0.87 1.0
Prob.2 74.3899 82.8034 89.5207 97.3417 110.5246
Prob.2′ 60.1129 69.6121 76.7917 84.7264 98.1399

TABLE II
THE ADMISSIBLE RADII (ρ̌) OF THE INITIAL BALL

τ 3 4 5 6 7
[9] 2.2616 1.9100 1.5745 1.2022 infeasible

Prob.3 2.5263 2.2977 2.0391 1.6340 0.9694
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Fig. 1. The state evolutions of the closed-loop system.

above controller gain, the state evolution of this system is plotted in
Fig. 1. In the simulation, the initial condition is selected asφ(k) =
[70 8]T ∈ Xρ. Noting that the open-loop system is not stable, it is
seen from Fig. 1 that our proposed control scheme is effective.

Example 2: Consider the discrete time-delay system (1) where

A =

[

1.11 −0.06
0.05 0.9

]

, B =

[

0.1
0.1

]

, Ad = 0,

ū1 = 5, 0 ≤ τk ≤ τ, k∗ is unknown.

For this example, by solving the optimization problems in [9] and
Prob.3 of this paper, we obtain some maximum admissible radiiρ̌ ,
√

1/λM (P ) of the initial ball contained in the region of attraction,
which are listed in Table II. In particular, whenτ = 5, we have

X ,
{

x0 ∈ R
2 : xT

0

[

0.3683 −0.1136

−0.1136 0.0350

]

x0 ≤ 1} ([9]),

E ,
{

x0 ∈ R
2 : xT

0

[

0.2196 −0.0677

−0.0677 0.0209

]

x0 ≤ 1} (Prob.3),

K =[−2.1527 0.6683] ([9]), K = [−2.1379 0.6545] (Prob.3).

In solving the optimization problem in [9], we selectλ = 1, µ =
1.3, β = 1, σ = 0.001 and ε = 12. In solving Prob.3, we choose
δ1 = 10, δ2 = δ3 = 8, λ1 = 1, λ2 = 1.23, ν = 0.9 and ǫ = 100.
In Fig. 2, we plot part bounds of the setsX and E and some state
trajectories of the closed-loop system. It is seen from Table II and
Fig. 2 that our proposed result can provide a larger estimate of the
region of attraction than that in [9]. Moreover, we notice that two
trajectories starting not so far from the setE diverge. In addition, it
is worth mentioning that our result removes the constraint onτk.

V. CONCLUSIONS

In this paper, the local stabilization problem has been addressed
for discrete-time systems with both distributed state delay and fast-
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Fig. 2. Part bounds of the setsX andE and the state trajectories.

varying input delay under saturating actuators. By using a novel poly-
topic model, the piecewise Lyapunov functional and some summation
inequalities, a local stabilization condition has been established in
terms of LMIs. The special cases with either state delay or input
delay have also been addressed. The proposed results in our paper
can be easily extended to the case with discrete state delay. Also, it
is interesting to consider the local stabilization problem for saturated
systems with distributed input delay, which is our future work.

Here, it is worth mentioning that the techniques dealing with the
time delays in this paper are somewhat conservative. By using the
recent developed inequalities [11], [15], [26], [29], one can establish
some more effective results, which is our further research. In addition,
it is noted that the our results are based on the assumption thatu(k) =

0 for k < 0. In case the past states can be used for feedback, the
LMI Λ̄2 > 0 in (39), LMIs (41)-(43), LMIs (52)-(54) should be
removed, the term1/(νλk∗

2 ) in LMIs (44) and (55) should be set as
1. Moreover, the constrains onφ(k) in Theorem 2 and Corollary 2
should be revised asV1(0) ≤ 1 and V̌1(0) ≤ 1, respectively.
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