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ABSTRACT

Large-scale data breaches exposing sensitive personal infor-
mation are becoming commonplace. For numerous reasons,
conventional personal (identification) information leaks from
databases that store online and/or on-site user transaction
data. Collected ID numbers and supporting personal in-
formation enable malicious parties to commit large-scale
identity fraud. Gates and Slonim (NSPW 2003) proposed
the owner-controlled information paradigm to address pri-
vacy violations of personal information where users are ex-
pected to maintain all their information using a personal
device. Rubin and Wright (FC 2001), Molloy et al. (FC
2007), and others explored the use of one-time numbers to
address credit card fraud (mostly for online use). However,
several other types of ID number are at least as sensitive as
credit card numbers. Our fundamental assumption is that
collected personal information will eventually be breached.
To combat identity fraud under this new environmental at-
tack paradigm, we introduce a more general approach in-
volving localized or customized ID numbers for both card-
present and card-not-present transactions. We also explore
four variants of the general idea to spark more discussion
and further research in this area.

Categories and Subject Descriptors

K.6.5 [Management of Computing and Information

Systems]: Security and Protection—Authentication, Unau-
thorized access (e.g., hacking); K.4.1 [Computers and So-

ciety]: Public Policy Issues—Abuse and crime involving
computers, Privacy

General Terms
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1. INTRODUCTION AND MOTIVATION
Currently personal identity information is stored in a num-

ber of different places including small and large corporations,
government agencies, educational institutes, hospitals, and
financial data processing centers. Coupled with such data
replication, insider abuse (e.g., [8]), negligence (e.g., [19,
9]), inadequacy of existing technology for protecting user
data, and a computing environment arguably “under occu-
pation” [25] (by e.g., malicious software and semantics at-
tacks) have resulted in numerous large-scale data breaches.
The U.S. Government Accountability Office (GAO) defines
data breach as “an organization’s unauthorized or uninten-
tional exposure, disclosure, or loss of sensitive personal in-
formation, which can include personally identifiable infor-
mation such as Social Security numbers (SSN) or finan-
cial information such as credit card numbers” [16]. Data
breaches from organizations, small and large, considered to
be highly secure or otherwise, make the news almost every
day, and now seem to be the business norm. Beyond simple
credit card numbers, leaked information now includes SSN,
drivers’ licenses, dates-of-birth, and bank account numbers.
Aside from privacy exposure, these breaches facilitate iden-
tity fraud,1 heavily exploited by underground criminal net-
works. For example, according to Symantec [45, p.23], an
individual’s full identity (which may include name, address,
date of birth, SSN, driver’s license number) can be bought
for only $1-15. One primary reason for the enormous de-
mand of compromised personal records is that most existing
ID numbers are static, and thus reusable elsewhere (espe-
cially where the corresponding physical ID token is not re-
quired or the token can be easily forged).

In response to large-scale data breaches, security propo-
nents have placed increased importance on data encryption,
use of sophisticated intrusion detection technologies, etc.
However, these conventional techniques are still not widely
deployed, and also have been subject to a continual stream
of innovative attacks, from side-channel analysis of crypto-
graphic keys (e.g., timing/power analysis attacks), to the
recent cold boot attacks [20]. Additionally, such technologies
are of limited help in the case of organizational misman-
agement.2 In the financial sector, as credit card number
disclosures increased, some banks started to offer one-time
use credit card numbers for online transactions around Sept.

1We define identity fraud as unauthorized exploitation of
credential information through the use of false identity [30].
2According to one study [52], 87% of the breach cases
analyzed could have been prevented with “reasonable
security controls.”



2000. Several research proposals (e.g., [38, 26, 28]) have been
made focusing mainly on enhancing such credit card number
generation and user-friendliness.

We argue that improving data security mechanisms or new
legislation for protecting consumer information is of lim-
ited use. Identity fraud originating from data breaches will
grow as more and more identity information is collected and
stored digitally.3 In an environment where data breaches
are evidently inevitable, it is our main thesis that the use of
static/reusable ID numbers should be reduced, if not com-
pletely eliminated, to fight identity fraud. Building on ex-
isting ideas and experience regarding disposable credit card
numbers, we propose a more general approach and technique
to deploy an ID number localization approach to restrict
and/or detect abuse of a wide variety of sensitive personal
identification numbers. Our use of the term “localization”
is primarily intended to mean customizing ID numbers to
a specific relying party, which need not be tied to a partic-
ular geographic or physical location. We also outline four
variants of our main proposal. Despite these proposals, our
primary goal is to increase awareness of the new environ-
mental attack paradigm by which ID numbers ultimately
become compromised; different solutions are explored here
to motivate further research in this area.

An individual may be required to provide their SSN or
driver’s license number to several parties (employers, banks,
credit reporting and car rental agencies), all of whom store
sensitive identification details for a long time. Confidential-
ity of such data may be breached by any of these parties. If
a person has worked for five different companies in the past,
her SSN may leak from any of those, and once disclosed
may facilitate identity fraud. If a localized SSN scheme were
in place, where each employer would get a “different (non-
reusable) version” of the SSN of the given individual, then a
disclosure of any such SSN would not be useful for identity
fraud. We base example solutions on this idea and explore
several variants. Again, our fundamental assumption is that
user data will eventually be breached (cf. [48, 25, 7]) primar-
ily through relying parties; we focus on how to nonetheless
mitigate identity fraud.

In a broader sense, one obvious reason for the severity
of current identity fraud, spam, phishing, and many other
Internet-related attacks is the leverage gained by using data
compromised from one site at many others, repeated times.
This “compromise once, reuse multiple times” feature pro-
vides significant advantages to attackers. Our approach is
a defensive paradigm of (virtual) localization for the use of
credential information on the Internet and in the physical
world. Localized identification numbers as generated by our
scheme are valid only for a particular relying party. This
apparently reduces the value of compromised credential in-
formation to attackers, thereby reducing the threat and also
the cost to defend adequately. Our approach attempts to un-
dermine the asymmetric leverage attackers currently enjoy.

In summary, our contributions and discussion points for
NSPW include:

1. New Paradigm for Protecting Personal Iden-

tity Information. Legislative and technical efforts
such as encryption alone to better secure personal iden-
tification data are evidently inadequate in today’s un-

3“...the difference between such crimes [ID theft] today and
in the future is the scale of the data involved” [54].

trusted computing environment. As one response, we
propose the use of localized, restricted-use identifica-
tion numbers instead of static, reusable ID numbers to
limit large-scale identity fraud.

2. Breadth of Scope. We focus on protecting all types
of identification numbers in general instead of solely
credit card numbers. Where most previous solutions
focus on card-not-present transactions, we address both
card-present (ID-present) and card-not-present trans-
actions. Furthermore, our approach addresses breaches
resulting from real-world (offline) incidents such as lost
or stolen disk drives, and backup tapes (i.e. indepen-
dent of computers being compromised by malware).

3. Variations. To take into account deployment feasibil-
ity, and cost-benefit trade-offs, we explore several vari-
ants of our proposal (appropriate for varying scenarios).

Overview. We outline our main proposal along with threat
model, notation and operational assumptions in Section 2.
Four variants of the main proposal are introduced in Sec-
tion 3. In Section 4 we briefly discuss related work and rep-
resentative examples of recent data breach incidents. Sec-
tion 5 concludes.

2. ID NUMBER LOCALIZATION
In this section, we outline our proposed ID localization

scheme. Threat model, notation and operational assump-
tions are also discussed here.

Overview. A credential issuing party provides each user a
smart card (chip-card) with a unique identification number
for the user and a ‘secret’ key both stored on the chip and
in print on the card itself.4 For example, the credential
issuing party for SSNs is the Social Security Administration
(SSA), a user’s SSN is a unique ID number (issued by SSA),
and a secret key is a random string of digits or characters
of sufficient length (e.g., 128 bits). As the secret key is
stored on an ID card, the user does not have to memorize
it. Using a software program (preferably on a trustworthy
platform) or a chip card reader, a user generates a (virtual)
localized identification number for a credential relying party
from the issued identification number, the secret key, and the
‘registered’ identifier (e.g., a business name) of the credential
relying party. For verification, the relying party forwards its
registered identifier, the localized SSN, and the user’s name
and address to the issuing party. From name and address,
the issuing party can uniquely index or identify the user, re-
create a localized SSN, and verify whether the supplied SSN
is valid (i.e. was created with the ‘right’ key). In essence,
the proposal turns fixed (long-term) ID numbers into secrets
that can be verified, but not reused across relying parties.

Threat model and notation. ID numbers are com-
promised in many different ways, including data breaches
(through e.g., compromised merchants’ databases or data-
centers, and lost/stolen disks and backup tapes), phishing
attacks, dumpster diving, corrupt insiders, workplace, theft
of purses, wallets, or postal mails, social engineering, and
existing/past relationship with victims. If a user’s physical

4The printed ‘secret’ key is used when a chip card or card
reader is unavailable (variant 2 in Section 3); see item 1
under “Assumptions.”
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Figure 1: ID number localization scheme

card is stolen or lost, valid localized numbers may be gener-
ated and used unless the user promptly reports the incident
to card issuing parties (or the card is protected otherwise,
e.g., through a traditional PIN). We focus on preventing
identity fraud from large-scale data breaches, instead of at-
tacks that are not much scalable (i.e. difficult to carry out in
a comprehensive fashion). We primarily consider breaches
of personal ID numbers that can be directly used to perpe-
trate identity fraud; breaches of other sensitive information,
e.g., records of a person’s health and education, business
secrets (which are also commonly exposed), although im-
portant, are out of our scope. We assume that ID number
issuing parties can be relied on to protect their customer cre-
dentials. User data is breached mostly from relying parties
as ID numbers issued by one entity is generally used (and
thus replicated) by many relying parties. Such replications
increase the possibility of a breach. The following notation
is used:

I, U, R Issuer, user, and relying party respectively.
UF User’s long-term fixed ID number (issued by I).
UR User’s localized ID number for R.
KIU Long-term secret key shared between I and U .
fKIU

(·) A cryptographically secure MAC function f ,
keyed by KIU .5

UA Lookup data (e.g., name and address) of U .

Detailed Steps. The steps required for ID number local-
ization are as follows (see also Figure 1).

1. The credential issuer (I) provides a smart card to U

with an ID number UF (unique in I ’s domain), and
a secret key KIU upon verifying U ’s identity (e.g.,

5To be more precise, f(·) should be a Pseudo-Random Func-
tion (PRF), as similarly used in“independent OTP” [37] and
PwdHash [36].

through an in-person visit or equivalent). UF is di-
rectly used only with I , and only I and U know UF and
KIU . Additionally, I also keeps U ’s lookup data (e.g.,
name and address) UA associated with UF and KIU .

2. In order for U to generate a localized ID number for
the relying party R, R sends information facilitating
the localization (e.g., R’s business name) to U .

3. In response to R’s request, U generates a localized ID
UR for R.

UR = fKIU
(UF , R) (2.1)

U sends UR and UA to R. The MAC output may re-
quire modifications to conform with the target ID for-
mat. For an on-site (card-present) transaction, UR is
generated using U ’s chip-card at R’s chip-card reader
(e.g., simply by ‘swiping’ the card). The reader pro-
vides the relying party’s name6 to the card for com-
puting UR; U does not input anything explicitly. For
card-not-present (e.g., web) transactions, U may in-
put the relying party’s name to her chip-card reader.
(See variant 2 in Section 3 for localized ID generation
without a chip-card or chip-card reader.)

4. To verify the validity of UR (i.e. whether UR has been
generated from KIU and UF ), R sends (UR, UA, R) to I .

5. Using UA, I locates UF and KIU , and checks the va-
lidity of UR; i.e., from UF , KIU and R, I generates
UR as in equation (2.1) and compares it with the re-
ceived UR. I then sends the verification result (accept
or reject) to R. Appropriate integrity must of course
be provided in this latter communication.

6Additional relevant information may be provided as well;
see item 4 under “Assumptions”.



Assumptions. Operational assumptions in our main pro-
posal and its variants (see Section 3) are as follows.

1. We assume a user does not reveal the printed long-term
key on the card to any third party (e.g., through phish-
ing attacks). If chip-cards are used and users generate
ID numbers only using an available chip-card reader,
printing the secret key on the card can be avoided.

2. For a variant of our proposal (variant 2 in Section 3),
we use a user’s personal device (cellphone or PC).
Such a device may expose the long-term user key if
it contains malware. However, we focus on large scale
data breaches, rather than individual information leaks
(through malware, phishing, or shoulder-surfing).

3. In our main proposal, users must keep their lookup
data (e.g., name and address) UA updated with an ID
issuing party. For variants 1, 3, and 4 (Section 3), this
assumption may be relaxed. Arguably it is impractical
to expect users to notify all their ID issuing parties of
address changes. However, ‘secondary’ issuing parties
may update UA from ‘primary’ parties that are gener-
ally expected to have the most recent UA information,
e.g., banks, credit bureaus.

4. We assume that a localized ID number as generated in
equation (2.1) is tied to a particular relying party, and
can be reused at the same relying party but not any-
where else. This assumption allows traceability,7 and
apparently increases usability by requiring less user in-
put (cf. [28]). However, our generalized proposal can
be extended to generate more restricted ID numbers
(even transaction-specific numbers), e.g., by includ-
ing timestamp, validity period, transaction amount,
etc. along with the name of a relying party (R) in
equation (2.1). Such an extension may restrict insider
abuse, and reuse of compromised IDs even at the same
relying party from where the breach occurred.

5. In our localized ID scheme, an issuing party is directly
able to keep track of the usage of a customer’s ID. How-
ever, information aggregation by a centralized entity
(e.g., credit reporting agencies, personal background
check for law enforcement) from multiple sources is no
longer straightforward under our proposal (due to un-
linkability among different custom ID numbers). To
achieve such aggregation, we assume that ID issuing
parties will collaborate when required/appropriate, for
example, if compelled by law enforcement authorities.
Note that for variants 1, 3, and 4 (Section 3), aggre-
gation remains unaffected.

In contrast to many current uses of“identity information,” in
our proposal, verifying that identity information is“valid”in-
volves the relying party carrying out a communication with
the issuing party. This is part of the price we pay for the
added security.

7Note however that, as per the current agreement between
U.S. retailers and credit card companies (e.g., Visa and Mas-
terCard), a merchant’s identity may not be revealed even
when the merchant is responsible for a data breach (see
e.g., [29]).

3. VARIANTS
Here we discuss four variants of our main proposal. These

variants are outlined to initiate further discussion, and for
now we defer an in-depth analysis of implementation details,
deployment strategy and associated costs, though critically
important for rolling out any of these variants.

Variant 1: Localized authorization code. The local-
ized ID scheme above uses UR in place of UF . This requires
certain formatting of the MAC output. For example, in a
regular credit card number, the first six digits identify the
issuing bank and the last digit is the Luhn check digit. If
UR is used as a credit card number, it must conform to these
restrictions (which may complicate UR generation, depend-
ing on the ID number space of UF ). However, as such a
number is identical to a real credit card number, it can be
used in the existing infrastructure. An alternative approach
is as follows: require the use of UF along with UR for a
transaction, i.e., now UR is used as a dynamic authoriza-
tion code (cf. Card Verification Value 2 (CVV2) codes for
credit cards [28]) accompanying the fixed ID number. By
policy, UF must not be accepted without a valid UR. Now
UR need not conform to any strict formats. Existing im-
plementations must still be changed to accommodate the
extra authorization code check, but changes to many exist-
ing implementations would likely be significantly reduced,
for example, databases which are indexed by UF ; this al-
lows straightforward information aggregation from multiple
sources. Theft of an UF (or even an UF , UR pair) is no
longer a concern, as for generating a new UR attackers also
require the key KIU .

Variant 2: Without chip-card or card-reader. Some
credential issuers may not adopt chip cards in the near fu-
ture. Some ID cards do not even contain a magnetic stripe
for storing extra or sensitive information. For example,
Canadian Social Insurance Number (SIN) cards and (older)
health cards contain only a user’s name and ID number in a
printed form. Our approach can be used in such cases if users
are issued long-term secret keys (perhaps printed on the ID
card itself). One-time ID numbers can be generated from a
user’s fixed ID number and the shared secret, using a per-
sonal computing device (e.g., a PC or cellphone containing
an appropriate application). If such numbers are generated
only infrequently, usability (e.g., having access to a comput-
ing device, providing user input) may not be affected much.

For frequently used ID numbers such as credit card num-
bers, we assume the availability of chip cards with on-site
card readers. For card-not-present transactions (e.g., e-
commerce), it would be easier for a user if she has access
to a chip-card reader (e.g., the user can avoid typing in the
secret key). However, users can still use a personal device
(with appropriate software on it) for generating localized
ID numbers.

Variant 3: Database poisoning. Organizations storing a
large number of personal records can create legitimate look-
ing fake records, and insert those into their databases. An
issuing party may share a unique secret key with each rely-
ing party, and the relying party creates fake records using
the shared secret such that the fake records are indistin-
guishable to an attacker (without knowing the secret key),
but the verification party can detect those as fabricated and
linked to a particular relying party. The proportion of fake
records can be configured to the sensitivity of stored in-



formation, storage/computation overhead, and/or company
policy. For example, if a compromised database contains 1%
fake records, on average, the breach is detected within 100
transaction attempts (i.e. the use of compromised records).

If this technique is implemented by all relying parties of
a particular ID number, it will enable the ID issuer to dis-
tinguish the compromised relying party from a specific fake
record during verification. However, the issuer must assign
each fake ID number such that the number is attached to a
specific relying party, and cannot be generated by a relying
party without the assistance from the issuing party. Also,
the issuer must require (through e.g., policy) that all relying
parties insert fake records consistently. Satisfying these as-
sumptions in practice could be difficult considering current
compliance failures (e.g., [10]). However, this technique is
apparently easy for ID issuing parties to implement (i.e. only
requires self-compliance). Relying parties may also benefit
from database poisoning by reducing their long-term liabil-
ities due to breaches; according to one analysis [52], most
organizations currently remain unaware of a compromise for
months (63% of cases) and even years (2% of cases).

Responses to a fake record detection may vary depending
on cost-benefit trade-offs, e.g., heightened scrutiny of incom-
ing requests, activating additional verification processes, or
deactivating the legitimate ID number temporarily or per-
manently (blocking new uses). To its advantage, this variant
does not require any assistance from users (i.e. usability cost
is non-existent), at the cost of increased backend overheads.

Similar deceptive techniques have been in use for protect-
ing postal mail addresses for a long time [50]. Inserting
honeytokens [44] (bogus digital records) has been discussed
for monitoring unauthorized access/use of different types of
digital resources including databases with sensitive personal
information. In the security literature, Kursawe and Katzen-
beisser [25] discussed similar deceptive techniques to detect
compromised personal records (e.g., a credit card number)
from a user PC. For example, a user may store one valid
credit card number along with 100 other legitimate-looking
(but fake) card numbers. When these numbers are compro-
mised, such an incident may be promptly detected by mon-
itoring for the use of fake numbers. To reduce the value of
the collected information by spyware in a PC, SpySaver [40]
creates several fake web users on the PC and generates
web browsing actions emulating real users with counter-
feit information (e.g., email addresses, and credentials for
web accounts). HoneyIM [55] uses ‘decoy’ Instant Messag-
ing (IM) contacts for detecting IM worms in an enterprise
environment. When a worm attempts to spread by send-
ing its copy to every contact of a compromised account, the
worm infected PC can be easily tracked by monitoring the
decoy account.

Variant 4: User-centric authorization. In this vari-
ant, we propose to actively engage users in blocking critical
misuses of breached data records, e.g., issuing of new cre-
dentials, transfer/sharing of existing credentials from one
party to another, and high-value transactions. Assume that
a user registers her personal device with each ID issuing
party. When a relying party attempts to verify the user’s ID
with the corresponding issuer, the issuer notifies the user’s
personal device (through, e.g., phone call, SMS, email). The
issuer may depend on the response from the user device to
respond to the relying party, or simply keep the user de-
vice informed (i.e. in terms of ‘log’ messages). To counter

automatic approval from a malware-infected device, phys-
ical presence mechanisms (e.g., a hardware switch, verti-
cal/horizontal shaking) of Trusted Platform Module (TPM)-
enabled devices [49] may be used.

Several techniques involving personal devices have been
proposed in the recent past (possibly due to the increased
proliferation of mobile phones, blackberries, PDAs). In con-
trast to CROO [30], this variant requires only critical trans-
actions involving ID numbers to be verified through the
personal device (not every transactions). Unlike “owner-
controlled information” [15], the user is not expected to store
and maintain all her privacy-sensitive information. The use
of a personal device has also been proposed [51] as a “heart-
beat locator” (securely detecting the location of the device)
to counter identity fraud. A verification center continuously
tracks the location of a registered device, and compares the
location information with that of an attempted transaction
before approving the transaction. A transaction may fail if
the locations are not matched. This technique merely re-
quires a user to keep her personal device with (or around)
her, and the user does not need to interact with the device
for approving a transaction. Issues related to device theft
and cloning have also been discussed [51].

Note that our main proposal and variant 2 prevent ID num-
ber reuse across relying parties although a compromised ID
may remain valid within the breached party’s domain. Vari-
ant 1 is a prevention mechanism while variant 3 is detection-
only. Variant 4 can prevent misuse if explicit user authoriza-
tion is always required; otherwise, it becomes detection-only.

4. RELATED WORK AND DATA BREACH

INCIDENTS
Here we briefly discuss a few high-profile data breach in-

cidents, and academic proposals related to our work.

4.1 Examples and Costs of Data Breaches
Examples of breaches are easily cited. Personal records

of all 25 million child benefit recipients in the U.K., includ-
ing their dates of birth, bank accounts, and national insur-
ance numbers had been lost from a government agency when
the agency mailed the records in discs [19]. Sensitive per-
sonal information on 26.5 million U.S. veterans had been
reportedly stolen [9]. While the TJX data breach [31] is
still fresh (affecting about 45 million users), millions of user
records were stolen from the Monster.com job site [4]. A
database admin reportedly [8] stole and sold 8.4 million cus-
tomer records containing bank account and credit card infor-
mation; another employee at the same company previously
compromised 2.3 million records [41]. The theft of a com-
puter with thousands of ‘top-secret’ mobile phone numbers,
information regarding undercover terrorism and organized
crime investigations was reported by a U.K. company [22].
A list of prominent data breaches in the U.S. from Jan. 2005
to Oct. 21, 2008 reports [34] the exposure of more than 245
million records containing sensitive personal information.8

8Attrition.org and Identity Theft Resource Center [24]
also maintain similar but independent lists of data breaches.
Verizon [52] provides a comprehensive analysis (including
breach sources, attack types and paths, time span of breach
events) of 500 such data breach cases from 2004 to 2007; see
also [21].



Erickson and Howard [12] analyzed news accounts of data
breaches from 1980 to 2006, and identified organizational
mismanagement as one prime reason for these breaches.
Considering the incidents from 2005 and 2006, when most
U.S. states legislated mandatory reporting, they found that
in 68% of news stories concerning data theft, the theft could
be attributed to organizational behaviour (e.g., administra-
tive error, insider abuse). Apparently, even if we could ‘re-
move’ malicious outsiders (e.g., organized crime) as an el-
ement in data breaches (e.g., through security technology),
data records with sensitive personal information will still be
breached in large numbers.

A Ponemon Institute benchmark study [33] investigates
the costs of a data breach using data from 35 U.S. organiza-
tions for the year 2007. On average, it costs an organization
$197 per record compromised, an increase of 8% since 2006
(for financial services firms, the cost is $239 per record).
The cost of lost business due to a breach (from the loss of
existing customers, and diminished new customers) is es-
timated on average $128 per record (a 30% increase from
2006). Acquisti et al. [1] provides a comprehensive analysis
(using data from 1999 to 2006) of the impacts of a privacy
breach incident on a company’s stock market value; these
effects are generally negative and statistically significant in
the short term, but not so visible in the long run. Costs to
consumers affected by a data breach is even more difficult
to estimate. According to one estimation,9 in 2007, the av-
erage fraud amount per ID fraud victim in the U.S. is $5720
(about 9% decrease from 2006). However, in most cases, it
is difficult to clearly establish a link between breached data
and fraud [16]. This fact is also often exploited by breaching
parties to understate their legal responsibilities.

General observations. Large-scale data breaches occur
frequently, and current legal and technical measures are fail-
ing to slow down this trend. Costs of these breaches are sig-
nificant for both consumers and corporations. Establishing
a concrete link between data breaches and identity fraud is
often difficult because misuse may occur long after a breach,
and misused information cannot directly be attributed to a
particular breach incident. However, the growing under-
ground (criminal) market for stolen personal information
strongly suggests that breached ID numbers can be easily
sold and exploited [45].

4.2 Related Work and Comparison
In NSPW 2007, Beaumont-Gay et al. [5] proposed a policy-

based solution called Data Tethers where enforced policies
are dependent on the operating environment; i.e. access con-
trol policies for stored data on a computing device differ de-
pending on whether the device is inside a secure environment
or otherwise. Data Tethers may encrypt or remove sensitive
data when an insecure environment (e.g., stolen laptop) is
detected. This technique assumes the existence of an “ac-
tually secure” computing environment, and that Data Teth-
ers policies will always be flawlessly enforced. While such
techniques can substantially improve data security in cer-
tain environments, in general, we believe the most prudent
assumption is that data will be compromised, irrespective

9Javelin Strategy and Research Survey (Feb. 2007);
for excerpts see http://www.privacyrights.org/ar/
idtheftsurveys.htm.

of protection mechanisms deployed to prevent such leaks.10

Also, in many cases it is only realistic to acknowledge that
the prevention of compromise is beyond the control of end-
users, and of relying parties who hold such information.

Gates and Slonim [15] introduced the owner-controlled in-
formation paradigm to address the issues of “privacy, consis-
tency and mobility” in regard to personal information. Users
are expected to maintain all of their personal information,
identification information, as well as medical history and fi-
nancial information using a personal device. Organizations
must contact a user directly to collect and use personal in-
formation. Although this technique provides greater con-
trol over a user’s sensitive data, it apparently comes with
several unique challenges and high usability costs (some of
which have been discussed in the paper, e.g., lost/stolen de-
vice, unauthorized access, backup and recovery). Ashley et
al. [2] propose a framework to addresses “privacy manage-
ment” (e.g., publishing concrete privacy promises, user con-
sent management, privacy enforcement, auditing) for col-
lected customer data in an enterprise environment. This
framework may provide higher level of privacy assurance,
although it may incur significant costs (in addition to requir-
ing an enterprise to develop a comprehensive privacy policy,
and to enforce that policy honestly and consistently).

To reduce customers’ fear of using credit cards online
(i.e. for card-not-present transactions), several banks enable
users to generate limited-use (e.g., one-time) card numbers
through their websites. These dynamically generated card
numbers are tied to a user’s fixed credit card, and can be
used for online purchases instead of the fixed card itself. Ex-
amples from real-world deployments of such schemes include
American Express’ Private Payments,11 Discover card’s Se-
cure Online Account Numbers,12 and SecureClick [42].

Rubin and Wright [38] proposed an offline scheme for gen-
erating limited-use credit card numbers (i.e. without requir-
ing direct interaction between a user and card issuer for
generating new numbers). A user (U) and a card issuer (I)
share a long-term secret key (K). U possess a computing
device, and stores K on it. To generate a new credit card
number number, U selects a monetary restriction (e.g., $100
limit), expense category (e.g., food), limited validity pe-
riod, merchant name, timestamp etc. and encrypts these re-
strictions using K (in an arbitrary finite domain encryption
scheme [6]). U then transmits the newly generated limited-
use number and her identifying information (e.g., name and
address) to the card issuer via the merchant. From the iden-
tifying information, I selects K and verifies the limited-use
number (e.g., checks the restrictions).

Assuming the availability of chip-cards and chip-card read-
ers, Li and Zhang [26] (see also [27]) proposed a one-time
credit card scheme with limited involvement of a user (i.e.
no transaction specific user inputs) for card-present (on-site)
and card-not-present (web, and phone/fax/email) payment
scenarios. A user generates one-time use numbers simply
by inserting her credit card into a chip-card reader. In this

10For example, several breach incidents have been reported
from the U.S Department of Defense [18], presumably one
of the most security-aware organizations.

11Introduced in Oct. 2000, discontinued since Oct. 2004.
12http://www2.discovercard.com/deskshop. Orbiscom’s
(orbiscom.com) Controlled Payment Numbers technology
enables Discover and several other one-time disposable
credit card providers.



scheme, a credit card stores a secret value (S) and an initial
one-time credit card transaction number (CCT). Assuming
Tcur is the current CCT number, the next CCT Tnew is
generated by hashing (Tcur, S). At the end of the current
transaction, Tnew replaces Tcur on the card.

Using a personal device such as a cellphone, Molloy et
al. [28] proposed an offline scheme for generating virtual
credit card numbers similar to Rubin and Wright [38]. In-
stead of using finite domain encryption, Molloy et al. used
a MAC to avoid several limitations of such encryption, e.g.,
encoding merchant names in a compact format. Also, a user-
memorable password may be used as the long-term shared
key (P ) between a user and card issuer. The MAC key is
generated from the hashed output of P and the user’s real
credit card number as assigned by the issuer. A transac-
tion string (including UA, expiration date, R, transaction
amount) is MACed to generate the virtual credit card num-
ber. The authors claim the forgery resistant property, i.e.,
an attacker cannot (easily) forge credit card numbers even
if he knows the user’s real credit card number and some vir-
tual credit card transactions. However, this property relies
on the assumption that the long-term shared key P is strong
(i.e. has high entropy), which in practice may not hold for
most user-chosen passwords.

The main appeal of using disposable credit card numbers
is apparently to alleviate the inconvenience of customers
contacting their bank (and replacing a compromised card),
as users are typically liable for at most $50 in case of fraudu-
lent use of their credit card. Generally, credit card numbers
alone cannot be used for identity fraud. On the other hand,
efforts to reduce misuse of more sensitive information such
as SSN are apparently scarce (see e.g., limiting the use of
SSNs as an identifier [11], and the FTC workshop [14]; see
also [17]).

Similar to our proposal, CROO [30] attempts to address
the generic identity fraud problem albeit by a different use
of one-time passwords; for example, CROO is more complex
and seeks to secure individual transactions, whereas we focus
on securing ID numbers.

From a legal perspective, Solove [43] identifies several in-
adequacies in the traditional model for addressing privacy
violations using ID theft as an example. ID theft is a “conse-
quence of an architecture” [43] exploited by ID thieves (e.g.,
the use of SSNs for indexing a large array of sensitive per-
sonal information held by government agencies and private
businesses). A new architecture has been proposed based
on the Fair Information Practices (originating from a 1973
report by the U.S. Department of Housing, Education, and
Welfare). The Fair Information Practices focus on increas-
ing an individual’s involvement (e.g., participation in the
collection, storage and use) in personal information systems.
As an example mechanism, Solove [43] proposes that user-
chosen passwords or account numbers be used for accessing
credit reports instead of using SSNs or other sensitive per-
sonal information.

Partly driven by increasing public demand, most U.S.
states (44 out of 50, as of Sept. 2008) have legislated data
breach notification laws, requiring organizations to report
breach incidents to a state agency. While the question of
whether these laws will reduce data theft in the long run is
yet to be answered, it has been reported that so far their
effect appears to be statistically insignificant [35]. However,
another study [39] reported that notification laws are in-

creasing “awareness of the importance of information secu-
rity” among organizations surveyed. Payton [32] provides
a review of current U.S. state and federal laws regarding
data breaches, and possible legal remedies available to fraud
victims. Costs and benefits of a national data breach notifi-
cation requirement have also been analyzed [16].

Some businesses attempt to prevent identity theft by pro-
viding a service which places fraud alerts on a customer’s
credit bureau profiles. However, in one incident [53], the
identity of the CEO of such a company was exploited to ob-
tain a $500 loan (using the CEO’s SSN which is displayed
publicly on the company website and TV commercials).

Advantages of ID localization. Advantages of our pro-
posal relative to existing ones include the following.

1. A localized ID number as generated in equation (2.1)
is bound uniquely to the relying party. While this
does not offer the advanced restrictions of Rubin and
Wright [38], their additional restrictions require ad-
ditional user input; thus we expect that our simpler
proposal may enjoy better usability.

2. While Li and Zhang [26] assume the availability of
user-level chip-card readers, our proposal (variant 2)
can work when the user has access to a wide variety of
computing devices (e.g., cellphone, PC).

3. Localized ID numbers are computationally immune to
offline dictionary attacks as they do not rely on user-
chosen passwords (in contrast to Molloy et al. [28]).

4. ID localization may also limit synthetic ID theft [23]
where imposters use real identifiers (e.g., SSN) along
with other fake attributes, e.g., name, address.

5. CONCLUDING REMARKS
Once personal ID numbers are collected by third parties,

we believe that the most prudent assumption in today’s In-
ternet environment is that they will be breached at some
point in time, despite best efforts (if any) of the collecting
parties. In addition to lost personal privacy (e.g., medi-
cal history, purchase habits, online and real-world activities
under surveillance), these breaches enable large-scale iden-
tity fraud. Some of these fraudulent activities remain unde-
tected by their victims for years [13, 52]. While direct mone-
tary losses for consumers from such fraud are recoverable to
some extent, nonmonetary damages (productivity/time lost
to resolve identity theft [46], denied credit or other finan-
cial services, harassment by debt collection agencies, crim-
inal investigation or arrest [3]) are not; see e.g., the FTC
2003 report [13]. One of the main problems is that agen-
cies/corporations responsible for these breaches of customer
records are not generally held accountable for the breaches,
and presently there is no significant financial penalty. We
expect that if it was corporate data that was being compro-
mised, corporations would pursue legal remedies; but since
it is primarily the personal information of individuals, and
the perceived dollar amount likely to be gained through legal
remedy is small compared to the cost of litigation, individ-
uals generally do not pursue legal remedies.

We outline an ID number localization approach and its
variants to reduce identity fraud due to large-scale data
breaches that expose reusable fixed ID numbers. Barri-
ers to deployment include existing databases indexed by ID



numbers (such as SSN), and legacy information aggregation
applications. However, localized IDs may reduce liability
of businesses when a breach occurs. Our proposals may
also ease the burden of following security “best practices”
or governmental regulations for protecting consumers’ iden-
tity data. These techniques may also enable out-sourcing
customer data to countries with different rules and regula-
tions, or enforcement reality.13 However, in the end, natural
adoption of our proposals may not occur in the absence of
imposing increased liability on relying parties for breached
data, strong consumer lobbying, and perhaps government
legislation/regulation.

Rather than focusing on analysis of a particular solution,
our proposed variants here are intended to initiate further
discussion on how to better address the current problem of
identity fraud resulting from breached databases of personal
information on millions of customers. There are certainly
deployment challenges with several of our proposals; conse-
quently, we raise the question, “Are there better proposals
that can address the same problem?” We believe that funda-
mentally new approaches are required to address this prob-
lem, which clearly is not addressed by existing solutions.
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