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1 Introduction and summary

Line operators play several roles in quantum field theory. First, in the context of zero
temperature quantum physics, they describe point-like impurities in space. Second, the
expectation values of line operators are used to diagnose phases of theories [1]. Finally,
topological line operators can be interpreted as (potentially non-invertible) symmetry gen-
erators, see [2] and references therein.

Historically, line operators played a very important role in the development of Quantum
Field Theory (QFT). The Kondo problem that arose in the study of magnetic impurities in
metals, has paved the way to the renormalization group and also to important developments
in integrability; see [3] for a nice review.

Our focus here will be on line operators in theories which are critical (conformal) in the
bulk. Therefore, our setup is a bulk CFT in d spacetime dimensions and a one-dimensional
line operator. The line operator undergoes a renormalization group flow so that at long
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distances one expects to typically find a critical line operator. When the bulk is given by
a d dimensional CFT and the line operator is conformal as well, the full system with an
insertion of a single straight line operator preserves

SL(2,R)× SO(d− 1)

symmetry.1 This is the definition of a Defect Conformal Field Theory (DCFT).
In general, one can consider line operators which in the ultraviolet are described by a

certain DCFTUV and in the infrared by some different DCFTIR. The renormalization group
flow is triggered by a relevant defect operator with ∆ < 1 in the ultraviolet.2 Remember
that throughout this process, the bulk remains at the same fixed point.

Following classic results in d = 2 [4–6], it was recently understood that there is a
renormalization group monotone that governs such flows in any d [7] (see [8, 9] for previous
discussions). Denote the expectation value of the circular loop of radius R by g(MR).
Here M is some mass scale associated to the renormalization group flow on the defect. A
subtlety is that both in the ultraviolet and in the infrared a cosmological constant term
on the defect, which can be thought of as the defect mass, can contribute a term linear in
R to g(MR). This introduces some slight scheme dependence into g(MR). This scheme
dependence can be taken care of by acting with the operator (1 − R ∂

∂R), and defining a
defect entropy function by

s(MR) =
(

1−R ∂

∂R

)
log g(MR) . (1.1)

s(MR) is indeed a scheme independent physical observable. This turns out to be mono-
tonically decreasing with R and satisfies a gradient formula. In d = 2 the defect entropy
s(MR) controls multiple physical quantities besides the expectation value of circular de-
fects: it encodes a universal contribution from the impurity to the thermodynamic entropy,
and its fixed point values were conjectured by Affleck and Ludwig to obey gUV ≥ gIR [4].3
In d = 2 (and only in d = 2), g can also be viewed as the contribution to the vacuum
entanglement entropy due to the impurity.

In this note we explore a particular class of renormalization group flows on line defects
which correspond to activating external fields. These are perhaps the simplest possible line
defects in QFT. Suppose that DCFTUV is completely trivial. That means that the line
operator is just the unit operator. On such a defect, the defect operators are just the usual
bulk operators restricted to the defect. Hence, nontrivial renormalization group flows can
be triggered by integrating bulk operators with ∆ < 1 on a line:

e−h
∫
dτ O(τ) , (1.2)

where h is some coefficient with positive mass dimension. The infrared limit of this line
defect is necessarily nontrivial since the function s(hγR) is monotonically decreasing with

1A conformal line operator may have transverse spin but we will not discuss such examples here.
2Or a marginally relevant defect operator with ∆ = 1.
3For the inequality gUV ≥ gIR to make sense, one potentially needs to subtract a linear in R cosmological

constant term, i.e. one should really write sUV ≥ sIR. We are sometimes careless about the distinction
between g and s at fixed points.
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R (the exponent is given by γ = 1
1−∆). For R→ 0 we have s = 0 as appropriate for trivial

line defect and for R→∞ we must have s < 0 and hence the line defect must be nontrivial.
The line defect (1.2) can be experimentally realized in a lattice system by turning on

the background field coupling to O on a few neighboring lattice sites, so that it is localized
in space. This then leads to some behavior at long distances (and long times) which
should be consistent with the properties of the infrared DCFT. At intermediate distances
and times one can probe the renormalization group flow from the trivial DCFTUV to the
nontrivial DCFTIR. We expect the DCFTIR to be stable, namely not to have any relevant
deformation. Hence the defect renormalization flow will reach the IR fixed point without
any tuning.

Defects of the kind (1.2) that additionally break the internal symmetry group of the
theory are also of particular interest in Monte Carlo simulations of systems exhibiting
second order phase transitions. This is because introducing a symmetry breaking defect
improves the precision in the analysis of the ordered phase, and in the detection of the
critical point [10]. In this context, it is particularly relevant to identify the dimension of
the leading irrelevant perturbation in the DCFTIR that controls the corrections to scaling
at long distances [11].

In Wilson-Fisher theories there is a natural candidate for a line operator (1.2), where
h is the background magnetic field coupling to the order parameter φ. Consider the O(N)
symmetric Wilson Fisher theories in 2 < d ≤ 4, where the fundamental field is φa, with
a = 1, . . . , N . Then we can consider the line operator

e−h
∫
dτφ1(τ) , (1.3)

where we have chosen the preferred direction in internal space “1”, breaking the symmetry
to O(N − 1) in the presence of this defect.

For instance, in the realization of the O(3) Wilson-Fisher critical theory as a quantum
antiferromagnet of spin 1/2 particles on a square lattice, the line operator (1.3) naturally
arises by introducing a staggered background magnetic field over a few lattice sites, see [12]
for a review. It was pointed out in [11] that for N = 1 the defect (1.3) is also experimentally
realizable in a mixture of two liquids at the demixing critical point by introducing a suitably
shaped colloidal impurity [13, 14]. The N = 1 (Ising) quantum critical point has also
been recently realized in a large-scale programmable quantum simulator made of neutral
atoms [15].4 Therefore we expect that some of our predictions should be experimentally
testable in d = 3.

To put our work in context, the defect (1.3) was studied via Monte Carlo simulations
in [11, 16]. As we will see, the results of these works are nicely compatible with ours.
Previous field theoretical studies appeared in [17, 18],5 but their results are inconclusive.
The findings of [17] rely on an unjustified mean field approximation and differ from ours.
In [18] the authors considered the one-point function of the bulk order parameter in the
presence of the defect (1.3) in the epsilon expansion and at large N , as we will also do here.

4We thank Subir Sachdev for discussions.
5We thank Simone Giombi for bringing ref. [18] to our attention.
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They reached the surprising conclusion that these two simplifying limits do not commute.
As we explain in the summary we reach a different conclusion: while we agree with their
ε-expansion results (that we also extend to several other observables), we find different
results at large N and conclude that the two limits commute.

We also mention that several other papers previously considered line defects in the
O(N) model. These mostly focused on spin impurities, which involve additional degrees
of freedom localized on the line [19–26]. Other works focused on symmetry (twist) de-
fects [27–31] (which are not genuine line defects, since they are attached to a nontrivial
topological surface). Finally, we note that correlation functions with two insertions of the
line defect (1.3) were recently considered in [32] for a free bulk theory and, after an earlier
version of this work appeared, in [33] for the bulk interacting theory.

1.1 Summary

The main aim of this paper is to shed light on the infrared properties of the defect (1.3).
First, some general observations about the infrared DCFT are in order:

• Since gIR < 1 and the infrared defect is nontrivial, it must have two protected defect
operators: the displacement operator of dimension 2 and since the O(N) symmetry
is explicitly broken to O(N − 1) symmetry by the defect it must also have a “tilt”
operator in the vector representation of O(N − 1) of dimension 1.

• We expect the DCFTIR to have no relevant operators.

• The problem makes sense in d = 2, where, for instance for N = 1, (1.3) is the
integrated spin operator of the Ising2d model, where we can identify the infrared
DCFT with one of the known conformal interfaces of the Ising2d model. For N ≥ 2,
we mostly leave the details of the d = 2 limit to the future, but we will quote some
results which we will use.

• In the d = 4 case the bulk is free and one can easily solve for the renormalization
group flow of (1.3).

Beyond the aforementioned special cases one does not hope for an exact solution,
although we will see that the N →∞ limit admits an almost analytical solution.

We attack the problem on two fronts: the epsilon and the large N expansion. For
the epsilon expansion we use the fact that the perturbation of the trivial DCFTUV is only
weakly relevant in d = 4 − ε dimensions with ε � 1. This allows us to compute many
properties of DCFTIR perturbatively. For the large N limit in generic d we find that the
line operator (1.3) leads to a new classical RG trajectory6 which we analyze in great detail,
including the fluctuations around this new classical trajectory. This leads to an explicit
determination of several scaling dimensions and one-point functions of the DCFTIR.

Let us now summarize the results in these two limits, which are nicely consistent with
each other and lead to a coherent picture for the properties of the infrared DCFT for finite
N and 2 < d < 4.

6The saddle point is different than the one proposed in [18]. This difference is the origin of the previously
mentioned discrepancy between our results and the ones of [18].
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Figure 1. We plot the leading order in large N result for ∆(φ̂1) (blue) as a function of the
dimension d. We compare it to two Padé approximants (red and black dashed) obtained from the
combination of the large N limit of the two loop 4− ε expansion result and of the 2 + ε̃ expansion
result that ∆(φ̂1)|2d = 2.

Our most precise prediction concerns with the scaling dimension of the lowest dimen-
sion O(N − 1) singlet nontrivial operator in the DCFTIR, which is associated with the
operator φ1 defining the defect (1.3). In the epsilon expansion we obtain our most precise
estimate in section 3.4 by interpolating with a Padé approximant in between the result of
a two-loop calculation in the epsilon expansion and the exact value in d = 2. We also com-
pute the leading large N result in section 4.5. For this analysis, the simplest description is
provided by mapping the flat space DCFT to AdS2×Sd−2 through a Weyl transformation.
The most sophisticated computation that we perform involves a scalar bubble diagram,
whose evaluation is made possible by recent breakthroughs in AdS loop diagrams [34–39].

Denoting with φ̂1 the corresponding defect operators, our findings in d = 3 are:

∆(φ̂1) =

1.55± 0.14 ε− exp. ,
1.542 . . . N →∞ .

(1.4)

The first line in eq. (1.4) is the result of the epsilon expansion and the d = 2 data alluded
to above, while the second line follows from the large N expansion.

We may compare the N = 1 result with the formerly mentioned Monte Carlo stud-
ies [11, 16]:

Monte Carlo: ∆(φ̂1) N=1=


1.60(5) [11]
1.52(6) [11]
1.40(3) [16] .

(1.5)

The first two values refer to the two measures reported in [11] and nicely agree with our
results (and with each other), while the last line was obtained in [16]7 and is compatible
with our estimated uncertainty in (1.4), but in slight tension with the results of [11].

7We extracted the result by identifying the corrections to scaling in eq. (16) of [16] with the effect of the
leading irrelevant operator as explained in [11].
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The result in eq. (1.4) is independent of N to the reported precision. This observation
is broadly consistent with preliminary Monte Carlo results for N = 3 reported in [11],
which suggest ∆(φ̂1) ≈ 1.3÷ 1.6. In figure 1 we also compare the large N result with that
of a two-loop calculation in the epsilon expansion, demonstrating their non-trivial perfect
agreement in the overlapping regime of validity.

In sections 3.5, 4.3 and 4.5 we present results concerning one-point functions of bulk
primary operators as well as the scaling dimensions of other defect operators, to one-
loop order in the epsilon expansion and to leading order in the large N limit. Whenever a
comparison was possible, we found perfect agreement. As an illustration, for the normalized
one-point function of the operator φ1 we obtained:

〈φ1(0,x)〉√
〈φ1(∞)φ1(0)〉h=0

= aφ
|x|∆(φ) , (1.6)

where |x| is the distance from the defect, ∆(φ) the (bulk) scaling dimension of φa and

a2
φ =


N + 8

4 + ε
(N + 8)2 log 4 +N2 − 3N − 22

8(N + 8) +O
(
ε2
)

d = 4− ε ,

0.55813N +O
(
N0
)

d = 3 and N →∞ .

(1.7)

Incidentally, we notice that the large N limit of the ε-expansion result is numerically close
to the correct one all the way to ε = 1 (see figure 6). Unfortunately there are no Monte
Carlo results available for comparison of the normalized one-point function (1.6) (or other
observables).8

Finally we also studied the g-function of the defect. In sections 3.3 and 4.4 we obtain
that its value at the fixed point is

log g =


−N + 8

16 ε+O
(
ε2
)

d = 4− ε

−0.153673N +O
(
N0) d = 3 and N →∞

(1.8)

log g is negative in agreement with the g-theorem. Notice that for N → ∞ we get that
g → 0 exponentially.

We finally mention that in appendix A we analyze the defect in the ordered phase,
which is gapless for N > 1. There we show that, in d = 3, the defect coupling is marginally
irrelevant and thus leads to a logarithmic correction to the one-point function of the bulk
order parameter, as well as to other defect correlators. These findings might be relevant
for future Monte Carlo studies utilizing symmetry breaking defects as in [10, 11]. It would
be nice to observe this logarithmic correction in the future.

The rest of the paper is organized as follows. In section 2 we study the defect (1.3)
when the bulk theory is given by a free massless scalar, in which case the theory can be
solved exactly. In section 3 we study the DCFT for the Wilson-Fisher fixed point in the ε-
expansion. In section 4 we finally discuss the large N limit of the DCFT. We conclude with

8The unnormalized one-point function was studied in [16] to validate the DCFT scaling law (1.6);
unfortunately, the normalization of the two-point function in the absence of the defect is not reported.
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a brief outlook in section 5. In appendix A we discuss the case of a non-conformal ordered
bulk, while appendix B contains technical details on the calculation of the g-function in
4− ε dimensions.

2 Warm-up: localized magnetic field in free massless theory

Perhaps the simplest possible nontrivial line defect in QFT is (in Euclidean signature)

e−h
∫
dτφ , (2.1)

where φ is a free field in the bulk with action S =
∫
ddx 1

2(∂φ)2 and h has dimensions
of mass2−d/2, which means that h is a relevant perturbation of the trivial line defect in
d < 4 and an irrelevant perturbation of the trivial line defect in d > 4. In d = 4 it is
exactly marginal [40]. For a general approach to conformal defects in free scalar theories
see [41, 42].

It is straightforward to solve for the RG flow triggered by h in d < 4 since the bulk is
free. We consider the action

S =
∫
ddx

1
2(∂φ)2 + h

∫
γ
dσφ , (2.2)

where γµ(σ) is the worldline of the impurity and σ is a normalized coordinate on the
worldline. In d > 2, the equation of motion is solved by

φcl(x) = − h

(d− 2)Ωd−1

∫
γ
dσ

1
|x− γ(σ)|d−2 , Ωd−1 = 2πd/2

Γ(d/2) , (2.3)

where Ωd−1 is the volume of the d− 1-dimensional sphere.
Since the theory is free, the fluctuations around φcl(x) are insensitive to the existence

of the line defect. Therefore, if we consider a circular line defect of radius R we can compute
the defect partition function, normalized by the partition function of the theory without
the defect, as a function of R by simply plugging the classical solution back into the action.
We therefore find

g ≡ log (Zdefect/Zbulk) = πh2R4−d

(d− 2)Ωd−1

∫ 2π

0
dφ

1[
4 sin2(φ/2)

]d/2−1

= πh2R4−d
Γ
(

3
2 −

d
2

)
Γ
(
d
2 − 1

)
2d−1π

d−1
2 Γ

(
2− d

2

) .

(2.4)

The pole in d = 3 can be renormalized by the cosmological constant counterterm since
this divergence is linear in R. This divergence in d = 3 will cancel out from the defect
entropy, which we will soon compute.9 The pole in d = 5 on the other hand must be

9More can be said about the special case of d = 3. Since the renormalization group flow on the defect
is triggered by an operator of dimension 1/2, this example admits a couplings-space conformal anomaly
of the type studied in [43–45]. Indeed, the radius dependence of g in d = 3 contains, in addition to the
pure cosmological constant counterterm, a physical piece ∼ h2R logR, which upon rescaling R, due to the
logarithm, generates the cosmological constant counterterm. This is the signature of a conformal anomaly
in the space of couplings. We thank A. Schwimmer and S. Theisen for suggesting this point of view.
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Figure 2. Plot of the function c(d) (in red) in eq. (2.5).

renormalized by an extrinsic curvature counterterm, which is allowed in d = 5, since there
we have perturbed the trivial line defect by an irrelevant operator.

We can extract the defect entropy s from log g by applying the operator (1 − R ∂
∂R),

hence, we find
s = πh2R4−dc(d) , (2.5)

where we defined

c(d) ≡ −
Γ
(

5
2 −

d
2

)
Γ
(
d
2 − 1

)
2d−2π

d−1
2 Γ

(
2− d

2

) . (2.6)

The function c(d) is shown in figure 2. It is negative for d < 4, it vanishes in d = 4 and
it is positive for 4 < d < 5; at d = 5 it has a pole associated with the aforementioned
extrinsic curvature counterterm, that, unlike the cosmological constant, is not subtracted
by the differential operator (1−R ∂

∂R). For concreteness, in d = 3 we find s = − 1
2π3/2πh

2R.
We see that the defect entropy in the ultraviolet (R → 0) is vanishing as expected (since
the line defect is trivial) and in the infrared (R → ∞) s → −∞ which is consistent with
the g-theorem [7], as s monotonically decreases. Somewhat pathologically, the flow never
terminates in an infrared DCFT. The same is true for all 2 < d < 4. This behavior of the
renormalization group flow on the line defect is perhaps only possible in theories with a
moduli space of bulk vacua. In CFTs with finitely many degrees of freedom and a single
vacuum, we expect that the renormalization group flow on line defects will terminate in
a healthy DCFT with g > 0 (or s =finite).10 We note that in large N theories a natural
behavior is s = −N s0 + . . . (an example of which we will see soon), and hence formally
s → −∞ as N → ∞. This divergence is however unrelated to that of the free theory and
we would not characterize it as pathological.

The situation in d = 4 is that the defect entropy s is independent of h and we get
s = 0 for all h. In d = 4 h should be thought of as an exactly marginal parameter on the

10Perhaps relatedly, lower (and upper) bounds on g in 2d BCFTs were obtained in [46, 47], under the
assumption of a sufficiently large gap in the spectrum of bulk operators.
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defect and the fact that s is independent of it is consistent with the g-theorem. Various
other quantities, such as the energy-momentum tensor away from the defect and the one-
point function of φ do depend on h [40] and hence this exactly marginal parameter is not
entirely trivial.

We end this section by providing an explicit check of the gradient formula recently
proven in [7]. This states that the dependence of the defect entropy on the size of the loop
R, or equivalently on the RG scale, is determined by the following equation:

R
∂s

∂R
= −

∫
dσ1

∫
dσ2 〈TD(σ1)TD(σ2)〉c

[
1− cos

(
σ1 − σ2
R

)]
, (2.7)

where TD is the defect stress tensor and 〈TD(σ1)TD(σ2)〉c is its connected two-point func-
tion. In the simple model (2.1) the defect stress tensor and its two-point function can be
computed exactly:

TD(σ) = βhφ (γ(σ)) =⇒ 〈TD(σ1)TD(σ2)〉c = β2
h

(d− 2)Ωd−1Rd−2
1[

4 sin2
(
φ1−φ2

2

)] d−2
2
,

(2.8)
where βh = d−4

2 h is the beta function of the coupling. Using eq. (2.8) to evaluate the
integral on the right hand side of eq. (2.7) we find:

−
∫
dσ1

∫
dσ2 〈TD(σ1)TD(σ2)〉c

[
1− cos

(
σ1 − σ2
R

)]
= (4− d)πh2R4−dc(d) . (2.9)

Using this result one easily sees that the defect entropy (2.5) indeed satisfies eq. (2.7).

3 Epsilon expansion results

3.1 The bulk fixed point of the O(N) model

We consider the O(N) Wilson-Fisher model in d = 4− ε dimensions. The action reads

S =
∫
ddx

[1
2(∂φa)2 + λ0

4!
(
φ2
a

)2
]
. (3.1)

We tuned the mass term to zero to focus on the critical point.11 The model can be studied
by expanding perturbatively in the coupling λ0 and using the propagator

〈φa(x)φb(0)〉λ=0 = δab
(d− 2)Ωd−1|x|d−2 ≡ δabG(x) , (3.2)

where Ωd−1 = 2πd/2

Γ(d/2) is the volume of the d − 1-dimensional sphere. In the following we
review some basic results that we will need in our analysis; further details may be found
in [48].

11In the dimensional regularization scheme that we will use here the critical point appears when there is
no bare mass term in (3.1). In other regularization schemes a bare mass term could be necessary to tune
to the critical point.
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We work in dimensional regularization within the minimal subtraction scheme, for
which the relation between the bare coupling and the renormalized (physical) one is ex-
pressed through an ascending series of poles at ε = 0 [49]:

λ0 = M ε
(
λ+ δλ

ε
+ δ2λ

ε2 + . . .

)
, (3.3)

where M is the sliding scale. To two-loop order only δλ and δ2λ are nonzero and read [48]:

δλ = N + 8
3

λ2

(4π)2 −
3N + 14

6
λ3

(4π)4 +O
(

λ4

(4π)6

)
,

δ2λ = (N + 8)2

9
λ3

(4π)4 +O
(

λ4

(4π)6

)
.

(3.4)

From eq. (3.3) we easily extract the beta function of the coupling

∂λ

∂ logM ≡ βλ = −ελ+ λ
∂δλ

∂λ
− δλ

= −ελ+ N + 8
3

λ2

(4π)2 −
14 + 3N

3
λ3

(4π)4 +O
(

λ4

(4π)6

)
.

(3.5)

The beta function (3.5) admits a zero β(λ∗) = 0 at the Wilson-Fisher fixed point, for
which:

λ∗
(4π)2 = 3ε

N + 8 + 9(3N + 14)ε2

(N + 8)3 +O
(
ε3
)
. (3.6)

The fixed point that describes the long distance behavior of correlation functions is O(N)
invariant and weakly coupled for ε � 1. Notice also that λ∗ ∼ 1/N in the large N limit.
We focus on this fixed point in what follows.

The bare fundamental field is related to the renormalized one as

φa(x) = Zφ [φa] (x) , (3.7)

where [φa] is the renormalized field and Zφ is the wave-function renormalization. Similarly
to eq. (3.3), Zφ is given by an ascending series of poles; to two-loop order it reads

Zφ = 1− (N + 2)
72

λ2

(4π)4ε
+O

(
λ3

(4π)6

)
. (3.8)

From Zφ we extract the anomalous dimension of the field:

γφ = βλ
∂ logZφ
∂λ

= (N + 2)
36

λ2

(4π)4 +O
(

λ3

(4π)6

)
. (3.9)

At the fixed point the anomalous dimension (3.9) is a physical quantity, which is the
difference between the scaling dimension ∆(φ) and the engineering (mean field) dimension
d−2

2 for the operator [φ]. Thus,

∆(φ) = d− 2
2 + γφ(λ∗) , γφ(λ∗) = (N + 2)ε2

4(N + 8)2 +O
(
ε3
)
. (3.10)
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The two-point function of the operator [φ] thus decays as |x|−2∆(φ) at the fixed point.
For future reference, we will also need the normalization of the two-point function in the
particular scheme we are working with:

〈[φa] (x) [φb] (0)〉 =
N 2
φ

|x|2∆(φ) , N 2
φ = 1

(d− 2)Ωd−1

[
1 +O

(
ε2
)]

. (3.11)

3.2 The defect fixed point

We now consider the model (3.1) in the presence of a symmetry breaking perturbation
localized on a one-dimensional worldline. As explained in the introduction, this amounts
to modifying the action (3.1) via a linear term in φ1 integrated on the worldline x = x(τ).
The parameter τ on the worldline is assumed to be the proper time, i.e. |dx/dτ | = 1. The
action is thus modified to

S → S + h0

∫
D
dτ φ1 (x(τ)) , (3.12)

where the magnetic field h0 explicitly breaks the O(N) symmetry to O(N−1) forN > 1 and
fully breaks the Z2 symmetry for N = 1. h0 should be interpreted as a defect coupling,
and like all bare couplings, it is subject to renormalization. Physically this means that
the effective external magnetic field observed at the impurity is scale dependent. We
renormalize the defect coupling similarly to eq. (3.3):

h0 = M ε/2
(
h+ δh

ε
+ δ2h

ε2 + . . .

)
. (3.13)

In the following we will mostly be interested in the physical setup of a straight line
defect, located at x = 0 in the coordinates xµ = (τ,x). Notice that, up to rotations of the
order parameter, for small enough ε, the operator φ1 in eq. (3.12) is obviously the only
possible relevant defect perturbation, if in the ultraviolet we have the trivial line defect.12
In fact, this is true also in d = 3, in which case it is known from Monte Carlo and bootstrap
data [50, 51] that φa is the only operator with dimension smaller than one. Therefore, for
3 ≤ d < 4 the model (3.12) describes the only relevant perturbation of the trivial line
defect with gUV = 1.

We solved exactly the DQFT (3.12) at zero coupling λ = 0 in section 2, where we
found that in d < 4, the defect coupling h grows indefinitely under the defect RG flow,
without ever reaching an IR DCFT. We will now show that the situation is different for
the bulk interacting theory, for which the IR limit defines a non-trivial stable DCFT with
defect coupling h∗ ∼ O(1). (If factors of N are restored then h∗ ∼ O(

√
N).)

To demonstrate the existence of a stable infrared DCFT in the epsilon expansion we
extract the coefficients of the singular terms in the relation (3.13). We compute the singular
terms by requiring that the one-point function of the renormalized fundamental field at
distance |x| from the defect is finite in the limit ε→ 0 for arbitrary values of λ and h:

〈[φa] (0,x)〉 = finite . (3.14)

12If we allow for additional degrees of freedom localized on the line we can model spin impurities in
materials, see e.g. [19–23, 26] in a similar context.
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(a) (b) (c) (d) (e)

Figure 3. Diagrams contributing to the one-point function of φa. Scalar propagators are repre-
sented by dashed lines, the defect is denoted by a solid line. Bulk quartic vertices are denoted by
squares, h-insertions by solid circles on the defect. Figure 3(a) is the tree-level, figure 3(b) is the
one-loop contribution and the diagrams 3(c), 3(d) and 3(e) are two-loop.

The diagrams contributing to the one-point function to two-loop order are shown in fig-
ure 3. Notice that while we work perturbatively in the bulk coupling λ (which we know is
parametrically small in the epsilon expansion), we do not assume that the defect coupling
h is small. This means that, at every order in perturbation theory we need to include
diagrams with an arbitrary number of insertions of h at the defect. This is easy in prac-
tice, as the number of possible h insertions is finite at every fixed order in λ.13 Using the
propagator (3.2), a straightforward calculation leads to

δh = λ

(4π)2
h3

12 + λ2

(4π)4

(
N + 2

72 h− N + 8
108 h3 − h5

48

)
+O

(
λ3

(4π)6

)
, (3.15)

δ2h = λ2

(4π)4

(
N + 8

108 h3 + h5

96

)
+O

(
λ3

(4π)6

)
. (3.16)

Using the independence of the bare coupling h0 from the sliding scale, from eq. (3.13) we
find the beta-function of the defect coupling to order O

(
λ2):

βh = −ε2h+ 1
2h
∂δh

∂h
+ λ

∂δh

∂λ
− 1

2δh

= −ε2h+ λ

(4π)2
h3

6 + λ2

(4π)4

(
N + 2

36 h− N + 8
36 h3 − h5

12

)
+O

(
λ3

(4π)6

)
.

(3.17)

The beta function for h was previously obtained in [18].14 Notice that eqs. (3.15) and (3.17)
hold for arbitrary, small, bulk coupling λ (which does not have to be at the fixed point
λ∗). Using that at the bulk fixed point λ∗ ∼ ε (see eq. (3.6)) we can find an attractive IR
DCFT at the zero of βh by working perturbatively in ε:

h2
∗ = (N + 8) + ε

4N2 + 45N + 170
2N + 16 +O

(
ε2
)
. (3.18)

13Alternatively, we could treat the defect as a source, solve perturbatively in λ for the classical profile
and then expand the action around the corresponding non-trivial solution. This would require regularizing
the delta function in the corresponding equation of motion, allowing one to extract the terms of order
λnh2n+1 from the regularization of the classical saddle point profile [52]. At loop level one would however
need to work with the propagator in a non-trivial symmetry breaking background. We thus found it easier
to expand around φa = 0 as explained in the main text.

14Notice that the couplings in [18] are normalized differently.
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dimension SO(d− 2) rep. O(N − 1) rep. protected comments
φ̂1 (3.19) scalar singlet no

φ̂a, a = 2, . . . , N 1 scalar vector yes only N ≥ 2

Table 1. Defect operators with scaling dimension close to 1.

We emphasize that, unlike the bulk coupling λ∗, the defect coupling at the fixed point
is not small. Nevertheless its value is trustworthy, since throughout this section we were
working nonperturbatively in h. We remark that h2

∗ ∼ N at large N ; this fact will play
an important role in the next section, where we discuss the solution of the model (3.12) in
the N →∞ limit.

3.3 The lowest dimension operators and the g-function

We now analyze the DCFT defined by eq. (3.18). In this section we consider the two lowest
dimension operators and the g-function of the theory. Additional observables are discussed
in section 3.5.

Let us consider first the operator spectrum. As a reminder, defect operators are
naturally classified by their transformations under the conformal group SL(2,R), their
transverse spin under the SO(d − 1) rotations which leave the defect invariant, and their
representation under the unbroken O(N − 1) internal group. In general, the spectrum
of dimensions of defect operators and bulk operators are different. Consequently, defect
operators require their own wave-function renormalization. Below we will denote defect
operators with a hat. Furthermore, â = 2, . . . , N denotes a vector index of O(N − 1).

The two lowest dimension operators on the defect are φ̂1 and, for N ≥ 2, the O(N −1)
vector φ̂â. In the ultraviolet DCFT with h = 0 their dimensions coincide with the bulk
dimension of φa, which was quoted in (3.10). In the infrared DCFT their scaling dimensions
are summarized in table 1.

Most importantly, while at the UV DCFT we have ∆(φ̂1) < 1, which is why the
perturbation by φ̂1 is relevant in the first place, in the infrared DCFT (for d < 4), ∆(φ̂1) >
1. Indeed ∆(φ̂1) can be computed from the derivative of the beta function (3.17) [53]:

∆(φ̂1) = 1 + ∂βh
∂h

∣∣∣∣
h=h∗

= 1 + ε− ε2 3N2 + 49N + 194
2(N + 8)2 +O

(
ε3
)
. (3.19)

A numerological curiosity is that the coefficient of the 2-loop correction depends very weakly
on N . (And the coefficient of the 1-loop correction is entirely N independent.)

The operator φ̂â is quite interesting. In the UV DCFT its dimension is again smaller
than 1 since the full O(N) symmetry is unbroken. However the infrared DCFT preserves
only the O(N − 1) subgroup and φ̂â thus becomes a displacement operator in the inter-
nal O(N) space. Such operators are protected and are sometimes referred to as “tilt”
operators:15

∆(φ̂â) = 1 (exact) . (3.21)
15These operators can be shown to be protected using Ward identities, see [54] for a comprehensive

review. An intuitive argument is as follows: by the equations of motion φ̂â parametrizes the breaking of
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(a) (b)

Figure 4. Diagrams contributing to the g-function. The notation is as in figure 3. Figure 4(a) is
O
(
λ0), while the diagram in figure 4(b) is O (λ).

Notice that ∆(φ̂â) = 1 does not coincide with the engineering dimension for d < 4, nor
does it coincide with the UV DCFT dimension. These facts imply nontrivial conspiracies
between bulk and boundary loop corrections. We checked that diagrammatically to one-
loop order the tilt operator indeed has dimension 1.

Note also that this defect is truly infrared stable; there are no symmetry preserving or
symmetry breaking relevant defect operators.

We now consider the defect g-function. As we reviewed in the introduction, the g-
function is a useful characterization of the defect RG flow and it is defined as the partition
function in the presence of the defect on a circle of radius R normalized by the partition
function without it:

log g ≡ log
(
Zbulk+defect/Zbulk

)
, (3.22)

where Zbulk+defect refers to the partition function of the full theory including the defect,
and Zbulk refers to the partition function of the bulk theory alone. In computing the g-
function we assume that the bulk is tuned to the critical point, but we work at arbitrary
defect coupling. Notice that from the definition (3.22) g = 1 for the trivial defect.

To one loop order we find the following result

log g = h2
0

2

∫
D
dτ1

∫
D
dτ2G (x(τ1), x(τ2))− h4

0λ0
4!

∫
ddy

[∫
D
dτ G (y − x(τ))

]4
+O

(
λ2
)
,

(3.23)
where the defect is placed on the curve xµ(τ) = R (cos τ/R, sin τ/R, 0, . . .) and the propa-
gator is given in eq. (3.2). The diagrams contributing to eq. (3.23) are shown in figure 4.
We use the following results:∫

D
dτ1

∫
D
dτ2G (x(τ1), x(τ2)) = −ε4 +O

(
ε2
)
, (3.24)∫

ddy

[∫
D
dτ G (y − x(τ))

]4
= − 1

16π2 +O (ε) . (3.25)

the internal symmetry by the defect,
∂µJ

µ
1â = h0φ̂âδ

d−1
D , (3.20)

where Jµ1â = φ1∂
µφâ − φâ∂µφ1 are the Noether currents for the generators broken by the defect and δd−1

D

is a delta function localized at the defect. Since the bulk current has protected dimension ∆(J) = d − 1,
the Ward identity (3.20) requires the protected dimension (3.21) for consistency. Notice that, even though
eq. (3.20) was derived from classical considerations, quantum effects can only contribute (at most) with
small corrections to the proportionality coefficient on the r.h.s. of eq. (3.20) and thus do not affect the
argument.

– 14 –



J
H
E
P
0
2
(
2
0
2
2
)
1
3
4

Eq. (3.24) was previously obtained in (2.4) and it is consistent with the fact that in d = 4
the defect coupling h is exactly marginal. The integral in eq. (3.25) is rather subtle and
we detail its evaluation in appendix B. Using then the relation in eqs. (3.13) and (3.15)
between the bare and renormalized coupling we find

log g = −ε8h
2 + λ∗

h4

768π2 +O
(
λ2
∗

)
, (3.26)

whose value at the fixed point is

log g|h=h∗ = −8 +N

16 ε+O
(
ε2
)
. (3.27)

Notice that log g ∼ −N at the fixed point in the large N limit. However it is always finite
for finite N , unlike the case of a free bulk theory discussed in section 2.

We may use the relations (3.26) and (3.27) to verify the g-theorem recently proven
in [7] (see also [4–6, 8, 9]). To this aim, we recall that from the defect (3.22) one obtains
the defect entropy s through:

s =
(

1−R ∂

∂R

)
log g . (3.28)

Using the Callan-Symanzik equation (R∂/∂R + βh∂/∂h) log g = 0, we see that log g and
s in general coincide to the leading nontrivial order in perturbation theory and they are
equal at the fixed points.16 This implies:

g|h=h∗ < g|h=0 = 1 , (3.29)

in agreement with eq. (3.27). Additionally, the defect entropy obeys the following gradient
equation:

M
∂s

∂M
= −

∫ 2πR

0
dτ1

∫ 2πR

0
dτ2 〈TD(τ1)TD(τ2)〉

[
1− cos

(
τ1 − τ2
R

)]
, (3.30)

where TD is the defect stress tensor. We may verify this equation in perturbation theory
using that TD = βhφa in eq. (3.30). Evaluating the derivative with respect to M with the
Callan-Symanzik equation to the first nontrivial order this gives:

∂ log g
∂h

= βh
2 , (3.31)

which is satisfied by eqs. (3.26) and (3.17).

3.4 Exact results in d = 2 and Padé extrapolation to d = 3

Before discussing more predictions from the epsilon expansion, let us pause and discuss
what we can learn from the results in the previous section about the physical DCFT
in d = 3.

16Strictly speaking this is true only in mass independent schemes, such as the one we are using, where
no cosmological constant counterterm is generated at the quantum level.
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As often happens in the epsilon expansion, for some quantities, the two-loop correction
dominates over the leading orders upon setting ε = 1 (i.e. three spacetime dimensions). For
instance, in our case, the O(ε2) term in eq. (3.19) becomes larger than the leading order
one upon setting ε = 1. The extrapolation of the scaling dimensions and the one-point
function coefficients to d = 3 should be therefore done with care.

We will improve the situation in two ways. First, in this section we will solve the d = 2
case for N = 1 exactly. We will also briefly comment on the expected result for N ≥ 2 for
d → 2, leaving a detailed explanation for the future. This will allow us to generate more
stable numerical predictions via a Padé approximation. Second, we will solve the model at
large N exactly for arbitrary d in the next section. Of course, in the future, higher orders
in the epsilon and 1/N expansions can be computed and yet more precise predictions can
be obtained.

For N = 1 in d = 2 the defect (3.12) corresponds to perturbing the trivial conformal
interface of the Ising model with the lowest Z2 odd primary operator, σ. Since ∆(σ) = 1/8
this is a relevant perturbation and the endpoint of the defect RG must thus be given by a
conformal interface with g < 1. In fact σ is the only relevant defect perturbation since ε, the
lowest dimension Z2 even primary operator, can be shown to be exactly marginal [55–57].
The conformal interfaces for the Ising model have been exhaustively classified in [56, 57].
The most stable fixed point has g = 1/2 and it is given by the product of two “Dirichlet”
boundary conditions for the two copies (left and right) of the Ising CFT.17 This g = 1/2
interface has no relevant perturbations and thus should describe the IR limit of the defect
RG flow at hand.18

The Dirichlet boundary condition in the Ising CFT was solved long ago by Cardy [58]
building on Ishibashi’s work [59]. The spectrum of boundary operators is just given by the
Virasoro descendants of the identity. The lowest dimension descendant is the displacement
operator D̂ whose dimension is 2.

Now we fuse two Dirichlet boundary conditions and get our desired conformal interface.
This has thus two defect operators of dimension 2. One linear combination is parity odd
and becomes the true displacement operator of the conformal interface, while the other
one is parity even and expectedly becomes the infrared version of the defect perturbation;
this is thus identified with the d = 2 limit of the operator φ̂1.19

17Since there are two Dirichlet boundary conditions in the Ising model, corresponding to spin up or down,
we have to specify which of the four different ways to glue two such Dirichlet boundary conditions we choose
to be the end point of our RG flow. Depending on the sign of h0 in (3.12), we have to choose |+〉〈+| or
|−〉〈−|.

18Anecdotally, notice that the value g = 1/2 in d = 2 is not tremendously off from taking ε = 2 and
N = 1 in (3.27), which gives g ' exp

[
− 9

16 × 2
]
' 0.32.

19It is also possible to obtain the one-point functions coefficient for the (normalized) bulk primary oper-
ators σ and ε:

〈σ(0, x⊥)〉 = aσ
|x⊥|1/8 , 〈ε(0, x⊥)〉 = aε

|x⊥|
. (3.32)

where x⊥ denotes the coordinate transverse to the interface at x⊥ = 0. We find

aσ = 21/8 , aε = 2−1 . (3.33)

Eqs. (3.33) were obtained considering the explicit expansion of the Cardy state associated with the Dirichlet
boundary condition in terms of Ishibashi states as explained, e.g., in [60].
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Figure 5. Plot of the Padé approximants for ∆(φ̂1) as a function of ε = 4− d for N = 1.

Based on known results on symmetry breaking boundary conditions in the d = 2 + ε̃

expansion [61], we expect ∆(φ̂1) = 2 for d→ 2 also for N ≥ 2. In the following we assume
that this is indeed the case, and validate this expectation in the large N limit in the next
section. We plan to give more details about the N > 2 analysis and the special N = 2 case
in a future publication.

We can use the prediction ∆(φ̂1) = 2 in d = 2 to generate Padé approximants of
∆(φ̂1) in 2 ≤ d < 4 dimensions for the Ising model subject to the conditions that our Padé
approximants reproduce the expansion (3.19) in d = 4− ε and give ∆(φ̂1) = 2 in d = 2.

We thus obtain two asymmetric Padé approximants Padé[m,n] of order m + n = 3,
where m and n represent, respectively, the polynomial order of the numerator and the
denominator. The results are plotted in figure 5 for N = 1. It turns out however that the
result depends very weakly on N . To estimate the error we also consider two second-order
symmetric Padé approximants. One that we call Padé1-loop[1,1] is obtained from the 1-loop
truncation of eq. (3.19), ∆(φ̂1) ' 1 + ε, and the requirement ∆(φ̂1)|d=2 = 2. The other,
that we denote Padé2-loop[1,1] , is obtained from the 2-loop result in the epsilon expansion in
eq. (3.19) without any input in d = 2. Also these are shown in figure 5 for N = 1. In
practice, also these additional approximants depend very weakly on N . Notice however
that Padé2-loop[1,1] |ε=2 ≈ 1.5 is quite far from the correct two-dimensional result.

The results in d = 3 are the same for every N to two digits precision and are reported
in table 2. Overall, these approximations suggest that ∆(φ̂1) ≈ 1.55 for every N within
a conservative estimate of O(10%) uncertainty. We expect that the actual uncertainty is
only O(2%) coming from the difference between Padé[2,1] and Padé[1,2]. We will further
validate these results in the next section, where we will study the model in the large N
limit obtaining strikingly similar results.

3.5 Other observables

In this section we consider additional observables of interest in the DCFT (3.12) to one-
loop order in the ε-expansion. In particular, we consider the scaling dimension of the next
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Padé[2,1] Padé[1,2] Padé1-loop
[1,1] Padé2-loop

[1,1]

∆(φ̂1) 1.57 1.53 1.67 1.40

Table 2. Padé approximants of ∆(φ̂1) in d = 3.

six defect primary operators, whose dimension in the epsilon expansion is close to 2, as
well as the one-point functions of the three lowest dimension bulk operators. Our results
provide some insights on the organization of the DCFT spectrum that might apply also in
the physical theory in three dimensions. Additionally, we will use these results as a useful
benchmark of the large N analysis that we detail in the next section. However, we refrain
from discussing the limit ε→ 1 of our quantitative results, leaving this task for the future
together with the calculation of higher order terms in the expansion. The reader who is
not interested in the detailed predictions discussed here may skip directly to section 4.

Before focusing on observables which are specific to the DCFT, we remind the reader
about a few basic facts about bulk composite operators that will be needed in what follows.
In particular, we consider the two primary operators with engineering (mean field) scaling
dimension d − 2. One operator is the O(N) singlet φ2

a and, for N ≥ 2, we also have
the traceless-symmetric combination Tab = φaφb − δab φ2

c/N . These are multiplicatively
renormalized as in eq. (3.7):

φ2
a(x) = Zφ2

[
φ2
a

]
(x) , Tab(x) = ZT [Tab] (x) . (3.34)

The wave-function renormalizations and the anomalous dimensions at the fixed point to
one-loop order read20

Zφ2 = 1− λ(N + 2)
48π2ε

+O
(

λ2

(4π)4

)
=⇒ γφ2

λ=λ∗= N + 2
N + 8ε+O

(
ε2
)
, (3.35)

ZT = 1− λ

24π2ε
+O

(
λ2

(4π)4

)
=⇒ γT

λ=λ∗= 2
N + 8ε+O

(
ε2
)
. (3.36)

The anomalous dimensions are obtained as in eq. (3.9). Finally we also report the normal-
ization of the corresponding two-point functions:

〈
[
φ2
a

]
(x)

[
φ2
b

]
(0)〉 =

N 2
φ2

|x|2(d−2+γφ2) , (3.37)

〈[Tab] (x) [Tcd] (0)〉 = 1
2 (δacδbd + δadδbc − 2δabδcd/N) N 2

T

|x|2(d−2+γT ) , (3.38)

where

N 2
φ2 = 2N

(d− 2)2Ω2
d−1

[
1− ε(N + 2)(γE + 1 + log π)

N + 8 +O
(
ε2
)]

, (3.39)

N 2
T = 2

(d− 2)2Ω2
d−1

[
1− ε2(γE + 1 + log π)

N + 8 +O
(
ε2
)]

, (3.40)

with γE the Euler-Mascheroni constant.
20Higher order results for γT can be found, e.g., in [62, 63].
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dimension SO(d− 2) rep. O(N − 1) rep. protected comments
ŝ+ (3.46) scalar singlet no
ŝ− (3.46) scalar singlet no only N ≥ 2
V̂â (3.48) scalar vector no only N ≥ 2
T̂âb̂ (3.49) scalar tensor no only N ≥ 3
∇φ̂1 2 vector singlet yes
∇φ̂â (3.52) vector vector no only N ≥ 2

Table 3. Defect operators with scaling dimension close to 2 in the epsilon expansion.

We now consider defect operators whose dimension in the epsilon expansion is close to
2. Excluding SL(2,R) descendants, there are six such operators, summarized in table 3.
As in the case of bulk operators, the degeneracy between them is lifted at one-loop order
as we now discuss.

The four operators that transform as scalars under transverse rotations are linear
combinations of the product φ̂aφ̂b on the defect. As a reminder, this implies that to
extract their anomalous dimensions we need to consider a wave-function renormalization
matrix,

φ̂aφ̂b = Ẑcdab [φ̂cφ̂d] . (3.41)

To one-loop order, Ẑ is given by the following expressions:

Ẑcdab = δcaδ
d
b −

λ

48π2ε

[(
δabδ

cd + 2δcaδdb
)

+ h2

2
(
δcaδ

d
b + δcaδ

1
b δ
d
1 + δ1

aδ
c
1δ
d
b

)]
+O

(
λ2

(4π)4

)
.

(3.42)
It is easy to check that eq. (3.42) reduces to eqs. (3.35) and (3.36) for h = 0. From eq. (3.42)
we find the anomalous dimension matrix as follows:

γ̂ = Ẑ−1 dẐ

dM
= Ẑ−1

(
βλ
∂Ẑ

∂λ
+ βh

∂Ẑ

∂h

)
. (3.43)

Diagonalizing γ̂cdab we then obtain the scaling dimensions via ∆ = (d− 2) + γ̂.
Diagonalizing eq. (3.43) the two scalar singlets are identified with the following linear

combinations of φ̂2
a and φ̂2

1:

ŝ+ = N + 16−
√
N(N + 40) + 320

4(N + 8) φ̂2
a − φ̂2

1 , (3.44)

ŝ− = N + 16 +
√
N(N + 40) + 320

4(N + 8) φ̂2
a − φ̂2

1 . (3.45)

The corresponding scaling dimensions read

∆(ŝ±) = 2 + ε
3N + 20±

√
N(N + 40) + 320

2(N + 8) +O
(
ε2
)
. (3.46)

Notice that we defined them so that ∆(ŝ−) < ∆(ŝ+). For N = 1 only the operator ŝ+
exists, as can be seen by setting N = 1 in eq. (3.44) and using φ̂2

a = φ̂2
1.
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For N ≥ 3 there also exist an O(N − 1) vector and a traceless symmetric tensor
operator:

V̂â = φ̂1φ̂â , T̂âb̂ = φ̂âφ̂b̂ −
δâb̂

N − 1 φ̂
2
ĉ . (3.47)

For N = 2 only the vector V̂â exists. From eq. (3.42) we find that their scaling dimensions
are given by:

∆(V̂â) = 2 + ε

(
1 + 2

N + 8

)
+O

(
ε2
)
, (3.48)

∆(T̂âb̂) = 2 + 2ε
N + 8 +O

(
ε2
)
. (3.49)

Finally, let us consider the two operators with dimension close to 2 with transverse
unit spin:

∇φ̂1 and ∇φ̂â , (3.50)

where ∇ denotes the gradient in the directions transverse to the defect. These do not mix
due to their different transformation under O(N−1) and are multipliticatively renormalized
in a straightforward fashion. The second operator in eq. (3.50) is an O(N − 1) vector and
exists only for N ≥ 2. The operator ∇φ1 is the displacement operator [64]; it parametrizes
the breaking of translations induced by the defect and thus, similarly to the tilt operator
discussed around eq. (3.20), has protected dimension:

∆(∇φ̂1) = 2 (exact) . (3.51)

We checked that eq. (3.51) is indeed satisfied at one-loop order. The scaling dimension of
the operator ∇φâ is computed straightforwardly and reads:

∆(∇φ̂â) = 2− ε

3 +O
(
ε2
)
. (3.52)

Overall, comparing the results (3.46), (3.48), (3.49), (3.51) and (3.52) we conclude
that the order O(ε) corrections lead to the following ordering among the dimensions of
operators with dimension close to 2 in the epsilon expansion:

∆(∇φ̂â) < ∆(∇φ̂1) = 2 < ∆(T̂âb̂) < ∆(ŝ−) < ∆(V̂â) < ∆(ŝ+) . (3.53)

The extrapolation of eq. (3.53) to ε = 1 together with the inequality we have previously
established ∆(φ̂â) = 1 < ∆(φ̂1) < ∆(∇φ̂â) provides a detailed prediction for the organiza-
tion of the DCFT spectrum of the lowest dimension defect operators depending on their
quantum numbers under SO(d − 1) and O(N − 1). In the future this might be used as a
useful input for a numerical bootstrap analysis of this defect, along the lines of [28, 64–66].

Other natural observables of potential experimental interest are the expectation value
of bulk operators at finite distance from the defect. As a reminder, the form of the one-point
functions is fixed by conformal invariance up to a coefficient, which is the bulk-to-defect
OPE coefficient [64]. We computed this coefficient for the operators φa, φ2

a, and (for N > 1)
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Tab. In terms of the renormalized operators the one-point functions read

〈[φa] (x, 0)〉 = δ1
aNφ

aφ

|x|
d−2

2 +γφ
, (3.54)

〈
[
φ2
a

]
(x, 0)〉 = Nφ2

aφ2

|x|d−2+γφ2
, (3.55)

〈[Tab] (x, 0)〉 =
(
δ1
aδ

1
b − δab/N

)
NT

aT
|x|d−2+γT

, (3.56)

where we defined the coefficients aφ, aφ2 and aT after having extracted the normalization of
the two-point functions in the bulk in the absence of the defect, given in eqs. (3.11), (3.39)
and (3.40). The epsilon expansion predictions are

a2
φ = N + 8

4 + ε
(N + 8)2 log 4 +N2 − 3N − 22

8(N + 8) +O
(
ε2
)
, (3.57)

aφ2 = N + 8
4
√

2N

[
1 + ε

12(N + 8) log 2− 13N − 38
2(N + 8)2 +O

(
ε2
)]

, (3.58)

aT = N + 8
4
√

2

[
1 + ε

(N + 6)(N + 8) log 4 +N2 − 5N − 38
2(N + 8)2 +O

(
ε2
)]

. (3.59)

The result (3.57) for aφ was previously obtained in [18]. Notice that we would need to know
the O(ε2) correction to the fixed-point coupling (3.18) from a 3-loop calculation to extract
the O(ε2) corrections to the one-point functions. This is beyond the scope of this paper.

A final comment concerns with the large N limit of our results, which will be useful
in the next section. We notice in particular that from eq. (3.44) ŝ+ has a 1/N suppressed
overlap with the bulk operator φ2

a, and thus it drops out from its bulk-to-defect OPE in
the large N limit. We also notice that in the large N limit ∆(ŝ+) = 2∆(φ̂1), ∆(V̂â) =
∆(φ̂â) + ∆(φ̂1) and ∆(T̂âb̂) = 2∆(φ̂â) = 2, consistently with the interpretation of ŝ+, V̂â
and T̂âb̂ as double-traces that we will provide in section 4. We also notice from eqs (3.57)
and (3.59) that in the large N limit aφ2 does not receive corrections at order O(ε) and that
NTaT = (Nφaφ)2 up to 1/N corrections. The latter result is compatible with the known
fact that Tab can be thought as double-trace operators in the large N limit.

4 Large N analysis

4.1 Saddle point analysis of the DCFT

First, let us review some salient features of the large N limit of the O(N) Wilson-Fisher
CFTs. One convenient description of the O(N) CFTs is through a Lagrangian which
describes a perturbation of N free fields by an O(N) symmetric quartic interaction

S =
∫
ddx

[1
2(∂φa)2 + λ

N

(
φ2
a

)2
]
. (4.1)

The normalization of the quartic vertex, which now differs from that in eq. (3.1), contains
an explicit 1/N factor which guarantees a smooth large N limit for all correlation functions
where the distances between local operators do not scale with N . The quartic perturbation
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is relevant for d < 4 and marginally irrelevant for d = 4. It is implicit that we are fine
tuning the mass term to a fixed point, if such exists.

To leading order in the 1/N expansion the computation of 〈φa(x)φb(0)〉 is straightfor-
ward since one can entirely ignore the quartic interaction.21 Therefore, the corresponding
two-point function is just given by the free propagator (3.2), that we repeat here for con-
venience

〈φa(x)φb(0)〉 = δab
(d− 2)Ωd−1|x|d−2 ≡

N 2
φ

|x|d−2 . (4.2)

Therefore φa in the largeN limit, to leading order, is a free field of scaling dimension d/2−1.
The two-point function 〈φ2

a(x1)φ2
b(x2)〉 has a more interesting large N limit. To leading

order we need to resum all the “sausage diagrams.” This can be done as a geometric series
in momentum space (see [67] for a review). The result can be written for all distance scales,
but for our purposes we are only interested in the nontrivial (infrared) bulk CFT so we
quote the result at long distances

〈φ2
a(x)φ2

b(0)〉 = N

λ2 sin(πd/2)2d−2Γ(d/2− 1/2)
π

3
2 Γ(d/2− 2)

1
x4 . (4.3)

Clearly then, to leading in the large N limit, the operator φ2
a has scaling dimension 2 at

the nontrivial O(N) invariant fixed point.
Now let us consider the problem of the line operator

e−
√
Nh
∫
dτφ1 (4.4)

in the O(N) Wilson-Fisher fixed point. The normalization of the line operator makes it
manifest that there is again a smooth large N limit for distances on or from the line defect
which do not scale with N . The symmetry is now explicitly broken to O(N −1) due to the
line operator. The coefficient h is dimensionful and relevant for d < 4 and exactly marginal
for d = 4 (since in d = 4 the bulk is free, this case reduces to our discussion in section 2).
We are most interested in the infrared limit of this line defect, which as we argued before,
must be a nontrivial DCFT due to the g-theorem.

It is not trivial to evaluate the properties of the line defect (4.4) in the large N limit.
Indeed, imagine trying to compute the g function. Lowering φ1 from the exponent 2L times
would lead to a contribution of order NL from diagrams where the quartic vertex is not
utilized but there are contributions of order NL−1 and NL−2 etc which include the quartic
vertex. Therefore to obtain a sensible result in the large N limit some re-summation is
required. The same comment applies to correlation functions in the presence of the defect
in the large N limit.

Since we will be from now on interested only in the case that the bulk is at the
fixed point, we will employ the Hubbard-Stratonovich transformation and replace the bulk
action (4.1) with

S =
∫
ddx

[1
2(∂φa)2 + 1

2sφaφa
]
, (4.5)

21The implicit fine tuning of the mass term is important since that allows us to set to zero the “tadpole
diagram” which is not suppressed at large N .
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where s is a field we path integrate over and it essentially replaces φ2
a in the formulation (4.1)

(again, see the review [67]). We find

〈s(x)s(0)〉 = 16
N

sin(πd/2)2d−2Γ(d/2− 1/2)
π

3
2 Γ(d/2− 2)

1
x4 . (4.6)

The advantage of this formulation is that no infrared limit needs to be taken to obtain the
correlators of the O(N) Wilson-Fisher model.

In the formulation (4.5) we can model the line defect (4.4) by adding a term to the
action

S =
∫
ddx

[1
2(∂φa)2 + 1

2sφaφa +
√
NJaφa

]
, (4.7)

where Ja = δa1hδ
(d−1)(x⊥).

Below we will show that the large N limit of (4.7) can be understood by an expansion
around a new saddle point and the 1/N corrections arise from the standard semiclassical
expansion around that saddle point. Our approach generalizes the one used to study the
O(N) model in the presence of a boundary [68–72]. Our approach allows us to derive many
exact results about the large N limit of the line operator (4.4).22

We can rewrite the action (4.7) as23

S =
∫
ddx

[
1
2

(
φa +

√
N

−� + s
Ja
)

(−� + s)
(
φa +

√
N

−� + s
Ja
)]
−1

2NJ
a 1
−� + s

Ja , (4.8)

Now we perform a formal change of variables φa = δφa −
√
N

−�+sJ
a to recast the action in

the form
S =

∫
ddx

[1
2δφa(−� + s)δφa

]
− 1

2NJ
a 1
−� + s

Ja , (4.9)

where both terms are formally of order N .
It is worth dwelling for a moment on the change of variables φa = δφa −

√
N

−�+sJ
a.

Since s(x) is an operator, after the change of variables, δφ1 is no longer a local operator
necessarily obeying the usual rules for local operators in quantum field theory. Also note
that after the change of variables, an apparent O(N) symmetry emerges even though the
defect obviously only preserves O(N − 1). This is again due to the new δφ1 field being a
non-local field. Yet, this change of variables is formally allowed in the path integral.

We can integrate out the φa fields exactly and obtain an effective action for the single
degree of freedom s:

Seff[s] = N

[1
2 log det(−� + s)− 1

2J
a 1
−� + s

Ja
]
. (4.10)

22Previous works [20, 26] studied the large N limit for various models coupled to impurities, generalizing
an analogous approach to the multi-channel Kondo problem [3, 73–75]. In that setup however the impurity
does not generate a non-trivial one-point function for the bulk fields to leading order in N , and thus the
saddle point affects only the fields on the impurity to leading order in N . This is different from what
happens in the model (4.7), in which both φa and s have non-trivial one-point function at leading order,
as we show below.

23We use the notation Ja 1
−�+sJ

a =
∫
ddx

∫
ddy Ja(x)

(
1

−�+s

)
(x, y)Ja(y).
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Therefore N acts as ~−1 as usual and we need to find the new saddle point for s,
which replaces the usual saddle point s = 0 in the absence of the sources. This formalism
describes the large N limit of a line defect which flows from the trivial line defect (h = 0) to
a nontrivial infrared DCFT with g < 1. Here we will not attempt to solve for this RG flow
(though this should be possible in principle), but, from now on, we will instead directly
look for a self-consistent solution that describes the infrared DCFT.

A solution obeying the DCFT symmetry principles must, in the large N limit, obey

〈s〉 = s0
x2
⊥
, (4.11)

where s0 is a dimensionless coefficient that needs to be determined. Since the fluctuations of
s are highly suppressed in the large N limit due to (4.10), this one-point function represents
the classical profile around which s can be expanded with small corrections,

s = s0
x2
⊥

+ δs , (4.12)

with δs being of order 1/
√
N .

The value of s0 can be obtained by the following trick. Since the action (4.9) formally
restores the O(N) symmetry we have 〈δφa〉 = 0 in the vacuum. This means that in terms
of the original fields, for a 6= 1, we have 〈φa〉 = 0 which of course just means that we have
O(N − 1) symmetry while for a = 1 we have

〈φ1〉 = −h
√
N
〈 1
−� + s

δ(d−1)(x⊥)
〉
. (4.13)

Here we use the large N approximation to replace, to leading order, s with its VEV s0
x2
⊥
.

Therefore we have

〈φ1〉 = −h
√
N

1
−� + s0

x2
⊥

δ(d−1)(x⊥) +O
(
N−1/2

)
. (4.14)

We must choose s0 in such a way that the right hand side in (4.14) decays as 1
x
d/2−1
⊥

, which
is forced by the conformal invariance of the bulk and the line defect. This means that(

∂2

∂x2
⊥

+ d− 2
x⊥

∂

∂x⊥
− s0
x2
⊥

)
1

x
d/2−1
⊥

= 0 (4.15)

has to be obeyed for x⊥ 6= 0. Therefore we obtain24

s0 = (4− d)(d− 2)
4 . (4.16)

24In ref. [18] the authors also set out to analyze the line defect at large N using the collective field
formulation given in eq. (4.10). Our results disagree: in ref. [18] the saddle point was not identified
correctly and this problem propagated into their subsequent calculations.

Ref. [18] considered the same Ansatz in eq. (4.11) for the saddle point, but they attempted to capture
the entire defect RG flow with it. The Ansatz is too restrictive for that purpose, as it can only capture the
IR DCFT. This then leads to inconsistent equations of motion: concretely they obtain s0 = (5− 2d)/4 in
their eq. (68) (they denote s0 with v), which disagrees with our result in eq. (4.16). The IR limit of 〈φ1〉 in
their eq. (67) (that they denote by σ) then does not solve the equation of motion (4.15) (or eq. (47) in [18]).
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Dividing by the normalization of the two-point function (4.6), eq. (4.16) provides a predic-
tion for the one-point function of s in the large N limit:25

as ≡
s0√

〈s(∞)s(0)〉
=
√
N
π3/4(4− d)(d− 2)

√
Γ
(
d−4

2

)
8
√

2d sin
(
πd
2

)
Γ
(
d−1

2

)
d=3= π

√
N

16 .

(4.17)

Let us compare eq. (4.17) with the epsilon expansion result in eq. (3.58) (where we
denoted the operator s with φ2). Retaining terms up to order O(ε) we have

as
d=4−ε=

√
N

4
√

2
+ 0 · ε+O(ε2) . (4.18)

The first term on the right hand side can be reproduced with classical physics while to
reproduce the vanishing of the linear term in ε, a nontrivial computation involving radiative
corrections is required. Both the ε0 term and the lack of a term proportional to ε were
established in section 3.5, in perfect agreement with our large N results.

Now that we have determined the classical profile for s, we can obtain more DCFT
data. For a 6= 1, δφa = φa, and hence the two-point function of φa 6=1 is given to leading
order in the 1/N expansion by the Green’s function for the operator −�+ s0

x2
⊥
. This Green’s

function admits an expansion involving the modified Bessel functions of the first and second
kind depending on |ω|x⊥, where ω is the frequency in the direction tangent to the line
defect. From this we can read the powers of x⊥ that can appear when one of the operators
approaches the defect and hence the spectrum of defect operator dimensions [64, 76]. We
find the defect operator dimensions:

∆̂` = 1
2 +

√
1
4 + `(`+ d− 3) , (4.19)

with non-negative integer `, corresponding to the transverse spin. These are the dimensions
of the primary operators that appear in the bulk-to-defect expansion of φa 6=1. Therefore,
these operators are all in the vector representation of O(N − 1). For ` = 0 we get ∆̂0 = 1
and this is very encouraging since this is identified with the tilt operator. This operator has
dimension ∆̂ = 1 for all N and all d where the DCFT makes sense. Another immediate
consistency check is to set d = 4, where (4.19) gives integers for all `, which is again
encouraging since the DCFT is essentially free in d = 4 and hence the spectrum of defect
operators coincides with the bulk spectrum of operators. Finally it is also simple to see that,
setting d = 4− ε, the scaling dimension (4.19) for the ` = 1 operator matches the one-loop
epsilon expansion result for the operator ∇φ̂â obtained in eq. (3.52). Of course, there also
exist composite defect operators made out of products (and derivatives) of the operators

25It is not straightforward to evaluate the normalization of the left-hand side of (4.14) since h is a
dimensionful parameter and we need to first carefully regularize the Green’s function. We will get back to
evaluating the normalization of 〈φ1〉 soon.
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corresponding to (4.19). These behave like multi-trace operators whose dimensions are
additive in the large N limit. This is again in agreement with the one-loop ε-expansion
result for the traceless symmetric operator in eq. (3.49), where we saw that at large N its
dimension is just given by the product of two tilt operators and hence has ∆̂ = 2.

We see that the large N methods allow to determine s0 and the spectrum of operators
charged under O(N − 1) rather easily. It is more difficult to determine the normalization
of the one-point function of φ1 or the spectrum of O(N − 1) invariant defect operators.
To obtain this additional DCFT data one is required to study the saddle point of (4.10)
and the Green’s function for δs. A convenient way to proceed is to perform a conformal
transformation and place the theory in AdS2 × Sd−2. Indeed, these Green’s functions are
easier to handle in AdS2×Sd−2 due to the extensive recent work on AdS Green’s functions.
For instance, (4.19) is clearly just the spectrum of massless free fields in AdS2×Sd−2 which
is a reflection of the fact that −� + s0

x2
⊥

becomes the massless Klein-Gordon operator in
AdS2 × Sd−2 due to the special value of s0 in (4.16), as we will see in detail in the next
subsection.

4.2 Mapping to AdS2 × Sd−2

As anticipated above, a useful perspective on the problem is provided by mapping the IR
limit of the defect QFT, the DCFT of interest to AdS2 × Sd−2 using the following Weyl
transformation:

ds2 = dτ2 + dr2 + r2ds2
Sd−2

= r2
[
dτ2 + dr2

r2 + ds2
Sd−2

]
≡ r2ds̃2 ,

(4.20)

where in the ds̃2 is the line element of (Euclidean) AdS2 × Sd−2 in Poincaré coordinates.
Similar Weyl transformations have proven to be useful to study the CFT data associated
to different dimensional defects (and to boundaries) in refs. [30, 38, 40, 61, 77, 78]. Of
particular relevance to us are the studies of the O(N) model in the presence a boundary
by mapping to AdSd [38, 61] and with a twist defect by mapping to AdSd−1 × S1 [30].

We can rewrite the partition function for the IR DCFT in terms of the theory in AdS:

g = Z[J̃ ]
Z[0] =

∫
Ds e−N Seff[s,J̃ ]∫
Ds e−N Seff[s,0] ,

(4.21)

where Seff[s, J̃ ] is the appropriate Weyl transformation of the flat space action functional
in eq. (4.9) into curved space (we will define J̃ below).

We can straightforwardly translate the “bulk term”:

Tr log (−� + s) → Tr log
(
−�̃ + s+ d− 2

4(d− 1)R̃
)
, (4.22)

where R̃ = −(4− d)(d− 1) provides the conformal mass term in AdS2×Sd−2. The “defect
term” from eq. (4.9), Ja 1

−�+sJ
a is more problematic, since with Ja = δa1hδ

(d−1)(x⊥) it

– 26 –



J
H
E
P
0
2
(
2
0
2
2
)
1
3
4

describes the full DQFT RG flow, and its transformation into curved space would be very
complicated. Instead, we just want to capture the IR DCFT. In flat space we dealt with
this by replacing the source δ(d−1)(x⊥) in the equation of motion for 〈φ1〉 with a boundary
condition near the defect that enforced a nonzero 〈φ1〉.

In AdS/CFT we are accustomed to dealing with exactly such a situation, as we briefly
recall. Let us have a bulk scalar field χ in AdS2 with the prescribed near boundary behavior

χ(τ, r)→ r1−∆

2∆− 1 A(τ) , (r → 0) ,

∆ = 1
2 +

√
1
4 +m2 .

(4.23)

While in the following ∆ will denote the dimension of defect operators, we omit the hat
from it to lighten the notation. Then the bulk scalar field profile is given by

χ(x) =
[
G

(AdS2)
b∂ A

]
(x) =

∫
dτ G

(AdS2)
b∂ (x, τ)A(τ) ,

G
(AdS2)
b∂ (x, τ) = lim

ry→0
r−∆
y G

(AdS2)
m2 (x, y) ,

(4.24)

where G(AdS2)
b∂ is the bulk-to-boundary propagator, which can be obtained as a particular

limit of the AdS2 bulk-to-bulk propagator G(AdS2)
m2 = 1/(−�AdS2 + m2) (defined with the

usual normalizable boundary conditions).
Now let us recall the change of variables that we implemented to obtain (4.21). The

flat space prescription translates to AdS2 × Sd−2 as follows

φ1 = δφ1 −
√
N

1
−� + s

J → φ1 = δφ1 −
√
N Gb∂ J̃ , (4.25)

where J̃ determines the near boundary behavior of φ1 as

φ1(τ, r, n̂)→ r1−∆

(2∆− 1)Ωd−2
J̃ , ∆ = 1

2 +
√

1
4 + s∂ − (4− d)(d− 2)/4 , (4.26)

with the Ωd−2 arising from the different normalization of the bulk-to-bulk propagator from
the pure AdS case and s∂ the boundary value of the dynamical field s and

Gbb(x, y) ≡ 1
−�̃ + s− (4− d)(d− 2)/4

. (4.27)

At large N the problem can be analyzed using the saddle point approximation. First, the
saddle point value of s is a one-point function in the IR DCFT. Scalar one-point functions
are only consistent with AdS isometries (i.e. the SL(2,R) symmetry of the DCFT), if they
are constant. Therefore s(x) = s0 at the saddle point. Second, the φ1 one-point function
can only be constant, if ∆ = 1, i.e. φ1 is a massless scalar, which then implies

s∂ = s0 = (4− d)(d− 2)
4

(4.28)

in perfect agreement with (4.16).
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With these preparations we are ready to write down the curved space representation
of the “defect term” in the action:

Ja
1

−� + s
Ja → J̃ G∂∂ J̃ ,

G∂∂(τ1, τ2) ≡ lim
r1,2→0

r−1
1 r−1

2 Gbb(x1, x2) ,
(4.29)

with G∂∂ the boundary to boundary propagator. The full effective action then takes the
form:

Seff[s, J̃ ] ≡ 1
2

[
Tr log

(
−�̃ + s+ d− 2

4(d− 1)R̃
)
− J̃ G∂∂ J̃

]
. (4.30)

We have argued above based on symmetry that this action has a saddle point at s(x) = s0
with s0 given in eq. (4.28). Indeed, the saddle point equation for s reads:26

0 = Gbb(x, x)|s0 +
(
J̃

∫
dτ Gb∂(x, τ)|s0

)2
. (4.32)

For constant s the termGbb(x, x) is independent of x: it is a tadpole diagram in AdS2×Sd−2.
The other term is 〈φ1〉2 (to leading order in N), and using

Gb∂(x, τ) = 1
πΩd−2

(
(τx − τ)2 + r2

x

rx

)−1

, (4.33)

(through explicit computation) we can verify that it is independent of the bulk point
x = (τx, rx, n̂x) (n̂x is a unit vector parametrizing the coordinates on Sd−2). We can then
rewrite eq. (4.32) as

〈φa(x)〉 = −δ1
a

√
N
(
J̃/Ωd−2

)
,

(
J̃/Ωd−2

)2
= −Gbb(x, x) . (4.34)

We will compute J̃ in the next subsection.
Plugging back the saddle point into the action in eq. (4.21) and expanding in s fluc-

tuations we get:

Seff[s, J̃ ] = 1
2
[
Tr log

(
−�̃

)
− J̃ G∂∂ J̃

]
(4.35)

+ 1
2

∫
ddxddy δs(x)

[
−1

2Gbb(x, y)2 −
(
J̃/Ωd−2

)2
Gbb(x, y)

]
δs(y) +O(δs3) ,

26To derive eq. (4.32) we used the following identities

δ

δs(x)Tr log
(
−�̃ + s+ d− 2

4(d− 1) R̃
)

= δ

δs(x)

∫
dy log

(
−�̃ + s+ d− 2

4(d− 1) R̃
)

(y, y) = Gbb(x, x) ,

δ

δs(x) J̃ G∂∂ J̃ = δ

δs(x)

∫
dτ1

∫
dτ2J̃(τ1)J̃(τ2) lim

r1,2→0
r−1

1 r−1
2

(
1

−�̃ + s+ d−2
4(d−1) R̃

)
(x1, x2)

=
∫
dτ1

∫
dτ2J̃(τ1)J̃(τ2)Gb∂(τ1, x)Gb∂(x, τ2) . (4.31)
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where every propagator is understood to be evaluated on the saddle point. Note that
δs = O(N−1/2), thus higher powers of δs fluctuations are indeed suppressed.

4.3 The φ1 one-point function

Next, we set out to compute 〈φ1〉 = −
√
N
(
J̃/Ωd−2

)
by evaluating the tadpole diagram

in AdS, namely, from eq. (4.34) we have the relation(
J̃/Ωd−2

)2
= −Gbb(x, x) = − 1

vol
(
AdS2 × Sd−2

)Tr
( 1
−�̃

)
. (4.36)

There exist efficient techniques to evaluate the latter quantity. It will be useful below to
consider its massive generalization:

Tr
( 1
−�̃ +m2

)
=
∫ ∞
−∞

dν D(ν)
∞∑
`=0

d`
1

ν2 + 1
4 +m2 + λ`

,

D(ν) = vol (AdS2)
4π ν tanh(πν) ,

d` = (2`+ q − 1)Γ (`+ q − 1)
Γ (q) Γ (`+ 1) ,

λ` = `(`+ q − 1) ,

(4.37)

where D(ν) is the AdS2 spectral density [38], q ≡ d − 2, and d` is the degeneracy of
the eigenvalue λ` of the Laplacian on Sq. We will work in dimensional regularization, i.e.
evaluate quantities in dimensions where the integral and sum converge and then analytically
continue in d to the values of interest. The integrand at large ν decays as 1/ν, which naively
leads to a divergence. However the coefficient of this divergence is ∑∞`=0 d` which is well-
known to be zero in dimensional regularization.27 To make (4.37) easier to manipulate, in
particular to be able to exchange the ν integral with the ` sum, we consider a subtraction
that vanishes in dimensional regularization (due to the identity ∑∞`=0 d` = 0):

Tr
( 1
−�̃ +m2

)
=
∫ ∞
−∞

dν D(ν)
∞∑
`=0

d`

[
1

ν2 + 1
4 +m2 + λ`

− 1
ν2

]
, (4.38)

where there is no singularity at ν = 0 since D(ν) ∼ ν2. The ν integral can be evaluated
by closing the ν contour (on either the upper or lower half plains) and doing the resulting
sum over residues. We obtain the result:

Tr
( 1
−�̃ +m2

)
= vol (AdS2)

∞∑
`=0

S(`, q)

S(`, q) = − d`2π

[
ψ

(
1
2 +

√
1
4 +m2 + λ`

)
+ γE + log 4

]
.

(4.39)

The sum is divergent for the regime of interest 1 ≤ q ≤ 2 and cannot be analytically
performed. We can however find an appropriate subtraction (by expanding at large `) that

27The sum converges for q < 0 and we analytically continue from there.
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Figure 6. We plot, to leading order in large N , the result for a2
φ (blue) as a function of the

dimension d. We compare it to the epsilon expansion result (3.57) near d = 4 (dashed red), finding
perfect agreement.

makes the problem tractable.

Tr
( 1
−�̃ +m2

)
= vol (AdS2)

(
S(0, q) +

∞∑
`=1

[
S(`, q)− Ŝ(`, q)

]
+
∞∑
`=1

Ŝ(`, q)
)
,

Ŝ(`, q) = − log `+ γE + log 4
π Γ (q) `q−1 + . . . ,

(4.40)

where the subsequent terms indicated by dots are down by integer powers of ` down to
`q−3. (We need these terms in the following, but we are not writing them down explicitly
to avoid clutter.) The first sum is now convergent in the dimensions of interest 1 ≤ q ≤ 2,
while the second sum over Ŝ(`, q) is evaluated for q < 0, using ∑∞`=1 `

s = ζ(−s) and∑∞
`=1 `

s log(s) = −ζ ′(−s) and then analytically continued to the physical q values. Since
the summand after the subtraction decays as `q−4 log `, we can evaluate it numerically to
any desired precision by approximating it with the a finite sum up to some `cutoff, see
figure 6, where we plot a2

φ for 3 ≤ d ≤ 4 by evaluating eq. (4.40) with m2 = 0. Recall that
the relation between a2

φ and J̃2 is28

a2
φ = N

(
J̃

Nφ Ωd−2

)2

,

a2
φ|3d = 0.558113N ,

(4.41)

where N 2
φ can be read from eq. (4.2).

In figure 6 we demonstrate the perfect agreement between the large N and epsilon
expansion results in their overlapping regime of validity. This provides a strong crosscheck

28Notice that the factor vol (AdS2) cancels between the denominator and numerator in the final result.
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for both methods.29 Another check for the large N computation is the following. For
the trivial defect we can repeat the above computation with s0 = 0 that corresponds to
m2 = −(4− d)(d− 2)/4. For the trivial defect we expect that one-point functions vanish,
i.e. J̃ = 0, and we indeed recover this from our computation.30

4.4 The g-function

With the above ingredients it is now straightforward to compute the leading order g coeffi-
cient. Due to the large N limit being described by a saddle point, and due to the fact that
g < 1 follows from the g-theorem, we expect that the g function is exponentially small in
the large N limit.

Let us first consider the “defect term” from eq. (4.35). We consider AdS2 in global
coordinates, so that its conformal boundary is an S1 (appropriate for a circular defect in
flat space), and we get

N

2 J̃ G∂∂ J̃ = NJ̃2

Ωd−2

∫ 2π

0
dφ

1
4 sin2(φ/2) .

(4.42)

The integral is divergent. We encountered an analogous contribution in section 2 from an
exactly marginal defect deformation in free scalar theory;31 therefore this integral must be
set to zero.

Having dealt with the boundary term above, we turn our attention to the bulk con-
tribution Tr log

(
−�̃

)
to g. To evaluate it, we will need to give meaning to (the infinite)

vol (AdS2). Let us write AdS2 in global coordinates:

ds̃2 = dρ2 + sinh2 ρdφ2 , (4.43)

and put the boundary at (large) radial cutoff ρ = ρc, we get

vol (∂AdS2) = 2π
[
eρc

2 + 0 +O
(
e−ρc

)]
,

vol (AdS2) = 2π
∫ ρc

0
dρ sinh ρ = 2π

[
eρc

2 − 1 +O
(
e−ρc

)]
,

=⇒ vol (AdS2) = vol (∂AdS2)− 2π +O
(
e−ρc

)
.

(4.44)

We can absorb any contribution proportional to vol (∂AdS2) into a defect cosmological
constant counterterm, thus for the computation of g we can use the regularized volume of
AdS2 familiar from prior literature [77, 79]:

vol (AdS2) |reg = −2π . (4.45)

29We have also verified the agreement analytically expanding the argument S(`, q) − Ŝ(`, q) of the con-
vergent sum in eq. (4.40) in q = 2− ε and comparing the coefficients with eq. (3.57).

30We have checked this vanishing analytically for arbitrary dimensions d.
31In (2.4) we have to take d→ 4 to arrive at this result.
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Recalling that g is the difference of free energies between the DCFT of interest and
the trivial defect theory, we have:

log g = −N2

[
Tr log

(
−�̃

)
− Tr log

(
−�̃− (4− d)(d− 2)

4

)]
+O

(
N0
)

= N

2

∫ 0

−(4−d)(d−2)/4
dm2 Tr

( 1
−�̃ +m2

)
,

(4.46)

where the lower boundary of the integral corresponds to m2 = −(4− d)(d− 2)/4, the
AdS mass corresponding to the trivial defect (as discussed above), while m2 = 0 is the
value appropriate for the nontrivial DCFT. Happily, we can directly integrate S(`, q) from
eq. (4.40) to obtain

log g = N
∞∑
`=0

T (`, q)

T (`, q) = d`

[
ψ(−2)

(
1
2 +

√
1
4 + λ`

)
−
√

1
4 + λ` log Γ

(
1
2 +

√
1
4 + λ`

)

− ψ(−2)
(
`+ q

2

)
+
(
`+ q − 1

2

)
log Γ

(
`+ q

2

)
− q(2− q)(γE + log 4)

8

]
,

(4.47)

where ψ(n)(z) is the nth polygamma function and we used that 1
2 +

√
(q−1)2

4 + λ` = `+ q
2 .32

The evaluation of the sum proceeds in complete analogy with what we encountered in
eq. (4.40). The asymptotics T̂ (`, q) can be obtained by simply integrating Ŝ(`, q) with
respect to m2. Beyond remarking that the summand T (`, q) vanishes for d = 4 (q = 2)
giving log g = 0,33 we omit the details of this evaluation and just plot the final result
in figure 7. From the plot it is evident that we get perfect agreement with the epsilon
expansion result (3.27) near d = 4.34 The most physically interesting result is

log g|3d = −0.153673N +O
(
N0
)
. (4.48)

4.5 The DCFT spectrum

In this section we consider the spectrum of single-trace O(N−1) singlet operators, focusing
on operators with zero transverse spin.

We shall proceed similarly in spirit to the discussion above eq. (4.19) and extract the
operator spectrum from the propagator of the δs fluctuation. From the action in eq. (4.35)
we infer that, neglecting an overall factor of N , this is given by the inverse of the following
function

G−1
δs δs(x, y) = −1

2Gbb(x, y)2 −
(
J̃/Ωd−2

)2
Gbb(x, y) , (4.49)

32For 0 < q < 1 and ` = 0 this formula involves choosing the nonobvious branch of the square root. This
choice ensures that the subtracted contribution is correctly quantized and corresponds to the trivial defect;
a topic that we plan to return to in the future.

33The vanishing of T (`, q) in d = 4 in itself does not prove the vanishing of log g, we also have to check
that summing up T̂ (`, q) does not produce a nonzero contribution.

34We have also verified this agreement analytically by expanding T (`, q) − T̂ (`, q) around q = 2 and
performing the sum analytically.
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Figure 7. We plot the leading order in large N result for log g/N (blue) as a function of the
dimension d. We compare it to the epsilon expansion result (3.27) near d = 4 (dashed red), finding
perfect agreement.

where Gbb(x, y) is defined in eq. (4.32). The first term in eq. (4.49) is diagrammatically
represented as a bubble diagrams, qualitatively analogous to the one giving the propaga-
tor (4.6) in the absence of the defect (but with a different s0).

The bulk to bulk propagator Gbb(x, y) can be written explicitly as a sum over KKmodes
on the sphere in terms of Gegenbauer polynomials and using the spectral decomposition
for the AdS2 propagator35

Gbb(x, y) = 1
vol (M)

∫ ∞
−∞

dν D(ν)
∞∑
`=0

d`
1

ν2 + 1
4 + λ`

Ων (X,Y ) C(
q−1

2 )
` (n̂x · n̂y) , (4.50)

where M = AdS2 × Sq, we introduced a rescaled Gegenbauer polynomial as C(m)
` (x) ≡

C
(m)
` (x)/C(m)

` (1), and Ων(X,Y ) is the harmonic function in AdS

−∆(AdS2)
X Ων(X,Y ) =

(
ν2 + 1

4

)
Ων(X,Y ) , (4.51)

normalized so that Ων(X,X) = 1.36 (Notice that the coincident point limit is regular.) The
detailed expression of the harmonic function and other details on AdS spectral decompo-
sition can be found, e.g. in [38]. In the following we will not need its explicit form.

An important fact about eq. (4.50) is that the integrand in eq. (4.50) has poles at

ν = ±i
(

∆` −
1
2

)
, (4.52)

where ∆` coincides with the scaling dimension for the O(N − 1) vector defect operators
given in eq. (4.19). This is not an accident. Indeed, similarly to the familiar Källén-
Lehmann decomposition, the complex poles in the AdS spectral decomposition are in one

35See e.g. [35, 37, 38, 80, 81] for details on the AdS spectral decomposition.
36This normalization differs from the usually adopted one, see e.g. [38].
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to one correspondence with the masses of the exchanged particles. Equivalently, these are
related to the spectrum of boundary (or in this case defect) operators via eq. (4.52). This
fact will be important in what follows.

At least in principle, it is then clear how to extract the spectrum of scaling dimensions
for the defect operators exchanged in the bulk to defect channel of δs from eq. (4.49). This
can be done by decomposing the inverse propagator in eq. (4.49) similarly to eq. (4.50)

G−1
δs δs(x, y) = 1

vol (M)

∫ ∞
−∞

dν D(ν)
∞∑
`=0

d`B`(ν) Ων (X,Y ) C(
q−1

2 )
` (n̂x · n̂y) , (4.53)

where B`(ν) are the appropriate spectral densities. Formally, these can be found inverting
eq. (4.53) as follows [37, 38, 81]:

B`(ν) =
∫
ddx

√
g(x)G−1

δs δs(x, y) Ων(X,Y ) C(
q−1

2 )
` (n̂x · n̂y) . (4.54)

The complex zeros of B`(ν) then correspond to the scaling dimensions of defect operators
with transverse spin `.

In the following we will focus on the spectrum of scalar operators, since based on the
results in section 3 we expect the lowest dimension irrelevant O(N − 1) singlet operator to
have zero transverse spin. To this aim, we set ` = 0 in eq. (4.54) and get

B0 (ν) =
∫
ddx

√
g(x)

[
−1

2Gbb(x, y)2 −
(
J̃/Ωd−2

)2
Gbb(x, y)

]
Ων(X,Y )

= −1
2

∫
ddx

√
g(x)Gbb(x, y)2 Ων(X,Y ) + J̃2

Ω2
q ∆(∆− 1) ,

(4.55)

where in the second line we have set ν = ±i
(
∆− 1

2

)
and we used eq. (4.50) to extract the

spectral density of the homogeneous mode of the free massless propagator.
We will soon show how to evaluate the integral of the square propagator in the second

line of eq. (4.55) by taking advantage of recent remarkable developments in the study of
AdS loop diagrams (see e.g. [34–39]). However, it is instructive to first discuss how to
recover the epsilon expansion one-loop result for the scaling dimension of the operator φ̂1
given in eq. (3.19). Remarkably, this can be done without knowing the detailed form of the
spectral decomposition of the bubble diagram. To this aim, notice that due to the short
distance behavior of the propagator Gbb(x, y) ∼ 1/|x− y|d−2 the first integral in eq. (4.55)
displays a short-distance logarithmic divergence in d = 4 (recall that Ων(X,X) = 1). This
implies that in d = 4 − ε with ε > 0 the result displays a 1/ε pole, whose coefficient can
be extracted by approximating the bulk-to-bulk propagator Gbb(x, y) with the flat space
one (4.2). As a result we rewrite eq. (4.55) as:

B0

(
±i
(
∆− 1

2
))

= − 1
16π2ε

+ J̃2

16π2 ∆(∆− 1) + regular . (4.56)

More precisely, we shall see later that the terms neglected in eq. (4.56) are indeed regular
for sufficiently generic ∆ and (4.56) always holds for ∆ < 2. Then we can solve eq. (4.56) by
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choosing ∆ such that the second term cancels the pole for ε→ 0. Using that J̃2 = 1+O (ε)
from eqs. (4.41) and (3.57), we thus conclude that a solution to B0 (±i(∆− 1/2)) = 0 reads:

∆ = 1 + ε+O
(
ε2
)
, (4.57)

where the O
(
ε2) corrections are determined by requiring that the regular part in eq. (4.56)

also cancels. Eq. (4.57) perfectly agrees with the diagrammatic result (3.19) for ∆(φ̂1).
Notice that at this stage it is not obvious how eq. (4.56) may admit different solutions,
corresponding to the other operators in the bulk to defect OPE of s. We will discuss the
resolution of this apparent paradox after providing a more precise analysis of the spectral
density B0(ν).

To find the spectral density (4.55) for arbitrary d and ∆ we use a result of ref. [38].
There, the authors derived an expression for the spectral density for the AdS bubble dia-
gram corresponding to the product of two propagators with equal masses. More precisely,
denoting with G(AdS2)

m2 the AdS2 scalar propagator with mass m, they found:∫
d2X

[
G

(AdS2)
m2 (X,Y )

]2
Ων(X,Y ) = B̃m2(ν) , (4.58)

where, setting m2 = ∆̃(∆̃− 1),

4(4π) 1
2 B̃m2(ν)

Γ(∆̃)2Γ
(
2∆̃− 1

2

) =
{

Γ
(

∆̃− 1 + 2iν
4

)
5F̃4

[
{1

2 , ∆̃, ∆̃, ∆̃−
1+2iν

4 , 2∆̃− 1
2}

{∆̃ + 1
2 , ∆̃ + 1

2 , ∆̃ + 3−2iν
4 , 2∆̃} ; 1

]

+ Γ
(

∆̃− 1− 2iν
4

)
5F̃4

[
{1

2 , ∆̃, ∆̃, ∆̃−
1−2iν

4 , 2∆̃− 1
2}

{∆̃ + 1
2 , ∆̃ + 1

2 , ∆̃ + 3+2iν
4 , 2∆̃} ; 1

]}
.

(4.59)

In eq. (4.59) 5F̃4 is the regularized hypergeometric function. It can be shown that the
asymptotic behavior of eq. (4.59) at large m2 and fixed ν is:

B̃m2(ν) m
2→∞∼ 1

4πm2

[
1 +O

( 1
m

)]
. (4.60)

This property will be important in what follows.
With eq. (4.59) we finally have all the ingredients to study the zeroes of the ` = 0

spectral density in eq. (4.53). Using eq. (4.58) and the orthogonality of Gegenbauer’s
polynomials,37 we can write the contribution from the squared AdS2 × Sq propagator in
eq. (4.49) as an infinite sum over KK modes on the sphere and obtain the following result:

B0

(
±i
(

∆− 1
2

))
= J̃2

Ω2
q ∆(∆− 1) −

1
2

∞∑
`=0

d`
Ωq
B̃λ`

(
±i
(

∆− 1
2

))
. (4.62)

37More precisely we use:∫
dqn̂x C

( q−1
2 )

` (n̂x · n̂y) C(
q−1

2 )
p (n̂x · n̂z) = δ`p

Ωq
d`
C(

q−1
2 )

` (n̂y · n̂z) . (4.61)
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Figure 8. Plot of the ` = 0 spectral density in eq. (4.62) for 1/2 < ∆ ≤ 3.

The zeros of eq. (4.62) then correspond to the scaling dimensions of single-trace scalar defect
operators which are neutral under both the SO(d − 1) rotation group and the O(N − 1)
internal group. Notice that thanks to the property (4.60) the sum in eq. (4.62) is convergent
for d < 4 (equivalently q < 2), while it diverges logarithmically in d = 4, in agreement with
the discussion leading to eq. (4.56).38

It is now simple to find the zeroes of eq. (4.62) numerically in d = 3. We first restrict
our attention to operators with ∆ < 3. For 1/2 ≤ ∆ ≤ 3 the spectral density is shown
explicitly in figure 8; notice that the spectral density is invariant under the shadow reflection
∆↔ 1−∆, hence the range ∆ > 1/2 fully specifies it. We do not find any zero for ∆ ≤ 1, in
agreement with the expected stability of the DCFT. As the plot clearly shows, we find two
zeros for 1 ≤ ∆ ≤ 3, corresponding to the scaling dimensions of the two lowest dimension
singlets exchanged by s, denoted φ̂1 and ŝ− in the notation of section 3. We find their
scaling dimensions to be:

∆(φ̂1)|3d = 1.541728082 +O (1/N) ,
∆(ŝ−)|3d = 2.556469028 +O (1/N) .

(4.63)

In figure 9 we plot the value for ∆(φ̂1) for 2 ≤ d < 4 and compare it with the two-
loop epsilon expansion result (3.19), finding an agreement. We also compare the numerical
result with the large N limit of the Padé[1,2] and Padé[2,1] approximants that were obtained
in section 3.4 from the two-loop epsilon expansion result combined with ∆(φ̂1)|2d = 2. We
see that this only O(2%) off from the correct result in d = 3.

We end with a couple of further results. First, we show that ∆(φ̂1)|2d = 2, as was
argued based on the d = 2 + ε̃ (or q = ε̃) expansion in section 3.4, see also figure 9. For
this, we first have to compute J̃2. Using

d0 = 1 , d1 = 1 + ε̃ , d`>1 = O(ε̃) , (4.64)
38It is also possible to reproduce eq. (4.56) from (4.62) by replacing B̃λ` with its asymptotic behavior (4.60)

and using the formula for the degeneracy d` in eq. (4.37).
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Figure 9. We plot the leading order in large N result for ∆(φ̂1) (blue) as a function of the
dimension d. We compare it to the one loop (dotted purple) and two loop (dotted green) 4 − ε
expansion results near d = 4, finding perfect agreement. We also included the expansion of the
function in 2+ ε̃ (dotted purple) near d = 4 from eq. (4.67). We also plot the Padé[1,2] and Padé[2,1]
approximants (red and dashed) that provide very good approximations to the true answer in all
dimensions.

in eq. (4.40), we obtain

J̃2 = Ωq

π ε̃
+O(ε̃) . (4.65)

This then determines the first term in eq. (4.62): it diverges as 1/ε̃ for ∆ ≈ 2. To find
the zero of B0(i(∆ − 1

2)), we have to compensate this divergence with a pole. To find
this pole, we use the following additional property of eq. (4.59): B̃m2(ν) has simple poles
at ν = ±i(2∆̃ + 2k − 1

2) for every k ∈ N. These are associated with the propagation of
two-particle (double-trace) states in the bubble diagram and are the AdS2 analog of the
two-particle production branch cut in flat space. This property is made manifest by the
following rewriting of eq. (4.59) as an infinite sum [38]:

B̃m2(ν) =
∞∑
k=0

2∆̃ + 2k − 1
2

ν2 +
(
2∆̃ + 2k − 1

2

)2

(
1
2

)
k

Γ(k + ∆̃)2Γ
(
k + 2∆̃− 1

2

)
√

4πΓ(k + 1)Γ
(
k + ∆̃ + 1

2

)2
Γ(k + 2∆̃)

. (4.66)

After a little thought we conclude that we only need to focus on ` = 0, 1 with k = 0
from (4.66) that give poles at ∆ = 2 and ∆ = 1

2 +
√

1
4 + ε̃ respectively. Then solving for

the zero of B0(i(∆− 1
2)) perturbatively gives

∆(φ̂1) = 2−
√

5− 1
2 ε̃+O(ε̃2) . (4.67)

This result validates the assumption we made in section 3.4 that in the 2 + ε̃ expansion
∆(φ̂1) = 2 + O(ε̃). We leave it for future work to obtain eq. (4.67) from a perturbative
2 + ε̃ expansion computation (together with its finite N counterpart).
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Second, we go back to the 4− ε expansion and show how to solve for the spectrum of
operators other than φ̂1. We saw in eq. (4.56) that the contribution from the AdS2 × Sq

bubble diagram to the spectral density results in a 1/ε pole, associated with the large `
behavior of the sum in eq. (4.62). To solve the equation B0(ν) = 0 we thus need to cancel
this pole.

Similarly to the previous discussion on the limit q → 0, from eq. (4.66) we see that,
for ∆ sufficiently larger than one, we can cancel the 1/ε pole in eq. (4.56), if we go with
the scaling dimension sufficiently close to the one of the double-trace poles. Using that the
masses that appear in eq. (4.62) are given λ` = `(`+1)+O(ε) leading to ∆̃ = `+1+O(ε),
we find that the physical scaling dimensions in d = 4− ε are given by:39

∆ = 2 + 2p+O (ε) , ∀ p ∈ N . (4.68)

The operators in eq. (4.68) are naturally identified with what we obtain by distributing
derivatives among the two fields in the product φaφa, such that the final operator has zero
transverse spin. In fact, a more careful analysis including the first O(ε) allows to solve
for the subleading correction in eq. (4.68) and distinguish between classically degenerate
operators. For p = 0 we find a unique solution with scaling dimension:

∆ = 2 + ε+O
(
ε2
)
. (4.69)

The corresponding operator is naturally identified with ŝ− defined in eq. (3.44), and indeed
the result eq. (4.69) is in perfect agreement with the large N limit of the epsilon expansion
one in eq. (3.46).40 For p = 1 we instead find two solutions with

∆ = 4 + ε

6
(
1±
√

5
)

+O
(
ε2
)
. (4.70)

In general we find p + 1 distinct solutions which reduce to eq. (4.68) in the limit ε → 0.
This nicely agrees with the fact that the number of different defect primary operators of
the form ∂mφa∂

2p−mφa and zero transverse spin is indeed p+ 1.
Our last comment concerns with the spectrum of higher-dimension operators in d = 3.

To this aim we notice that the discussion around eq. (4.66) implies that the physical spectral
density (4.62) has poles for ∆ = 2∆`+2k for arbitrary nonnegative integers ` and k, where
∆` is given in eq. (4.19), as well as for ∆ = 1 due to the first term. In between two
subsequent poles we experimentally find that there is a unique zero. For ∆ ≤ 10 this
is demonstrated in figure 10. Notice that, since ∆` ≈ ` + 1

2 + O
(
`−1) for large `, this

observation predicts that the dimensions of heavy operators are asymptotically given by
∆ ≈ 2N + 1.

5 Outlook

In this work we studied the symmetry breaking defect (1.3) in the critical O(N) models,
both in the epsilon and the large N expansion. Our results are compatible within each other

39Notice that for p > 0 multiple elements of the sum in eq. (4.62) diverge for ∆ given by eq. (4.68).
40The operator ŝ+ discussed in section 3.5 instead does not appear to leading order in N in the bulk to

defect OPE of s and it is identified with a double trace of φ̂1, in agreement with ∆(ŝ+) = 2∆(φ̂1) in the
large N limit (see eq. (3.46)).
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Figure 10. Plot of the ` = 0 spectral density in eq. (4.62) for 1 < ∆ ≤ 10.

and with Monte Carlo simulations. We already summarized them in the Introduction and
we will not repeat them here. Instead, we would like to comment here on future research
directions.

First of all it is certainly possible to obtain higher order predictions in the ε-expansion
and thus more precise determinations for bulk and defect correlators. As already men-
tioned, it would be interesting to study the d → 2 limit of the DCFT for N ≥ 2 more
carefully in the future, in particular within the d = 2 + ε̃ expansion [61, 82–84]. This
analysis might provide additional data to construct Padé approximations in 2 < d ≤ 4. It
should also be possible to extract the scaling dimensions of defect operators with nonzero
transverse spin at large N by generalizing the approach in section 4.5.

One might also approach the problem of determining the infrared data for a symmetry
breaking defect in the O(N) model within the numerical conformal bootstrap [51, 85],
along the lines of [28, 64–66]. The results of this paper and the stability of the DCFTIR
might provide a useful input in this context.41

The relevance of symmetry breaking defects for Monte Carlo studies also motivates
looking at different models. An obvious candidate is provided by a defect of the form (1.3)
in the Gross-Neveu model. This setup has been considered in quantum Monte Carlo
simulations in [10].

A related interesting setup is provided by wedges obtained from the intersection of
two boundaries. A particularly relevant case for magnets and liquid mixtures arises for the
Ising bulk theory when the surfaces are in the normal universality class [86, 87]. This setup
was studied in the ε-expansion in [86] and in Monte Carlo in [88]. Even when both the bulk
and the boundary are critical, there is a nontrivial RG flow on the edge analogous to the
one that we considered in this paper. At long distances this leads to a fixed point invariant
under the one-dimensional SL(2,R) conformal group [86, 89]. It would be interesting to
explore this system further, perhaps developing a large N approach.

41We thank E.Lauria for discussions on this point.
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Finally we hope that our work will foster further numerical simulations of symmetry
breaking defects, allowing for more comparisons with field theoretical predictions in the
future. Eventually, it would be interesting to explicitly validate the predictions discussed
in this work against experiments.
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A The defect away from bulk criticality

As explained in the introduction, we are particularly interested in systems whose univer-
sality class is described by an O(N) (φ2

a)2 field theory in three spacetime dimensions:

S =
∫
d3x

[
1
2(∂φa)2 + m2

2 φ2
a + λ

4!
(
φ2
a

)2
]
. (A.1)

We will consider the effects of a defect physically representing a magnetic field localized
around a few lattice sites of the quantum lattice system. Choosing for definiteness the
magnetic field in the direction “1”, we can model this via the following defect:

Dh = exp
(
−h

∫
D
dτ φ1

)
, (A.2)

where the integration is over the worldline of the defect and h represents the magnetic
field strength. The defect is at x = 0 in coordinates xµ = (τ,x) (in Euclidean signature).
The defect (A.2) breaks O(N) explicitly to O(N − 1) for N ≥ 2 and fully breaks the Z2
symmetry for N = 1. While our interest in the main text is towards the bulk critical point,
in this appendix we provide some general considerations on the effect of the defect for a
bulk in the spontaneously broken phase (ordered phase).

Obviously, in the gapped phase, schematically associated with m2 > 0 in the ac-
tion (A.1), the IR dynamics of the bulk is trivial, and thus so is the defect.

In the ordered phase, which is associated with m2 < 0 at weak coupling λ/m � 1,
the bulk spontaneously breaks the internal group as O(N) → O(N − 1). Assuming the
absence of additional perturbations, the order parameter naturally aligns in the direction
of the magnetic field:

〈φa〉 ∝ −sgn(h)δ1
a f , (A.3)

where f2 ∼ m2

λ at weak coupling and the factor sgn(h) stresses that φa and the magnetic
field align so as to minimize the energy. For N = 1 the system is again gapped in the IR
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and the situation is qualitatively analogous to the unbroken phase. For N > 1, instead the
theory contains N−1 massless Goldstone bosons which give rise to nontrivial IR dynamics.

To analyze the setup quantitatively, we consider the low energy effective theory for the
Goldstone modes. To this aim we parametrize the O(N)/O(N − 1) coset space in terms of
the N − 1 Goldstone fields πâ as

Ω = exp [iT1âπâ] , (A.4)

where â = 2, . . . , N and {Tab} denote the generators of the O(N) group. In the low
energy effective theory we naturally represent the bulk order parameter φa in terms of the
Goldstone fields as φa ∼ f×RF [Ω]a1 where RF [Ω] denotes the fundamental representation
of the coset matrix in eq. (A.4). It is then straightforward to construct the most general
effective field theory (EFT) for the system (A.1) in the presence of the defect (A.2). To
the lowest order in derivatives it reads:42

SEFT =
∫
d3x

f2

2 (Dµπâ)2 − |h f |
∫
D
dτ RF [Ω]11 + . . . , (A.5)

where Dµπâ denotes the nonlinear covariant derivative obtained from the Maurer-Cartan
form associated with the coset (A.4) [90, 91]. The absolute value in eq. (A.5) follows from
the factor sgn(h) in eq. (A.3). In practice all the nonlinear terms in eq. (A.5) are irrelevant
and we can use the linearizations Dµπâ ' ∂µπâ and RF [Ω]11 ' 1− 1

2π
2
â. Therefore, the IR

physics is described by N − 1 decoupled free fields with a marginal quadratic perturbation
on the defect that breaks their emergent shift symmetry, which is the low energy remnant of
the action of the broken generators. Neglecting a field-independent constant contribution,
the action reads:

SEFT '
∫
d3x

1
2(∂µπâ)2 + α

2

∫
D
dτ π2

â , α ≡
∣∣∣∣hf
∣∣∣∣ > 0 , (A.6)

where we canonically normalized the fields and introduced a positive coupling α on the
defect.

It is now simple to perform an RG analysis of the model (A.6). Despite the theory
being quadratic, the coupling α displays a non-trivial running. To one loop order this
arises from the diagrams displayed in figure 11. Working in dimensional regularization,
and denoting the bare coupling with α0, we find the following 1-loop renormalization in
the minimal subtraction scheme:

α0 = M3−d
(
α+ δα

3− d

)
, δα = α2

2π , (A.7)

where M is the sliding scale. We conclude that the 3d beta function of α reads:

dα

d logM ≡ βα = α
dδα

dα
− δα = α2

2π . (A.8)

42Notice that the value of the parameter h in the EFT (A.5) does not need to coincide with h in the UV
appearing in eq. (A.2). In eq. (A.5) we neglect for simplicity additional O(N−1) invariant defect operators,
e.g. (RF [Ω]11)n, whose effect is only to renormalize the coupling α in eq. (A.6).
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(a) (b)

Figure 11. Diagrams contributing to the renormalization of α. Scalar propagators are represented
by dashed lines, the defect is denoted by a solid line. An insertion of the vertex α is represented in
figure 11(a). Figure 11(b) is the diagram contributing to its renormalization.

From eq. (A.8) we thus infer that α is marginally irrelevant and flows to zero. This implies
that the defect becomes transparent in the deep IR limit. The absence of a nontrival fixed
point for the defect coupling is in beautiful agreement with the results of [41], where the
authors argued that a free massless scalar does not admit any nontrivial conformal line
defect in d = 3.43

The IR triviality of defect does not prevent correlation functions from receiving im-
portant logarithmic corrections, as typical in the presence of a marginal paramater (see
e.g. [72]). For instance, from the beta function (A.8) we easily infer that the one point
function π2

â at far distance from the defect decays as

〈π2
â(0,x)〉 |x|→∞= − N − 1

8|x| log (|x|M) , (A.9)

to leading logarithmic accuracy. Similarly, we find logarithmic corrections to correlators of
the defect operators πâ and π2

â. Using that these have anomalous dimensions, respectively,
γπ = α

2π and γπ2 = α
π , a straightforward application of Callan-Symanzik equation unveils

the following long distance limit for the renormalized two-point functions:44

〈πâ(τ,0)πb̂(0,0)〉 τ→∞∼
δâb̂

|τ | log2 (|τ |M)
, 〈π2

â(τ,0)π2
b̂
(0,0)〉 τ→∞∼ 2(N − 1)

|τ |2 log4 (|τ |M)
.

(A.10)
These results are related to correlators of the order parameter through the (linearized)
matching conditions

φ1 ∝ f
(

1− 1
2π

2
â/f

2
)
, φâ ∝ πâ . (A.11)

In particular eq. (A.9) determines the rate at which the bulk order parameter approaches
the value in the absence of the defect at long distances and might therefore be relevant in
Monte Carlo simulations along the lines of [10, 11].

We end this section with few comments. First we notice that the result in eq. (A.8)
is one-loop exact since the model (A.6) is quadratic. We also remark that eq. (A.8) holds
also when α < 0 in eq. (A.6), corresponding to an anti-alignment between the magnetic
field and the order parameter. In this case there is an instability and the bulk reorders to

43We thank Edoardo Lauria and Balt Van Rees for discussions on this point.
44A similar result for the two-point function of πâ was previously obtained in [41] via explicit resummation

of the perturbative series in momentum space.
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align with the external magnetic field. This instability is reflected in the fact that eq. (A.8)
now implies that the coupling runs towards large values.

B One-loop correction to g in the epsilon expansion

In eq. (3.23) we are instructed to evaluate the integral

I = − lim
ε→0

∫
d4[τ ]

∫
d2−εx⊥ d

2x‖

4∏
i=1

1

4π2
[
x⊥ + x‖ − x‖(τi)

]2−ε . (B.1)

We can start by performing the τ integrals. These are factorized, and are evaluated easily:∫
dτ

1[
x⊥ + x‖ − x‖(τ)

]2−ε = 2π
[z2 + (r + 1)2]1−ε/2

2F1

(1
2 , 1−

ε

2 , 1; 4r
z2 + (r + 1)2

)
,

(B.2)

where we set the defect radius R = 1 and introduced the notations x2
⊥ = z2, x2

‖ = r2.
Plugging this result back into (B.1) (and performing the trivial integrals over angles in
the x⊥ and x‖ planes), we end up with a two-dimensional integrals over z and r. In 4d
this integral is divergent from the collision of the bulk vertex with the defect operator
insertions, i.e. from the regime z ∼ |r − 1| � 1. Dimensional regularization is supposed to
regulate this divergence. The resulting integrand is however too complicated to integrate
in 4− ε dimensions.45

We can make progress by inventing a simple subtraction that makes the integrand
well-behaved for 0 ≤ ε < εc with some nonzero εc. Then we can safely take the ε → 0
limit of the subtracted integrand, and are left with the task of evaluating the integral of
the subtraction itself in 4− ε dimensions, a much more feasible task. In formulas:

I = lim
ε→0

∫
dz dr fε(z, r)

= lim
ε→0

[∫
dz dr

(
fε(z, r)− f̂ε(z, r)

)
+
∫
dz dr f̂ε(z, r)

]
=
∫
dz dr

(
f0(z, r)− f̂0(z, r)

)
+ lim
ε→0

∫
dz dr f̂ε(z, r) .

(B.3)

A minimal candidate for f̂ε is of the form:

f̂ (min)
ε (z, r) = A(ε) (r − 2)z1−ε

[z2 + (r − 1)2]2(1−ε) +B(ε) z1−ε

[z2 + (r − 1)2]3/2(1−ε) , (B.4)

where the coefficients A(ε) and B(ε) can be obtained from the expansion of (B.2). f̂ (min)
ε

subtracts the divergences from the integrand, but itself is not integrable for any ε, hence
45The integral is significantly easier to evaluate in a cutoff scheme, where we impose a cutoff in the x‖

directions. We obtain a linear perimeter divergence and a finite piece, the latter is half of what we get
in (B.8) in dimensional regularization. One could of course do the full computation in (3.23) in a cutoff
scheme with the same final result for log g, but to do so would necessitate the recomputation of the leading
contribution and of the renormalization of the coupling in the cutoff scheme.
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it is not suitable for our purposes. A simple fix for this issue is to modify f̂ (min)
ε as

f̂ε(z, r) = f̂
(min)
ε (z, r)

1 + (r − 1)2 .
(B.5)

This function has the same singularity structure as f̂ (min)
ε , but has improved large r behav-

ior, and is simple enough to allow for the evaluation of its integral in fractional dimensions.
We emphasize that our choice of f̂ε is by no means unique. The integral

∫
dz dr f̂ε(z, r)

with the choice of f̂ε in eq. (B.5) converges for 1/3 < ε < 2/3. We evaluate its integral for
these ε’s and then analytically continue to ε→ 0 with the result

lim
ε→0

∫
dz dr f̂ε(z, r) = 3π + log 4 + 20

512π2 . (B.6)

The subtracted integrand in 4d reads∫
dz dr

(
f0(z, r)− f̂0(z, r)

)
= − 1

4π2

∫
dz dr

[
rz

(r4 + 2r2(z2 − 1) + (z2 + 1)2)2

+ (r − 2)z
16 (r(r − 2) + 2) ((r − 1)2 + z2)2

]

= −3π + log 4− 12
512π2 ,

(B.7)

leading to the final result:

I = 1
16π2 , (B.8)

that we quote in eq. (3.25) in the main text.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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