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Abstract. Demand for efficient ways to represent vast amount of video data has 
grown rapidly in recent years. The advances in positioning services have led to 
new possibilities of combining location information to video content. In this 
paper we present an automatic video editing system for geotagged mobile 
videos. In our solution the system creates automatically a video summary from 
a set of unedited video clips. Geotags are used to group video clips with the 
same context properties. The groups are used to create a video summary where 
the videos from the same group are represented as scenes. The novelty in our 
solution lies in the combining of geotags with low level content analysis tools in 
video abstraction. Evaluations of the system prove the concept useful as it 
improves coherence and enjoyability of the automatic video summaries. 

Keywords: video summarization, context awareness, video content analysis, 
temporal segmentation. 

1 Introduction 

The significance of digital video applications and their market potential has grown 
remarkably in past years. Drivers for this change can be found from increased 
processing power of computers and portable devices, larger capacity of storages, 
faster networks, and digitalization of video. Consumers have moved from using old 
tape camcorders to digital video recording with devices such as mobile phones and 
digital cameras. Video recording with mobile phones is fundamentally different than 
with traditional camcorders. Traditionally videos were recorded at special occasions 
such as birthdays, festivals and when travelling and the use of the recorder was 
planned beforehand. Also more effort was given to editing the content. In contrast, as 
people carry mobile phones with them video recording has become more spontaneous 
and video is recorded at situations where it previously was not. 

The growing amount of personal video content has led to problems with 
management and consumption of videos. Tools and methods for video editing 
available to consumers are modeled after those of professional video production, even 
if consumers usually possess neither time, money, nor expertise that professional 
production methods require [19]. In order to overcome this obstacle for personal 
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video management a number of solutions for automatic video editing have been 
presented. The published work includes systems used for various video domains: 
sport [3], news [4], documentaries, movies [5], lecture recordings and home videos 
[1],[2][6],[7]. However, automatic video editing of mobile videos is rarely discussed. 
In [8] the authors present a video editor for mobile phones based on user studies. 
They identify the following user goals for video editing in mobile context: select the 
clips to be edited from the raw source material, combine several separate video clips 
into one video, cut a clip, enhance the video with text, images, music, and special 
effects, store the completed video in the device and share the created videos with 
family or with peer group. 

An effective way to make the viewing experience more entertaining is to present 
the video in as compact form as possible. Hua et al. [2] presents a system, which 
automatically selects suitable or desirable highlight segments from a set of unedited 
home videos and aligns them with a given piece of incidental music. 

Truong et al. [17] urges more work to be done on maintaining the context and 
coherence of generated video summaries. Usually shots are joined together simply by 
their temporal order. However when a video summary is done from a large video 
collection of material from multiple users from multiple locations, this approach is not 
feasible.  

The targeted domain in our work is personal mobile videos. Techniques proposed 
for video summarization often use domain specific features, for instance applause or 
cheering of audience in sport videos. Lienhart [3] uses an empirically motivated 
approach to cluster time-stamped shots of home video. The approach was encouraged 
by the fact that the moment of shooting plays a significant role in the home video 
domain. Lienhart identifies the following unique features for home videos that also 
apply to personal mobile videos: 

• home videos don’t have artificial story, plot or structure and 
• home video consists of unedited, raw footage. 

Our own observations from previous work on mobile videos [18][20][21] revealed 
that mobile videos include also unique features. Mobile videos are recorded 
freehanded with small and light devices and this sometimes leads to jerkiness or 
unstableness in the video. Another observation is that instead of recording several 
shots average user tends to use panning to cover the surroundings of scenery. Videos 
recorded with a mobile phone are also often relatively short as the motivation for 
capturing a mobile video usually is to record a surprising and interesting event or 
happening for reminiscing or sharing. In addition to this the capturing of mobile 
videos is not usually planned beforehand unlike use of camcorders. One feature of 
current video recorders in mobile phones is that they can shoot high quality video in 
good lighting conditions but they suffer from poor quality in the gloom.  

A mobile phone as video recorder provides also means for sensing of context and 
associating this information to video content. Dey and Abowd [13] [14] regard 
identity and activity as primary types of context. These primary context types can be 
used as indices to access secondary context metadata such as a list of friends, user 
preferences or other people at the same location. This kind of metadata could be used 
for personalizing the video abstraction.  
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Geotagging is becoming more popular as integrated GPS modules are found more 
and more in consumer products such as Nokia N-series multimedia phones, Apple 
iPhone and Nikon Coolpix P6000 digital camera. Popular multimedia services such as 
Flickr offer their users various ways to associate location information into their 
multimedia content. On the other hand map services like Google Maps or Google 
Earth can be used to visualize the multimedia content using a map interface. 

 

Fig. 1. Concept of a video scene 

A novel approach for abstraction of video content is introduced in this work. The 
goal was to build a system to automatically edit a coherent video summary from a set of 
unedited user generated mobile video clips created by a group of users. Our aim is to 
enhance community-based communication by creating an easy-to-use service that 
allows composing different video summaries based on commonly created video content. 
Creation location (GPS coordinate) and time information associated with the video clips 
are used to group shots from same context together to collections of video clips for 
creation of scenes (Fig. 1). This approach follows the definition [16] of a video scene 
which depicts action in one location and time. The video clips are segmented and shots 
to be included in the summary are selected based on results from audio and video 
analysis taking into consideration parameters such as segmentation threshold, motion 
intensity weight, motion variance weight and sound weight. A summary of videos is 
presented as a sequence of scenes. Fading transition effect is used between video scenes 
to express passage of time and changing of context to the viewer.  

The system functionality has been evaluated using a set of video clips acquired from 
real users of the content creation platform presented in [18]. The video content has been 
used to generate various video summaries for a small scale user evaluation. The purpose 
for the evaluation was to get a first impression of the applicability of the chosen 
approach in enhancing the quality and the amount of information of the video 
summaries. 

The paper is organized as follows; in section 2, we describe the developed video 
summarization system. In section 3, we present results from an evaluation performed 
with a small user group. Finally, in sections 4 and 5, we provide concluding remarks 
and our thoughts of future work.  
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2 Video Summarization System 

Basic steps of video summarization in this system include video segmentation, 
subshot selection, scene creation and video rendering. Video segmentation is done by 
analyzing the coherence of video content in frame level. In subshot selection phase a 
score that reflects the level of interest in a particular subshot is calculated and the 
most interesting subshots are selected. Video scenes are created by clustering selected 
subshots by their creation location coordinates and timestamps. Final video summary 
is rendered by connecting video scenes together and using fading transition effect 
between them. These steps are described in more detail in the following chapters. 

2.1 Feature Extraction 

Segmentation of video cannot be done without analyzing the content of video. Video 
content is analyzed by calculating feature (Table 1) values from audio and video stream. 
Image brightness, image contrast and similarity features are all calculated from image 
histograms. Similarity of consecutive frames is measured with match value 
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where h1 and h2 are compared histograms with L bins. These features are lightweight 
and give general information of visual content. Camera and object motion are 
calculated from optical flow of two consecutive frames. Optical flow is calculated 
with Lucas Kanade method utilising OpenCV library [8]. Root-mean-squared (rms) 
value of sound signal is calculated over a sequence of n samples, which is set to 
match the video frame rate: 
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Table 1. Extracted features 

Feature Measure 
Image brightness Mean of image Y channel       

intensity values 

Image contrast Variance of image Y channel 
intensity values 

Similarity of 
consecutive frames 

Match values of Y, U, and V 
components 

Camera motion Mean of optical flow vector x 
and y components 

Object motion Variance of optical flow vector 
magnitudes 

Sound power Sound RMS power 
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2.2 Video Segmentation 

In video segmentation phase the whole video sequence is segmented to base units, 
subshots. Low level video parsing can be seen as the analysis of content coherence of 
a video stream. Subshot boundaries are detected by computing the values of features 
for each frame of the clip and applying a coherence discontinuity detection 
mechanism. Coherence of a subshot is analyzed by comparing feature values of two 
consecutive frames and also comparing average of values before and after the frames. 
This method is presented in Fig 2.  

 

Fig. 2. Segmentation decision is made comparing feature vectors of two consecutive frames, i 
and i-1, and average vector of r previous frames and r next frames 

Similarity of feature vectors is measured with normalized Euclidean distance 
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where xi and yi are elements of feature vectors x and y .   

Average feature values represented in Table 2 are calculated for each subshot. 
Personalization of the video summary is accomplished by weight factors aj given for 
each feature.  

Table 2. Features of a subshot and expected effect of weight factor to the final video summary 

Feature of subshot Expected effect on final summary 
Brightness Giving greater weight to this 

feature subshots recorded in poor 
lighting conditions are not likely 
to be selected to the video 
summary.

Contrast Subshots with narrow contrast 
value are not likely to be included 
to the video summary if this 
feature is given weight.

Motion intensity This feature should be given 
weight if a video summary with 
camera movement is desired.

Motion variance If this feature is given weight 
scenes with moving objects are 
expected to be found in the final 
video summary.

Sound power By giving weight to this feature 
subshots including sounds are 
more likely to be included in the 
video summary.
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2.3 Subshot Selection 

In order to create a video summary with the best possible user experience the system 
tries to preserve the most interesting subshots. The level of interest is modeled with a 
linear combination   
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where zi is the subshot feature value and ai. the feature weight.  
Selection of the subshots can be seen as a 0-1 knapsack problem: maximizing the 

total perspective score while not exceeding the upper bound of the summary length. 
In this work a summarization ratio is known a priori information. Summary length 
can be easily calculated by multiplying total duration of videos with the 
summarization ratio. The knapsack problem can be formulated as an optimization 
problem: 
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Here pj is a profit, wj is a weight of an item j and c is capacity of the knapsack. In 
subshot selection phase this problem needs to be solved.  

In this work greedy algorithm is used to solve the optimization problem. Algorithm 
arranges items to descending order according to their pi/wi ratio. Then items are added 
to the sack starting from the first item and stopped when no items fit to the sack 
anymore. In this case the duration of a subshot is the weight value wj. The profit value 
pj represents the level of interest value of a subshot. 

Duration of a subshot cannot be used as subshot feature in this case, because of the 
greedy algorithm used for solving the subshot selection. This can be simply discovered 
by assuming duration feature to be z1, which means that pi/wi ratio would be 
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where duration weight value a1 would have no effect on ordering of subshots.  

2.4 Subshot Clustering 

After the segment selection the selected segments are organized in two-level 
hierarchical manner. First the subshots are divided into groups according to their 
creation location and time information. This approach is following the definition of a 
scene which depicts action in one location and time. 
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Fig. 3. Result of the clustering algorithm using video creation timestamp and location (latitude 
and longitude). Subshots from 6 video clips were assigned to three clusters visualized with 
squares, circles and diamonds. 

Subshot grouping is accomplished with an iterative K-means clustering algorithm 
which clusters the subshots in three-dimensional vector space using the creation time 
and location information (latitude and longitude) of the clip (Fig. 3). The algorithm 
finds iteratively natural mean points for the clusters and classifies data points to a 
cluster with nearest mean. Data points are assumed to be defined in a vector space 
where the chosen metric can be applied. In this work normalized Euclidean distance is 
used as metric for distance of two vectors.  

K-means clustering algorithm assumes the number of clusters K as a priori 
information. The algorithm tries to minimize a squared error  
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where jx is data point j and 
iμ  is mean or center of cluster Si. 

In this work a variation of this algorithm, K-medoids, is used. In the algorithm the 
cluster means are forced to be one of the data points, a medoid. 

Performance of the algorithm is heavily influenced by the initialization of cluster 
means. It is impossible to know beforehand where the clusters are located, after all 
that is what the algorithm is supposed to solve in the first place. This issue is handled 
by choosing initial means randomly and running the algorithm several times to find 
the best clustering.  

Another challenge is to choose the right number of clusters K. Approach taken in 
this work is to iteratively run the algorithm ten times and then increment the value of 
K. This is repeated until the squared error V goes below a predefined threshold. 
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2.5 Video Rendering 

In video rendering phase the objective is to assemble video scenes to a video 
sequence and render it to a final video summary. The scenes are ordered 
chronologically by comparing creation times of the median subshots of clusters. At 
the second level subshots are ordered inside each cluster by their temporal order. This 
is particularly important if subshots from the same original video clip are represented 
in a video scene.  

Subshots can be assembled together with various types of transition effects, such as 
fades, wipes and dissolves. Proper use of shot transition effects can greatly improve 
the overall appearance of video summary. However some transition effects can have a 
unwanted effect of drawing attention to the actual effect rather than to the actual 
transition and therefore the use of effects should be carefully thought over in design 
of such a system for a specific application. In this work fading transition effect is 
chosen to be used between video scenes because it generally represents passage of a 
time or change of context to the user. Simple cuts are used between shots inside a 
video scene.  

Problematic integration of audio modality must be considered when creating video 
summaries. The problem is that the subshot segmentation is hard to make in a way 
that would take into account both audio and video modality coherences at the same 
time. This sometimes leads to awkward cuts in either audio or video stream. Simply 
combining original audio stream of the subshots to video summary may not be the 
most appealing solution. In this work a completely unrelated audio stream, for 
example a music clip, can be added to the summary. This way the video summary 
should feel more consistent for the viewer.  

3 Experiments and Results 

In order to have a first impression on the feasibility of the automatic video editing 
system we organized a small scale user evaluation. In the user evaluations effect of 
system parameters on experienced amount of information and enjoyability was 
measured. Amount of information is described as how well the generated summary is 
considered to represent the whole original video material and enjoyability as how 
pleasing the summary is to watch.  

The video collection used in the user evaluations included 48 video clips. Videos 
were gathered from mobile multimedia content creation platform [18] test conducted 
in summer 2008. In the tests 7 users got Nokia N95 multimedia phones with context 
metadata acquiring functionality installed in them and an assignment to shoot and 
share videos with the content sharing platform. Total video material used in these user 
evaluations sums up to 11 minutes and 30 seconds. 

Five video summaries were created for the user evaluations using the whole video 
collection as starting point. First summary was generated with random segment 
selection and assembly. This summary is used as a reference when rating other 
summaries. Summaries were created with summary ratio of 0.1 so each video is about 
one minute long summary of total 11 minutes and 30 seconds of video material. 
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System parameters chosen to be tested were segmentation threshold, motion intensity 
weight, motion variance weight and sound weight. Parameters used in generation of 
each video summary are presented in Table 3. 

Table 3. Summary parameter values. Parameter tsegm is the segmentation threshold, ami is the 
motion intensity weight, amv is the motion variance weight, and as is the sound weight. 

Summary tsegm ami amv as 

2 2.2 -0.58 -0.11 0.0 

3 1.6 -0.58 -0.11 0.0 

4 2.2 -0.58 -0.11 30.0 

5 2.2 5.8 1.1 0.0 

 
With these four parameters the pace and camera movement of the video summary 

are changed. Second video summary includes long duration shots with static camera, 
and fifth summary includes lot of camera movement and shorter shots. Third 
summary is similar to the second but with shorter shots and thus faster pace. In video 
summary 4 some different shots were chosen than in the second video summary. 
Notable difference is that many shots were selected from a football match where 
sound power was higher than in general shots.  

We recruited 8 students of which 7 were men and one woman for these 
evaluations. Ages of the evaluators were between 20 and 24 years. We asked some 
details of their video creation and consumption habits in order to have an idea on their 
expertise in video recording and editing. Six of them said they recorded videos with 
their mobile phone. Six evaluators also said they recorded videos with digital cameras 
or digital camcorders. Only three of them were editing their videos afterwards. 
Software that these evaluators used was Apple iMovie [23], Pinnacle Studio [25], 
Kino [26] and Windows Movie Maker [27]. 

The evaluators were first given a short introduction to the subject and the video 
collection. Then they were asked to view the video summaries from 1 to 5 in 
consecutive order and rate the experienced level of amount of information and 
enjoyability with a scale from 0 to 9 where zero is the lowest level. Values of first 
video summary were fixed to 4. Results of the evaluations are represented in Table 4. 

Table 4. Results from the evaluation of amount of information / enjoyability 

Summary 0 1 2 3 4 5 6 7 8 9 mean 
1 (ref.)     8/8      4.0/4.0 

2    2/1 1/0 0/3 2/2 2/2 1/0  5.3/5.5 

3     0/1 2/1 1/1 1/2 4/2 0/1 6.9/6.6 

4   2/0 1/2 1/2 1/2 2/1  1/1  4.5/4.8 

5   1/0 1/1 0/2 2/3 1/1 1/0 2/1  5.5/5.0 
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All created summaries were generally considered to be more informative and 
enjoyable than the summary with random segment selection and assembly. Results 
show that video summary three was experienced to be the most informative and 
enjoyable. In summary 4 the amount of information and enjoyability probably 
suffered from the multitude of football scenery. Summaries with more camera 
movement were generally considered less enjoyable than summaries that included 
shots with static camera. However the experienced amount of information did not 
seem to be lower in summary with more camera movement. 

4 Conclusion 

Video abstraction tools can be effectively used to visualize large amount of video 
content, such as user generated mobile videos. The advances in positioning services 
have led to new possibilities of combining location information to video content and 
use it for content management purposes. 

In this paper we introduced a novel approach to utilize location and time metadata 
in video abstraction together with more traditional content analysis tools. Video clips 
are segmented to subshots by analyzing video content in frame level. A level of 
interest score is calculated for each subshot and the most interesting subshots are 
selected for the summary. The location and time related metadata is used to cluster 
subshots from the same context together to form video scenes. These scenes are 
rendered to a video summary by using fading transition effect between scenes and 
hard cuts between shots inside a same scene.  

This approach was found to be very useful as the coherence and enjoyability of 
generated video summary was greatly enhanced based on our small scale user 
evaluation. In these evaluations the generated video summaries were considered to be 
more enjoyable and informative than summaries generated with random subshot 
selection and assembly. Video summaries that included static camera were found to 
be the most enjoyable. 

5 Future Work 

The performed user evaluations showed that the idea of automatic video editing 
system based on geotagging and timestamps of the original video clips is a feasible 
idea. From the user perspective it is essential to define the correct ratio of automation 
and manual work in creation of the video summaries. We need to study further the 
effect of system parameters in the final summary taking into account the 
characteristics of mobile video clips in order to be able to provide best possible 
service and user interface for the end user to create his or her personal and community 
video summaries. The result of this work will need to be examined with a larger scale 
user test to validate the functionality and usability of overall automatic video editing 
system and user interface. 

There is also a lot to do on algorithm development to ensure the scalability of our 
system. Scalability requirements can be met by optimizing content analysis and 
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encoding algorithms as well as distributing processing e.g. in a cloud environment. 
The results from various audiovisual content analysis methods can be integrated to the 
automatic video editing system in order to add more features to the content clustering 
process. In order to provide the best possible summaries for specific use cases the 
logic for summary generation should be designed separately for each application 
domain. Adding an audio track to the background will surely increase the enjoyability 
of the video summary. 
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