
Location Management in Distributed Mobile Environments�P. Krishna Nitin H. Vaidya Dhiraj K. PradhanDepartment of Computer ScienceTexas A&M UniversityCollege Station, TX 77843-3112fpkrishna,vaidya,pradhang@cs.tamu.eduAbstractLocation management is an important problem in dis-tributed mobile computing. Location management con-sists of location updates, searches and search-updates.An update occurs when a mobile host changes loca-tion. A search occurs when a mobile host needs tobe located. A search-update occurs after a successfulsearch. Various strategies can be designed for search,update and search-update. Static location managementuses one combination of search, update and search-update strategies throughout the execution. Simula-tions were carried out to evaluate the performanceof di�erent static strategies for various communica-tion and mobility patterns. Simulation results indi-cate that performing search-updates signi�cantly re-duces the message overhead of location management.1 IntroductionLocation management is an important problem in dis-tributed mobile computing. Location managementconsists of location updates, searches and search-updates: An update occurs when a mobile host changeslocation. A search occurs when a host wants to com-municate with a mobile host whose location is un-known to the requesting host. A search-update oc-curs after a successful search, when the requestinghost updates the location information correspondingto the searched mobile host. The goal of a good lo-cation management scheme should be to provide ef-�cient searches and updates. The cost of a locationupdate and search is characterized by the number ofmessages sent, size of messages and the distance themessages need to travel. An e�cient location man-agement strategy should attempt to minimize all thesequantities.Providing connection-oriented services [5, 6, 7, 8, 11]to the mobile hosts requires that the host be alwaysconnected to the rest of the network in such a mannerthat its movements are transparent to the users. Thiswould require e�cient location management in orderto minimize the time taken for updates and searches,so that there is no loss of connection.In this paper we present several location manage-ment strategies based on a hierarchical tree structure�Research reported is supported in part by AFOSR and NSF.

database. These strategies try to satisfy the goal ofproviding e�cient searches and updates. A locationmanagement strategy is a combination of a searchstrategy, an update strategy, and a search-update strat-egy. Static location management uses one combinationof search, update and search-update strategies through-out the execution. This paper presents the results ofsimulations carried out to evaluate the performanceof proposed static location management strategies forvarious call and mobility patterns. Dynamic loca-tion management strategies are a subject of ongoingwork [1].This paper is organized as follows. Section 2 presents areview of related literature. Section 3 presents the sys-tem model for a distributed system with mobile hosts.Section 4 presents proposed static location manage-ment strategies and Section 5 presents the simulationresults. Section 6 introduces the notion of dynamiclocation management. The conclusions are presentedin Section 7.2 Review of related literatureNumerous location strategies have been proposed inthe recent years. One of the earlier works which dealtwith object tracking was done in 1986 by Fowler [9].Fowler deals with techniques to e�ciently use forward-ing addresses for �nding decentralized objects. Theenvironment is an object-oriented computer system,where the objects are allowed to move between pro-cesses. If a process wants to perform an operation onan object, it should �rst locate it. Fowler proposedthe use of forwarding pointers to keep track of theseobjects. Our paper borrows the idea of manipulatingforwarding pointers upon a successful search.Awerbuch et. al. proposed a theoretical model foronline tracking of mobile hosts [3]. The architectureis assumed to be a hierarchy of \m-regional matchingdirectories". Each node u in the data-structure main-tains sets read(u) and write(u). The sets are suchthat, if there is a node v which is at a distance ofless than m from u, the intersection of read(u) andwrite(v) is non-null. The same applies for read(v)and write(u). The cost of moves and updates was de-rived to be polylogarithmic in the size and diameterof the network. They also use forwarding pointers totrack the mobile host. Regional matching directoriesare used to enable localized updates and searches.
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Badrinath et. al. examined strategies that reducedsearch costs and at the same time control the volumeof location updates by employing user pro�les [2]. Thearchitecture consists of a hierarchy of location serverswhich are connected to themselves and to the basestations (or mobile support stations) by a static net-work. Each user is assumed to be registered underone of the location servers called the home locationserver (HLS). The user pro�les were used to createpartitions. When the user crosses partitions, does theupdate takes place. As explained later, our paper usesa similar architecture, but, does not assume a homelocation server (HLS).Spreitzer et. al. proposed a network architecturewhich consists of user agents, and a location queryservice (LQS) [12]. The paper deals with tracking ofhosts and providing some privacy to the user. The useragents are responsible to forward any communicationto or from the user. There is a dedicated user agentper user. The user agent always knows the current lo-cation of the user. The LQS is used to provide ways ofexecuting di�erent location queries that o�er di�erenttrade-o�s between e�ciency and privacy. This schemewas mainly aimed for local networks such as in build-ing premises. As the number of hosts in a networkincreases, it might not be e�cient to have a dedicateduser agent per user.Wu et. al. dealt with the idea of caching location dataat the Internet Access Point(IAP ) [10]. Here, the IAPwill maintain location data of some of the hosts. Thisbecomes useful when optimal routing decisions are tobe taken. If the IAP did not have an entry for a host,the message is forwarded to the Mobile Router (MR)which maintains information of all the hosts.3 System modelIn this section we present a model for a distributed sys-tem with mobile hosts. As shown in Figure 1, mobilenetworks generally comprise of a static backbone net-work and a wireless network. There are two distinctsets of entities, namelymobile hosts and �xed hosts. Ahost that can move while retaining its network connec-tion is called a mobile host (mh). The static networkcomprises of the �xed hosts and the communicationlinks between them. Some of the �xed hosts, calledmobile support stations (MSS)1 are augmented witha wireless interface, and, they provide a gateway forcommunication between the wireless network and thestatic network. Due to the limited range of wirelesstransreceivers, a mobile host can communicate with amobile support station only within a limited geograph-ical region around it. This region is referred to as amobile support station's cell. The geographical areacovered by a cell is a function of the medium used forwireless communication. Currently, the average size ofa cell is of the order of 1-2 miles in diameter. As thedemand for services increase, the number of cells maybecome insu�cient to provide the required grade ofservice. Cell splitting can then be used to increase thetra�c handled in an area without increasing the band-1Mobile support stations are sometimes called base stations.

width of the system. In future, the cells are expectedto be very small (less than 10 meters in diameter)covering the interior of a building [4]. A mobile hostcommunicates with one mobile support station (MSS)at any given time. MSS is responsible for forwardingdata between the mobile host (mh) and static net-work. Due to mobility, mh may cross the boundary
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MSS1 MSS2Figure 1: System modelbetween two cells while being active. Thus, the taskof forwarding data between the static network and themobile host must be transferred to the new cell's mo-bile support station. This process, known as hando�,is transparent to the mobile user [4]. The initiativefor a hando� can come from the mobile host or themobile support stations. Hando� helps to maintainan end-to-end connectivity in the dynamically recon-�gured network topology.4 Static location managementA location management strategy is a combination ofa search strategy, an update strategy, and a search-update strategy. Figure 2 illustrates the space of pro-posed location management strategies. Only the loca-tion management strategies in the absence of a homelocation server (HLS) are discussed in the paper.
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UpdateFigure 2: Space of location management strategies4.1 Logical network architecture (LNA)Mobile systems consist of mobile hosts, mobile sup-port stations (base stations), and location servers. Thelogical network architecture (LNA) is a hierarchicalstructure (a tree with H levels) consisting of mobile



support stations and location servers2. As shown inFigure 3, the mobile support stations (MSS) are lo-cated at the leaf level of the tree. Each MSS main-tains information of the hosts residing in its cell. Theother nodes in the tree structure are called locationservers (LS). Each location server maintains informa-tion regarding mobile hosts residing in its subtree.
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MSS Figure 3: Logical network architectureEach communication link has a weight attached to it.The weight of a link is the cost of transmitting a mes-sage on the link. Let l[src][dest] represent the linkbetween nodes src and dest, and, let w(l) representthe weight (or cost) of link l. The cost depends on thesize of the message, the distance between the hosts,and the bandwidth of the link. For analysis purposes,we assume that, for all l, w(l) = 1. Essentially, ourcost metric is the number of messages.4.2 Data structuresThere is an unique \home" address for every mobilehost. The home address is the identi�er/name of themobile host. The \physical" addresses of a mobilehost might change, but its home address remains thesame, irrespective of the host's location [11]. Each LSmaintains an address matching table that maps thehome address to the physical address of the mobilehosts residing in the subtree beneath it. Thus, theproblem of location management basically focuses onthe management of the address matching tables.There is a location entry in a locations server LS, cor-responding to a host h, if host h is in a cell in thesubtree under LS. If the host h moves to a cell whichis not in the subtree under LS, then the entry corre-sponding to h is updated (as explained later) at LS.All the nodes maintain location information using 3-tuples which have the following elements : (i) Mobilehost identi�er (id), (ii) Forwarding pointer destina-tion (fp dest), and, (iii) Time at which last forward-ing pointer update took place (fp time). Each loca-tion server maintains a 3-tuple for each mobile hostresiding in the subtree beneath it, and each mobilesupport station maintains a 3-tuple for each mobilehost residing in its cell.The default value of fp dest and fp time is NULL.Forwarding pointer destination (fp dest) is a hint forthe location of the mobile host. If the fp dest �eldof a host h is NULL in location server L, then, h is2Typically location servers correspond to the mobile switch-ing centers.

not in a cell in the subtree under L. Let us illustratethe use of forwarding pointers with an example. Letus suppose that we are using a strategy which usesforwarding pointers for location updates. Let a host hreside initially in cell c. The MSS of cell c will havean entry (h;NULL;NULL). Let there be a locationserver L which maintains information of the hosts re-siding in cell c. There will be an entry (h; c;NULL)corresponding to host h at L. Let host h move to anew cell c0, which is not a part of the subtree of L.Let t be local time at the MSS of cell c when thechange of location of h is recorded at the MSS. Lett0 be local time at L when the change of location of his recorded at L. Thus, the location information of hwill be (h; c0; t0) at L, and, (h; c0; t) at MSS of cell c.Note: The above data structures contain fp time�eld to store time. The fp time entry for a data struc-ture on a node, say v, contains the local time at node vwhen the data structure was last modi�ed. We will de-note this time as t in the following. It should be notedthat the correctness of the algorithms does not requirethe clocks at various nodes to be tightly synchronized.4.3 Initial conditionsIt is assumed that, initially, location information ofthe mobile hosts is stored in the corresponding loca-tion servers, i.e., each location server (LS) has the cor-rect location information for all the hosts residing inthe cells in its subtree. Thus, the root location servershould have the correct location information of all thehosts in the system. Let us illustrate this with an ex-ample. In Figure 4, nodes 1-7 are location servers,and 8-15 are mobile support stations. There are twomobile hosts h1 and h2. In the initial state, host h1is in cell 8, and h2 is in cell 12. Initially, the cor-rect location information of host h1 will be availableat location servers 4, 2, and 1. Likewise, the locationinformation of h2 will be available at location servers6, 3 and 1. Thus, the location information of a hostis available at all the location servers located on thepath from its current MSS to the root.
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h1 h2Figure 4: An example4.4 Update protocolsThe strategies for updating the location information atthe location servers and the mobile support stations,when a mobile host moves, are as follows.Let src and dest be the source and destination cells,respectively. Let h be the identi�er of the mobile host.



Let t denote the local time at a node when a changein location of h is recorded at that node. (The valueof t will be di�erent at di�erent nodes.)4.4.1 Lazy updates (LU)This is the simplest update scheme. Updates takeplace only at the MSS of the source and destina-tion cells. A forwarding pointer is kept at the sourceMSS. The updated entry at the sourceMSS becomes(h; dest; t). An entry for host h, (h;NULL;NULL) isadded at the destination MSS. The location infor-mation at the location servers are not updated. Thecost of update is zero, because there are no updatemessages being sent.4.4.2 Full updates (FU)Upon a move, apart from MSSs involved (i.e., MSSof the source and destination cells), location updatestake place in all the LSs located on the path from theMSS of the source and destination cells to the root.The scheme and an example illustrating it follows.Source cell:1. At the MSS : For host h, set fp dest = dest, andfp time = t. The updated entry for host h at theMSS becomes (h; dest; t).2. All location servers on the path from src to theroot : The MSS of src sends update message tothese location servers. Upon receipt of the updatemessage, the location servers update the entry forh to (h; dest; t).Destination cell:1. At the MSS : An entry (h;NULL;NULL) isadded for host h. If there was an old entry for h,it is overwritten by this new entry. At any node,there can be only one entry per host.2. All location servers on the path from dest to theroot : The MSS of dest sends update messageto these location servers. Upon receipt of the up-date message, the location servers create an entry(h; dest; t). If there was an old entry, it is over-written by this new entry.Therefore, in an H-level tree, the update cost3 permove is 2(H � 1). Let us illustrate this scheme withan example. Suppose in Figure 4, host h1 moves from8 to 14. Forwarding pointer to 14 will be kept atMSS8. MSS 8 sends update message to 4, 2 and 1, andthese location servers also create a forwarding pointerto 14. An entry for h1 will be made atMSS 14. MSS14 sends update message to location servers 7, 3 and1, and these location servers also make an entry forhost h1.3As stated earlier, the cost metric is the number of messages.

4.4.3 Limited updates (LMU)Update in the location information takes place at alimited number of levels of location servers in the tree.Here, updates occur at m(< H) lower levels of loca-tion servers on the path to the root. Updates at theselocation servers are similar to the FU scheme. Thelocation servers at levels higher than m are not up-dated. Thus, the update cost per move is 2m. Let usillustrate this scheme with an example. Let the valueof m be chosen to be 1. Suppose in Figure 4, host h1moves from 8 to 14. Forwarding pointer to 14 will bekept at MSS 8. MSS 8 sends an update message to4, and 4 maintains forwarding pointer to 14. An entryfor h1 will be made at MSS 14. MSS 14 sends anupdate message to 7, and 7 makes an entry for hosth1.4.5 Search protocolIf a host h in cell C wants to communicate with an-other host h0, h has to know the location of h0. Thisrequires that host h search for host h0. As statedearlier, we do not make explicit use of home locationserver (HLS) for searches. The search process in theabsence of a HLS is as follows. If the mobile sup-port station of C has no location information for h0,it forwards the location query to the next higher levellocation server on the path to the root. If that loca-tion server does not have any location information forh0, it again forwards the location query to the nexthigher level location server on the path to the root.This process repeats until a location server which haslocation information for h0 is reached. Once the loca-tion information (i.e., cell identi�er, say D) for h0 isobtained, the location query is forwarded to the MSSof cell D. Host h0 will either be in cell D or the MSSwill have a forwarding pointer corresponding to h0. Ifhost h0 is in cell D, the search is complete. Else, achain of forwarding pointers is traversed untill MSS ofthe cell containing host h0 is reached.4.6 Search-update protocolsLocation management becomes more e�cient if the lo-cation updates also take place after a successful search.For example, suppose there is a host h that frequentlycalls h0. It may be useful to update the location in-formation of h0 after a successful search, so that if hcalls again, the search cost is likely to be small. Thelocation information update takes place at the MSSof the caller. Let host h be the caller, and host h0 bethe destination host. Let the location of h and h0 beK and K0 respectively. Following are the strategies toupdate location information upon a search.4.6.1 No update (NU)In this strategy, there are no location updates. But,the fp time �eld of the entry corresponding to h0 atthe MSSs on the search path are updated to the cur-rent time at the MSS. The cost is zero. This is be-cause the update of the time �eld could be done dur-ing the search process itself, and no additional mes-sages need to be sent for this purpose. The update



in fp time is done to avoid purging of the forward-ing pointer data at the MSSs. The purge protocol isexplained in the next section.4.6.2 Jump update (JU)In this strategy, a location update takes place only atthe caller'sMSS, i.e.,MSS of cellK. The entry for h0at theMSS of cell K is set to (h0;K0; t), where t is thelocal time at the MSS when the location informationis updated. The update cost is 1. This is becauseonly one message needs to be sent from MSS of K0notifying the location information of host h0.4.6.3 Path compression update (PCU)In this strategy, upon a successful search, a locationupdate takes place at all the nodes in the search path.All the location servers on the search path have the en-try of h0 updated to (h0;K0; t), where t is the local timeat the location server when the location informationis updated. All the MSSs on the search path includ-ing the caller's MSS have an entry of h0 updated to(h0;K0; t), where t is the local time at the MSS whenthe location information is updated. Let us illustratewith an example. In Figure 4, let host h1 call hosth2. Suppose the location information of h2 is avail-able only at the location servers 6, 3 and 1. Using thesearch protocol described previously, the search pathwill be 8 ! 4 ! 2 ! 1 ! 12. The location updatestake place at location servers 4, 2 and 1, and MSS4. The update cost is the length of the search path,which in this example is 4.4.7 Purging of forwarding pointersWe need to periodically purge the stale forwardingpointers at the location servers and the mobile sup-port stations. This should be done in order to (i)save storage space at the nodes, and (ii) avoid storingstale location information. We use a design parame-ter maximum threshold call interval (MTCI) to decidewhether to purge a forwarding pointer information ornot. Let the current time be curr time. If fp time 6=NULL, and curr time � fp time � MTCI4, thenthe entry for the host is purged from the MSS. Ifcurr time� fp time < MTCI, it means that there issome other host in the system which has recently usedthe forwarding pointer information of i.In the location servers, if curr time � fp time �MTCI for a mobile host, the location entry for thathost is purged.Updating of forwarding pointers with a purgeWhen LU and LMU strategies are used, the forward-ing pointers at higher level location servers do not get4Note that the fp time value for a host residing in the cellwill be NULL. So we are considering hosts which are currentlynot residing in the MSS's cell and whose forwarding pointerinformation is stored at the MSS.

updated, and become stale. Thus, these forwardingpointers get purged periodically. However, some of thesearches for the host might reach the higher levels. Ifthe location servers at the higher levels do not have theinformation of the host, the root has to broadcast todetermine the location. To avoid this, the forwardingpointers at the location servers on the path to the rootfrom the current MSS must be updated periodicallyalong with purging. This is achieved by the currentMSS of each mobile host by sending a location up-date message to the location servers on the path tothe root.5 SimulationsA trade-o� exists between the cost of updates (uponmoves and searches) and cost of searches. The param-eters that a�ect this trade-o� are (i) call frequency,and (ii) mobility. In this paper we will evaluate thee�ects of mobility and call frequency on the cost of up-dates, search-updates and searches. As stated earlier,the location management strategy is a combinationof a search strategy, an update strategy and a search-update strategy. The search protocol is the same forall location management strategies. A total of 9 staticlocation strategies are obtained using above strategiesfor updates and search-updates. We performed simula-tions to analyze the performance of the proposed loca-tion management strategies for various call frequencyand mobility values. The location management strate-gies simulated were obtained by choosing one updatestrategy (say XX, where XX = LU, FU or LMU) andone search-update strategy (say YY, where YY = NU,JU or PCU). The location management strategy thusobtained is denoted as XX-YY.5.1 ModelWe assume a binary tree as the logical network ar-chitecture for the simulations. The height of the treeis H. The number of location servers in the networkis 2(H�1) � 1, and the number of mobile support sta-tions (or the number of cells) is 2(H�1). Physical prox-imity of the cells under the same location server is as-sumed. This will help in determining short and longmoves. The height H was chosen to be 10 for thesimulations5. Thus, there were 512 cells in the net-work.The main aim of the paper is to develop protocols fore�cient searches and updates, i.e., reduce the num-ber of messages due to location updates, without in-creasing the number of messages required for searches.Since the average message delay is likely to be smallcompared to the intervals between consecutive callsand moves, we ignore the message delays, i.e., the lo-cation updates and searches are immediate.Simulations were performed for two types of environ-ments : (i) arbitrary moves and arbitrary callers, (ii)5In existing networks like GSM or Internet, the height maybe small (3 or 4). Since a binary tree was assumed for thesimulations, we needed to have higher number of levels to havea sizeable number of cells in the network. However, similarperformance trends are expected for other networks.



short moves and a set of callers. In type (i), the usercan move to any location (cell), and, get calls from anyother host in the network. This is not necessarily truein real life, but it gives a fair idea of the performanceof the location management schemes in such extremeconditions. Type (ii) is the closer to real life mobile en-vironments. Users are expected to make a lot of shortmoves to nearby destinations, and are expected to re-ceive calls from a speci�c set of callers (e.g. family,business colleagues)6.5.1.1 Call-mobility distribution for type (i)The time between moves of a host is assumed to followan exponential distribution with a mean M . The des-tination cell is chosen randomly among 512 cells. Thetime between calls for a host is assumed to follow anexponential distribution with a mean C. The caller'scell is chosen randomly from among the 512 cells.5.1.2 Call-mobility distribution for type (ii)Type (ii) consists of generating calls from a speci�cset of callers and short moves. One option to generateshort moves is to put an upper limit on the length ofthe move, in terms of number of cells, and randomlyvary the length of the move within the upper limit.For example, in Figure 4, if we keep an upper limitof 1, the host h2 will be able to make the next moveto cell 11 or 13. But, our logical network architecturejust assumes proximity of cells which are under thesame location server. Thus, a move from 12 ! 11 isnot equivalent to the move from 12! 13.
p(h)

h1 (H-1)

p
1Figure 5: Probability distribution function p(h)Instead, we varied the number of levels of locationservers where location information will be updateddue to the move, if FU update strategy were to beused. The number of levels can be varied between 1 to(H � 1). Level 0 is the MSS level. Lesser the numberof levels a�ected, shorter is the length of the move.The probability distribution function of the length ofthe move in terms of height (number of levels) is shown6The callers are assumed to be immobile. They are eitherpart of the static network, or, do not leave their cell.

in Figure 5.p(h) = 2(H � 1)(H � 2) � (H � 1� h):The cumulative distribution function (cdf) is as fol-lows: cdf(h) = Phx=1 p(x). We randomly chosea height h based on the given probability distribu-tion function. The number of choices for the des-tination cell is 2h. Let the identi�er of the currentcell (i.e., the source cell) be curr. Knowing the heighth and curr, one can easily determine the ancestorof curr at level h in the binary tree. Let it be ls.Knowing ls, the set of destination cells possible isfls � 2h; ls � 2h + 1; ::::; ls � 2h + 2hg. A destinationcell is chosen randomly from this set. Let us illustratewith an example. In Figure 4, for host h2, let h be ran-domly obtained as 2. In this case, the location serverat level 2 is 3 and the number of choices is 4. The des-tination cell is randomly chosen from f12,13,14,15g.This is in coherence with the assumption of proxim-ity of cells under the same location server. The timebetween moves of a host is assumed to follow an expo-nential distribution with a mean M .In type (ii), for each mobile host, callers were chosenfrom a speci�c set of cells. The size of the set waschosen to be 20. The set was chosen arbitrarily, andwere not necessarily neighboring cells. The calls al-ways originated from those cells. The time betweencalls for a host is assumed to follow an exponentialdistribution with a mean C.5.1.3 PurgePurge is performed periodically every MTCI units oftime. The value of MTCI was chosen to be 10 unitsof time.5.2 Cost modelAs stated earlier, the cost of transmitting a messageover any link is 1. Therefore, the cost metric is essen-tially the number of messages required for each oper-ation (search, update, and search-update). Thus, thecost of an update is the number of location serverswhich update the location information of the host.The cost of a search is the number of location serversand mobile support stations visited before locating thehost. Cost of a search-update is the number of loca-tion servers which update the location information ofthe host.The performance parameter of interest is the aggregatecost, de�ned as the sum of average update cost, aver-age search cost, and the average search-update cost.5.3 ResultsSimulations were performed to analyze the perfor-mance of the various location management strategies.Results were obtained for the two type of environ-ments, Type (i) and (ii). The values of C and Mwere both varied from 1 to 15 units of time. Value



of C was changed to vary the time interval betweentwo successive calls. Value of M was changed to varythe mobility of the host. For example, C = 1 andM = 1 characterizes a communication intensive andultra-mobile environment.
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Figure 6: Aggregate cost for type (i)Type (i) : The average length of a move was 170,and the average distance of a call was 170 also. It wasobserved that the LU -PC strategy outperforms all theother strategies for all values of M and C. There-fore, we have only plotted the curves for LU -PC. Thestrategies using FU and LMU su�ered due to the highcost of updates upon each move. LU -NU strategy suf-fered due to very high search costs. Because the callerswere arbitrary, LU -JU strategy did not perform wellas the update upon a successful search was not helpingin reducing the search cost. Figure 6 demonstrates theaggregate cost for the LU -PC strategy as a function ofC for di�erent values of M . As seen in the �gure, theaggregate cost increases with C, and decreases withM . This is because as C increases, the calls becomeinfrequent, and the hosts might have moved to new lo-cations, requiring new searches. Thus the reduction insearch cost by path compression is not much e�ective.We also observe that the rise in aggregate cost withC is higher for lower values of M . Lower the valueof M , higher is the mobility, and thus the search costwill be higher. At high values of M , the di�erencein the aggregate costs due to di�erent values of M islow. This is because as M increases, the host move-ment reduces. Beyond a point, increasing M does nota�ect the aggregate costs, and the curves converge toa single curve.Type (ii) : The average length of a move was 9, andthe average distance of a call was 110. It was observedthat the LU -PC and the LU -JU strategies outper-formed all the other strategies for all values of M andC. In contrast to Type (i) scenario, LU -JU performedwell, because, there is a speci�c set of callers. Thus,
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Figure 7: Aggregate cost for type (ii)the jump update at the caller is much more e�ectivein reducing the search cost, because the caller is goingto call the host again with a higher probability thanin Type (i) environment. Figure 7 demonstrates theaggregate cost for the LU -JU strategy and the LU -PC strategy as a function of C for di�erent values ofM . As seen, LU -JU performs better than LU -PCin high-communication and low-mobility, and, low-communication and high-mobility environments. Inthese environments, the search cost for LU -PC andLU -JU are comparable. Since the search-update costis same as the search cost for LU -PC, the aggregatecost for LU -PC is simply twice the search cost. On theother hand, the average search-update cost for LU -JUis less than7 or equal to 1. Thus, the aggregate costof LU -JU is lower than LU -PC. LU -PC performsbetter for other values ofM and C because the searchcost for LU -JU becomes large compared to LU -PC.Figure 8 demonstrates the average search cost for theLU -JU strategy and the LU -PC strategy as a func-tion of C for di�erent values of M . As seen, LU -PChas a much lower search cost than LU -JU . The searchcost of LU -JU is slightly lower than LU -PC for high-communication and low-mobility environment.5.4 DiscussionIt was noticed that performing search-updates signi�-cantly reduced the search and aggregate costs. For theassumed logical network architecture, it is seen thatthe LU -PC strategy performs better than the otherstrategies for most of the values of C and M . It isexpected that LU -PC will perform well in other net-work models too. For models with di�erent costs as-sociated with each link, we expect the other proposedstrategies to perform well, and sometimes better thanthe LU -PC strategy (for some values of M and C).As shown in Figure 9a, we expect zones in the M -Cplane, where one scheme will outperform others for thecall frequency and mobility values in the zone. This7In cases where the caller has the correct information of thedestination host, the search-update cost is zero.
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Figure 8: Search cost for type (ii)was evident in the Type (ii) environment. As shownin Figure 9b, the M -C plane is divided in two zones,LU -JU and LU -PC. Thus, if the behavior of the mo-bile hosts (call frequency, mobility) is known a priori,the designer can obtain such an M -C chart and decidewhich location strategy will best suit the system.
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