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Abstract

Given only a few available images for a novel unseen

category, few-shot image generation aims to generate more

data for this category. Previous works attempt to glob-

ally fuse these images by using adjustable weighted coef-

ficients. However, there is a serious semantic misalignment

between different images from a global perspective, mak-

ing these works suffer from poor generation quality and di-

versity. To tackle this problem, we propose a novel Local-

Fusion Generative Adversarial Network (LoFGAN) for few-

shot image generation. Instead of using these available

images as a whole, we first randomly divide them into a

base image and several reference images. Next, LoFGAN

matches local representations between the base and refer-

ence images based on semantic similarities, and replaces

the local features with the closest related local features. In

this way, LoFGAN can produce more realistic and diverse

images at a more fine-grained level, and simultaneously

enjoy the characteristic of semantic alignment. Further-

more, a local reconstruction loss is also proposed, which

can provide better training stability and generation quality.

We conduct extensive experiments on three datasets, which

successfully demonstrates the effectiveness of our proposed

method for few-shot image generation and downstream vi-

sual applications with limited data. Code is available at

https://github.com/edward3862/LoFGAN-pytorch.

1. Introduction

As a representative deep generative model, generative

adversarial networks (GANs) [7] have shown impressive

results in various visual tasks in recent years. However,

most GAN models still struggle with insufficient training

data [25]. Although many GAN-based few-shot learning

algorithms have been presented recently, most of these al-

gorithms are specially designed for discriminative tasks like
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image classification [20] and segmentation [21], rather than

the pure image generation in a data-limited regime.

To this end, few-shot image generation has aroused in-

creasing attention. The goal of few-shot image generation

is to generate diverse images for a novel category, when a

few available images of this category are given. In partic-

ular, inspired by the episodic training mechanism [20], the

generative model is generally trained on an auxiliary dataset

with sufficient labeled training categories and images. Af-

ter that, given a few images from a new unseen category,

the learned generative model is expected to generate diverse

images for this specific category. Considering the disjoint

label spaces between the seen auxiliary dataset and the un-

seen test dataset, the generative model is hoped to obtain the

generalization ability by learning from thousands of simu-

lated few-shot image generation tasks.

Current few-shot generation approaches can be roughly

divided into three types, i.e., transformation-based [2],

optimization-based [5, 13], and fusion-based [8, 9].

Transformation-based methods apply intra-category trans-

formation on one conditional image while optimization-

based methods introduces a meta-learning paradigm [6, 16]

to learn an initialization strategy for unconditional image

generation tasks, both applicable to simple generation tasks.

Fusion-based methods (inspired by metric-based few-shot

learning) define this problem as a conditional generation

task. The generative model encodes several input images to

a feature space and performs a fusion operation (instead of

the comparison operation in metric-based few-shot classifi-

cation). The fused feature is then decoded back to a realistic

image of the same category.

The essence of fusion-based few-shot generation is to

implement a label-consistent mapping from a few con-

ditional inputs to diverse outputs while simultaneously

maintaining the image quality and diversity. Technically,

GMN [3] combines Matching Network [20] with VAE [11]

by appending a decoder after the matching procedure. Due

to the limited generation capacity of VAE, this method is

only applicable to generate digits and simple visual pat-
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terns. To address this problem, MatchingGAN [8] re-

places the VAE part with a generative adversarial network

and achieves natural image generation for the first time,

but still struggles with complex natural images. Recently,

F2GAN [9] proposes a fuse-and-fill strategy in the fusion

procedure to enhance the generation ability. However, the

above methods still suffer from a limited and imprecise

generation space which is formulated by a strictly linear

combination as well as a weighted image-level reconstruc-

tion loss. In other words, the images in the same cate-

gory are linearly fused with interpolation coefficients at the

global feature map level. This may bring two problems.

First, when the input images are not semantically aligned,

the fused feature map will be misaligned too, and globally

adding them will produce aliasing artifacts in the output im-

age. Second, simple global combination will also hurt the

generation diversity because the relative position of each lo-

cal semantic area is strictly fixed during fusion.

To tackle the above problems, we propose a novel local-

fusion approach to fusion-based few-shot image generation.

Given a handful of images, we randomly choose one of

them as a base image and the others as reference images.

The base image defines a basis of the generation and the

reference images act like a bank of many available local

representations. We first select local positions randomly in

the base image. Then, since the input images come from

the same category, we can find semantically matched local

representations for these selected positions in the bank. We

fuse the matched local representations from different im-

ages in a more fine-grained level, and replace them back to

the corresponding positions in the base image. The whole

process is completed in a local fusion module at the feature

level without additional parameters. Since the fusion opera-

tion is performed in local areas rather than the whole feature

map, the generated images will contain fewer artifacts.

In addition, we propose a new local reconstruction loss

to better cooperate with the proposed local fusion module

at the training stage. In previous fusion-based few-shot im-

age generation methods, a global reconstruction loss is used

to enforce the generated images to contain the information

of the input images, which is implemented by minimizing

the pixel-level distance between the generated image and

a weighted sum of input images. However, adding the in-

put images at each pixel position as a reconstruction target

can not ensure semantically alignment because each image

is unique in content with different structures. To this end,

we consistently stand in a ‘local’ view to tackle this prob-

lem. We enforce the generated images to be close to the

input images in some local areas instead. We reproduce the

above feature-level local fusion procedure at the image level

to build a clearer image as the reconstruction target. We find

the proposed local reconstruction loss can further improve

the generation quality for few-shot image generation.

Our contributions can be summarized as follows:

• We propose Local-Fusion Generative Adversarial Net-

work (LoFGAN) for few-shot image generation, which

can flexibly match the semantically nearest local fea-

tures to achieve better generation quality and diversity.

• We present a local fusion module along with a new

local reconstruction loss to better train the network,

which provides more refined guidance for generation.

• We conduct comprehensive experiments on three

datasets where our method achieves the state-of-the-

art performance in few-shot image generation, demon-

strating the effectiveness of our proposed method.

2. Related Work

In this section, we introduce three kinds of related work

in this paper: generative adversarial networks, few-shot

generative adaptation and few-shot image generation.

2.1. Generative Adversarial Networks

Generative Adversarial Network (GAN) [7] is one cate-

gory of generative models which is trained via adversarial

learning. With the great ability of GANs to fit a data distri-

bution, great improvement has been made in various tasks

ranging from image generation [10], image editing [1] to

image-to-image translation [26]. However, the impressive

results are mainly attributed to the unlimited supply of train-

ing images. The discriminator may easily overfit in case of

limited data, which makes the model hard to converge. Re-

cently, some advanced data augmentation strategies [2, 25]

have been proposed for training GANs with limited data,

but these methods are mainly designed for unconditional

generation, which is more like the vanilla GAN [7]. Differ-

ent from the mainstream, in this paper, we try to solve this

problem in a few-shot learning paradigm. We are interested

in teaching a GAN to generate different images for a novel

category given a few images of this category.

2.2. Few-shot Generative Adaptation

Estimation of a distribution from limited observations is

biased and inaccurate, especially for GANs. Some meth-

ods try to mitigate the challenge of insufficient data via

transfer learning [23, 22, 19]. With the help of auxiliary

data (mainly for pre-training), these methods leverage a pre-

trained GAN and adapt it to another image domain by ad-

justing the model parameters [12, 24]. The adapted model

should be able to generate images within the target image

domain with limited data. We classify these methods as

few-shot generative adaptation, which assumes that the lim-

ited dataset and the auxiliary dataset are disjoint in the fea-

ture space (i.e., in different image domains). These meth-

ods also assume that the model should be first pre-trained
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Figure 1: Our LoFGAN framework contains an encoder E, a local fusion module, a decoder H , and a discriminator D. The random

coefficient vector α is the input of both LFM module and local reconstruction loss. The local fusion module randomly chooses one of the

encoded features as base and the rest features as references, and fuses them by local selection, local matching and local replacement.

on a large dataset and then carefully fine-tuned on the lim-

ited dataset. Different from the above methods, we assume

the auxiliary dataset and limited dataset are disjoint in the

label space (i.e., different categories from the same image

domain), and the model should be able to generate images

for any unseen category directly without fine-tuning.

2.3. Few-shot Image Generation

Given a few images for an unseen category, the

goal of few-shot image generation is to produce realistic

and diverse images for this category, which is different

from the goal of few-shot generative adaptation methods.

Optimization-based methods FIGR [5] and DAWSON [13]

combine adversarial learning with meta learning methods

(i.e., Reptile [16] and MAML [6]), but the generation qual-

ity is limited. For fusion-based methods, GMN [3] and

MatchingGAN [8] generalize the matching network from

few-shot classification task to few-shot image generation

with VAE and GAN. F2GAN [9] improves MatchingGAN

by adding a Non-local Attentional Fusion module to fuse

and fill different level of features to generate images. These

methods fuse the high level image features with a global

coefficient, which will bring more aliasing artifacts and less

diversity to the generated images. Besides, a global recon-

struction loss is used to constrain the model to produce im-

ages that look like a weighted stack of the input images,

which will further hurt the generation quality. Different

from existing methods, we aim to fuse the deep features

at a more fine-grained level by selecting, matching and re-

placing local representations, and use a local-based recon-

struction loss to reduce aliasing artifacts.

3. Our Method

3.1. Overall Framework

Given k images sampled from a novel category, our goal

is to generate new images for this category, which is called

a k-shot image generation task. To achieve this goal, we can

split an image dataset into two parts: seen categories Cs and

unseen categories Cu, where Cs ∩ Cu = ∅. In the training

stage, we sample hundreds of k-shot image generation tasks

from Cs and feed them into the model, encouraging it to

learn transferable generation ability to generate new images

for unseen categories. In the test stage, the model can take

images from one category in Cu to generate a new image.

Figure 1 shows the overall framework of our method.

The generator G is a conditional one that contains an en-

coder E, a decoder H , and a local fusion module LFM. The

input images X = {x1, . . . , xk} are first fed into the en-

coder E to extract deep features F = E(X). Then, the

LFM module takes F and a random coefficient vector α

as inputs and produces a semantically aligned fused feature

F̂ = LFM(F ,α). After that, the decoder H decodes the

feature back to the image and obtains the generated image

x̂ = H(F̂). The real images X and generated image x̂ are

fed into the discriminator D for adversarial training.

3.2. Local Fusion Module

Figure 1 shows a detailed illustration of the proposed

LFM module under the 3-shot image generation setting.

Given a set of encoded feature maps F = E(X) ∈
R

k×w×h×c. Each w × h × c tensor in F can be viewed

as a set of h× w c−dimensional local representations. Our

idea is to randomly assign one feature map from F as a

base feature fbase, and denote the rest k − 1 features maps

as reference features Fref . The local fusion module will

take the select fbase as a basis and the rest Fref as a bank

of local features to produce a fused feature. The whole fu-

sion process can be divided into three steps, including local

selection, local matching and local replacement.

Local Selection. Once the fbase is determined, the first

step is to select which local representations in fbase should

be replaced. Here we randomly select local representations

from the h × w local positions in fbase. More specifically,
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we select a number of n = η × w × h local representa-

tions, where η ∈ (0, 1] is a selection ratio that decides how

many local representations should be fused. After feature

selection, we obtain a set of n c−dimensional local repre-

sentations φbase from the base feature fbase.

Local Matching. The next step is to find semantically

matched local representations in Fref that can be used to

replace φbase. For each reference feature fref in Fref , we

calculate the similarity between every two positions in φbase

and fref to build a similarity map M as below,

M (i,j) = g(φ
(i)
base, f

(j)
ref ), (1)

where i ∈ {1, . . . , n}, j ∈ {1, . . . , h×w} and g is a similar-

ity metric. According to the similarity map, we can find the

most similar local representation for each position in φbase,

and use them to replace the origin local representations in

fbase in the next step. We denote the set of the best matched

local representations from the k − 1 reference feature maps

as Φref ∈ R
(k−1)×n×c. Note that we also record the posi-

tion information for every local representation in φbase and

Φref , which we use to calculate the local reconstruction loss

in the next section.

Local Replacement. For each c−dimensional local rep-

resentation in φbase, we now have k−1 candidate local rep-

resentations. For example, φ
(1)
ref ∈ R

(k−1)×c contains the

most similar local representations with the first local repre-

sentation φ
(1)
base ∈ R

c that we can find in every fref (see

the dotted lines in the LFM module in Figure 1). We fuse

all of these local representations together and replace them

to the corresponding positions in fbase. We use a random

coefficient vector α = [α1, . . . , αk] to fuse the features for

all the positions selected,

φ
(t)
fuse = αbase · φ

(t)
base +

∑

i=1,...,k,i �=base

αi · φ
(i)
ref (t), (2)

where
∑k

i=1 αi = 1, αi ≥ 0 and t = 1, . . . , n. We retain

original local representation with a ratio αbase. Then we

replace all the n fused local representations φfuse back to

the corresponding positions in fbase. This produces a fused

feature map F̂ as the output of the LFM module.

3.3. Local Reconstruction Loss

Given a set of input images X = {x1, . . . , xk} and

a random coefficient vector α, previous methods adopt a

weighted image-level reconstruction loss to constrain the

generated image x̂, which can be formulated as follows,

Lglobal = ||x̂−
k∑

i=1

αi · xi||1, (3)

where
∑k

i=1 αi = 1, αi ≥ 0. Eq.3 means the generated

image x̂ should look more like xi if αi is given high, which
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Figure 2: Calculation of the target image for local reconstruction

loss. The whole process can be viewed as a reproduction of local

replacement procedure. Comparing with the global reconstruction

loss, our proposed local reconstruction loss produces more clear

reconstruction target to train the model. Better view in color.

is equal to minimizing the difference between the generated

image with a weighted stack of the input images. This may

lead to unsuitable supervision because the weighed stack

of images will have aliasing artifacts when the input images

are not aligned. To this end, we introduce a local reconstruc-

tion loss to tackle this problem. The idea is to reproduce

the feature-level local fusion procedure at the image-level.

Specifically, we record the positions for every selected base

and reference local representations in φbase and Φref , and

map each position of the selected feature back to the orig-

inal image size to get a roughly fused image LFM(X,α).
After that, we constrain x̂ by the following loss,

Llocal = ||x̂− LFM(X,α)||1. (4)

As seen in Figure 2, each position in the feature map

corresponds to an image patch in the input image. Since

we have got the position information of local representa-

tions during the local selection and local matching stages,

the position of the corresponding image patches for each

local representation can be easily found. We reproduce the

local fusion procedure at the image level. Specifically, for

the base image, we fuse the selected patches with similar

patches from the reference images and replace them with

the original image patches. Comparing with the target im-

age of global reconstruction loss at the bottom right corner,

our proposed local reconstruction loss presents fewer alias-

ing artifacts, which will help to improve the quality of gen-

erated images.

3.4. Objective Function

Let X denote the input images, x̂ = G(X,α) denotes

the generated image, c(X) denotes the label for X (only
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available for seen categories). The generator G and discrim-

inator D are optimized alternatively using the following loss

functions in addition to the proposed Llocal.

Adversarial Loss. We use the hinge version GAN

loss [18] to constrain the generator to generate realistic im-

ages that the discriminator cannot figure out:

LD
adv = max(0, 1−D(X)) + max(0, 1 +D(x̂)).

LG
adv = −D(x̂).

(5)

Classification Loss. The classification loss follows

ACGAN [18], where an auxiliary classifier is applied to

classify the input images into the corresponding category.

Specifically, the discriminator should correctly classify the

real images and the generator is required to produce images

while maintaining the same label with input images:

LD
cls = −logP (c(X)|X).

LG
cls = −logP (c(X)|x̂).

(6)

Therefore, the whole network is optimized end-to-end

using the following objective function:

LG = LG
adv + λG

clsL
G
cls + λlocalL

G
local.

LD = LD
adv + λD

clsL
D
cls.

(7)

4. Experiments

4.1. Implementation

The encoder has one input convolutional block and four

downsampling convolutional blocks. Each block has one

convolutional layer followed by Leaky-ReLU activation and

batch normalization. The decoder is symmetric to the struc-

ture of the encoder, which has four upsampling convolu-

tional blocks and one output convolutional block. The fea-

ture size we use to perform LFM is 8 × 8. We use cosine

similarity as the similarity function g in Eq.1. As for the dis-

criminator, we adopt a similar network architecture in [14],

which has four residual blocks as a feature extractor and

two fully connected layers to evaluate realness and classifi-

cation.

We use Adam optimizer to train the network 50, 000 it-

erations with a fixed learning rate of 0.0001 and another

50, 000 iterations with the learning rate linearly decayed to

0. In each iteration we randomly sample eight k-shot image

generation tasks as one mini-batch to update the model. It

takes about 36 hours to finish the training on one NVIDIA

Tesla V100 GPU. We use real gradient penalty regulariza-

tion [15] for training stability. The selection ratio η in LFM

module is set to 0.5 by default. For hyper-parameters, we

set λG
cls = λD

cls = 1 and λlocal = 0.5.

4.2. Evaluation Datasets

We use the following datasets for our experiments:

Flowers [17]. The Flowers dataset has 102 categories.

We split it into 85 seen categories for training and 17 unseen

categories for evaluation. Each category has a fixed number

of 40 images.

Animal Faces [14]. The Animal Faces dataset contains

149 categories. We select 119 categories for training and 30

for evaluation with 100 images per category.

VGGFace [4]. For VGGFace dataset, we select 1802

categories for training and 552 for evaluation. The number

of images for each category is also 100.

4.3. Baselines

We compare our method with several few-shot gen-

eration methods, including FIGR [5], GMN [3], DAW-

SON [13], DAGAN [2], MatchingGAN [8] and F2GAN [9].

To ensure a fair comparison, in our experiment, we imple-

ment a MatchingGAN model using the same network archi-

tecture, training strategy and hyper-parameters as the pro-

posed method, which we denote as MatchingGAN†.

4.4. Quantitative Evaluation

The quantitative evaluation is conducted under a 3-way

generation setting for both training and testing. Following

MatchingGAN [8], we first train the model using images

of the seen categories. Then we split the images of each

unseen category into two parts, Sin and Sreal. We use the

images in Sin to build a number of 128 3-shot image gen-

eration tasks, getting 128 generated images per category.

The generated image set is denoted as Sgen. We calcu-

late the FID and LPIPS scores between Sgen and Sreal to

evaluate the generation. Furthermore, to evaluate the effec-

tiveness of the LFM module, we replace the global fusion

module in MatchingGAN† with our LFM module, which is

recorded as MatchingGAN†+LFM. As shown in Table 1, in-

troducing LFM brings a certain improvement to the baseline

MatchingGAN† with lower FID and higher LPIPS, which

means better quality and diversity can be achieved by us-

ing the LFM module. The proposed LoFGAN, introducing

both LFM and Llocal, achieves the lowest FID and highest

LPIPS on almost all of the three datasets, demonstrating the

effectiveness of the proposed local reconstruction loss.

Figure 3 shows a comparison of generated images of

our method with those from MatchingGAN† on all of the

three datasets. In each row, we show six generated images

for both of the methods. Since there is no base image in

MatchingGAN†, we show two similar images for every in-

put image (i.e., the first two results of MatchingGAN† that

look more like the first input image), and also show two im-

ages for each input images as the base image (i.e., the first

two results of LoFGAN are generated using the first image

as the base image) for a clearer comparison. As can be seen,

the outline of the images generated by MatchingGAN† is

not clear enough, especially on the Flower dataset where
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Inputs MatchingGAN LoFGAN†

Figure 3: Images generated by MatchingGAN† and our proposed LoFGAN on Flowers, Animal Faces, and VGGFace. The first three

columns are input images. We select two generated images for every base image.

Method Type
Flowers Animal Faces VGGFace

FID(↓) LPIPS(↑) FID(↓) LPIPS(↑) FID(↓) LPIPS(↑)

FIGR [5] Optimization 190.12 0.0634 211.54 0.0756 139.83 0.0834
DAWSON [13] Optimization 188.96 0.0583 208.68 0.0642 137.82 0.0769
DAGAN [2] Transformation 151.21 0.0812 155.29 0.0892 128.34 0.0913
GMN [3] Fusion 200.11 0.0743 220.45 0.0868 136.21 0.0902
MatchingGAN [8] Fusion 143.35 0.1627 148.52 0.1514 118.62 0.1695
F2GAN [9] Fusion 120.48 0.2172 117.74 0.1831 109.16 0.2125

MatchingGAN† Fusion 139.90 0.3410 147.95 0.4695 27.93 0.2665
MatchingGAN†+LFM (ours) Fusion 86.59 0.3704 112.99 0.5024 22.99 0.2687
LoFGAN (ours) Fusion 79.33 0.3862 112.81 0.4964 20.31 0.2869

Table 1: Comparison of quantitative evaluation on FID and LPIPS. We quote the results of the first six methods from the F2GAN paper [9].

The best and second-best results are highlighted. † Results are re-implemented under the same setting for a fair comparison.

intro-class variances are relatively larger than human face.

However, our method can produce much clearer images

with fewer artifacts and various texture and color. And

the local semantics are replaced by the proposed LoFGAN

(e.g., the mouth and the eyes are opened in the VGGFace

dataset). Note that the color, texture, and background of the

generated images are different in detail.

4.5. Visualization of the Learned Similarity

To verify whether the model correctly learns the seman-

tic similarity in different images, we visualize the similarity

maps between the base image and the reference image on

unseen categories. After training the model on seen cate-

gories, we randomly select two images from one unseen cat-
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Figure 4: Visualization of the similarity maps. The first two

columns are the base and reference images. The following

columns show the similarity of the reference image with with red,

orange and green points in the base image.

egory, taking one of them as the base image and the other as

the reference image. Then we select some critical points on

the base image and calculate their similarities with the refer-

ence image. For the flower image, we choose three different

positions of the flower (i.e., stamen, petal and background)

in the base image. For the animal face image, we choose

the forehead, eyes and mouth. For the human face image,

we choose the nose, corner and background. Then we cal-

culate the similarity between different positions in the base

image and the whole reference image, checking whether the

model can find the corresponding areas in the reference im-

age. Figure 4 shows the visualization results. These results

show that our method can find the most similar positions in

the reference image. For example, the orange point in the

first image represents a petal at the junction of two flowers,

and the most relevant area is found in the middle area of the

reference image. Through this way, our LoFGAN can make

the fused feature semantically aligned.

4.6. Influence of the Selection Rate

The selection rate η is a hyper-parameter in our frame-

work, which decides how many local representations should

be replaced in the base feature. We visualize the generated

images using different values of η in Figure 5. The first

column shows three real images we select from one unseen

category. We generate different images with η increasing

from 0.1 to 1.0 using the same base image. Each row shows

the output images from the same base image. It can be seen

that the degree of the base image being modified gradually

increases along with the growth of η. For example, when we

choose the first image (a red flower with a black stamen) as

the base image, the generated image is still red when η is

low. However, it becomes a yellow flower with a green sta-

men when we increase the selection rate to 1.0. When we

choose another flower as the base image, the similar result

Inputs η = 0.1 η = 0.3 η = 0.5 η = 0.8 η = 1.0

Figure 5: Images generated with different selection rates. The

first column shows three input images. The following columns are

generated images with η increasing from 0.1 to 1.0 when taking

the first image in the same row as the base image.

Figure 6: Comparison of FID score with selection rate changes

from 0.1 to 1.0. The FID score decreases when η increases from

0.1 to 0.5, and rises slightly as η grows further to 1.0. A moderate

selection rate can bring lower FID.

can be observed. Through this way, we can generate more

diverse images by setting different values of η in our frame-

work. Figure 6 shows the changes of FID score using dif-

ferent selection rates η. As can be seen, using either low or

high selection rate will increase FID score. When η is low,

the output images are almost the same as the base image,

which means the diversity of generated images is not high

enough. On the other hand, high selection rate may cause

some unstable outputs, thus raising the FID score. We also

compare the result with MatchingGAN†. It can be seen that

the proposed LoFGAN outperforms MatchingGAN† with

LFM in all of the settings, which further demonstrates the

effectiveness of the proposed local reconstruction loss.

4.7. Augmentation for Classification

We also use the generated images to augment data for

downstream image classification for the unseen categories.

We split the unseen dataset into Dtrain, Dval and Dtest,

respectively. Following [8], a ResNet18 backbone is first

initialized from the seen categories. We train a new clas-

sifier using the Dtrain without any augmentation, which is
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Dataset Flower Animals VGGFace

Standard 60.00 35.14 67.38
MatchingGAN† 60.39 35.90 65.17
MatchingGAN†+LFM 62.75 36.10 68.20
LoFGAN(ours) 65.10 36.19 68.97

Table 2: Comparison of top-1 accuracy on low-data image clas-

sification on Flower, Animal Faces and VGGFace. The best

and second-best results are highlighted. The proposed LoFGAN

achieves the most improvement over other methods.

Figure 7: Comparison of few-shot image generation using differ-

ent numbers of shots using the proposed LoFGAN. The FID score

decreases with larger ktrain and larger ktest.

referred as Standard. Then we use different few-shot im-

age generation methods to augment the Dtrain, and evaluate

the resulted classification. For the Flower dataset, the data

split for Dtrain, Dval and Dtest is 10:15:15 for each cate-

gory. For Animal Face and VGGFace, we split the images

into 30:35:35 for each category. We generate 30 images

for Flower dataset and 50 images for Animal Face and VG-

GFace dataset for each unseen category for data augmenta-

tion.

The result is presented in Table 2. When the Dtrain

only contains very few images, the few-shot generation

models do help to improve the classification performance

when compared with the result without augmentation. We

achieve improvements of 2.75%, 0.96% and 0.82% by us-

ing MatchingGAN† with LFM, and 5.10%, 1.05% and

1.59% by using the proposed LoFGAN. The improvement

corroborates the superiority of the proposed local fusion

module and local reconstruction loss.

4.8. Comparison of Different Numbers of Shots

Although our model is trained under a 3-shot image gen-

eration setting for both training and test stages by default,

it also supports input of different number of images. In this

section, we evaluate the generation result of our model un-

der different number of input images. Let ktrain and ktest
denote the number of input images for training and test

stages, respectively. We train our LoFGAN with ktrain in

{3, 5, 7, 9} on the Flower dataset, and then evaluate them

using ktest in {3, 5, 7, 9}.

Figure 7 shows the FID score on using different combi-

nations of ktrain and ktest. As can be seen, increasing ktest
brings lower FID scores under the same number of ktrain.

This may be because the increased number of ktest reduces

the difficulty of generation tasks for the model. When we

take more input images into the model, we can find more

candidate local representations from a richer bank. More

input images make it easier to find more matched positions,

and to fuse more representations at the same time. Another

interesting observation is that increasing ktrain also helps

to improve the generation. We calculate the average FID

score for every ktrain. With ktrain increases from 3 to 5, 7
and 9, the average FID changes from 78.30 to 77.85, 77.29,

and 77.18, gaining an improvement of 0.45, 1.01 and 1.12
respectively. This result is intuitively consistent with rel-

evant findings in few-shot image classification that more

shots generally achieves better results.

5. Conclusion

In this paper, we propose Local-Fusion Generative Ad-

versarial Network (LoFGAN), a simple but effective way

to generate more realistic and diverse images for few-shot

image generation. Our contributions consist of a local fu-

sion module which is based on local feature matching and

replacing to produce semantically aligned deep features,

and a local reconstruction loss which aligns corresponding

semantic areas for the input images and better guides the

model training. Experiments are conducted on three natural

image datasets, showing that our LoFGAN has a better abil-

ity to generate realistic images with fewer aliasing artifacts

and better diversity. Such improvement is achieved without

introducing additional training parameters. Meanwhile, our

approach still has limitations and there are problems to be

tackled. For example, like other current fusion based meth-

ods, LoFGAN struggles with 1-shot image generation task,

and the generated images will not be too different from the

base images. Besides, there is still room for improvement

on generation quality and diversity. We will explore these

interesting issues in future work.
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