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Abstract: The outsourcing of integrated circuit (IC) fabrication services to overseas manufacturing

foundry has raised security and privacy concerns with regard to intellectual property (IP) protection

as well as the integrity maintenance of the fabricated chips. One way to protect ICs from malicious

attacks is to encrypt and obfuscate the IP design by incorporating additional key gates, namely

logic encryption or logic locking. The state-of-the-art logic encryption techniques certainly incur

considerable performance overhead upon the genuine IP design. The focus of this paper is to leverage

the unique property of emerging transistor technology on reducing the performance overhead as

well as preserving the robustness of logic locking technique. We design the polymorphic logic gate

using silicon nanowire field effect transistors (SiNW FETs) to replace the conventional Exclusive-OR

(XOR)-based logic cone. We then evaluate the proposed technique based on security metric and

performance overhead.

Keywords: emerging technology; hardware security; logic locking; security metrics

1. Introduction

One of the main security challenges nowadays is the fact that the outsourcing of the chip

industrialization and the consolidation of different third-party intellectual property (3PIP) due

to the globalization of integrated circuits (ICs) design manufacture have made it simpler for

unauthorized/untrusted users to compromise the integrity of once trusted IC processes [1,2]. Among

all security threats, hardware Trojan attacks and IC piracy are the two most severe security concerns

that the US government is encountering after more and more domestic IC companies started to go

fabless. Following the booming of the merchant foundry industry, domestic IC design houses are able

to access advanced-process capacity without the need for huge capital expenditure of constructing

semiconductor foundries (note that a prediction of the cost of developing a semiconductor foundry

is over $5.0 billion in 2015 [3]). At the same time, the reduced fabrication cost sacrifices the design

security and leaves all IC designs in the hands of foundry. The International Chamber of Commerce

(ICC) stated in their 2011 report that the total global economic and social impacts of counterfeiting and

pirated products are as much as $650 billion every year. The figure more than doubled to $1.8 trillion

in 2015 [4].

Although researchers try to solve this dilemma by developing new circuit structures, limited by

the underlying complementary metal oxide semiconductor (CMOS) technology, the goal of achieving

high security while still preserving low power consumption becomes a difficult task.

CMOS has been dominant technology on hardware security when it comes to design of circuit key

generation, prevention of Differential Power Analysis (DPA) attacks, and/or hardware implementation
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of encryption chip. However, there is a trade-off between security level and cost overhead. Interestingly,

advancement of emerging technologies enables researchers to overcome the constraints of Moore’s

law by employing the unique features of emerging devices, such as spintronic devices (All Spin Logic

(ASL) and Domain Wall Motion (DWM)), Tunnel Field-Effect Transistor (TFET), magnetoresistive

random-access memory (MRAM), and silicon nanowire (SiNW). Therefore, that raises a question,

“Can emerging devices help obtain higher performance with lower area”?

A state-of-the-art solution for logic obfuscation objectives is to leverage CMOS technology, but the

challenge is to obtain a high level of chip protection without a high cost penalty. The required

performance overhead for logic encryption purposes can exceed 25% when the number of inserted

key-gates (XOR/XNOR) is about 5% of the total number of gates in the combinational International

Symposium on Circuits and Systems (ISCAS)-85 benchmark [5]. In order to address this issue, we

propose a technique based on the new characteristic of emerging technology for IP protection and

hardware attack prevention. More specifically, we introduce the silicon nanowire (SiNW) FET based

polymorphic logic gate to help obfuscate the netlist to further improve IP protections. Different from

previous efforts [6–8], this paper presents an in-depth theoretical analysis and security evaluation with

the proposed technique. The details of our contributions are listed as follows:

• We first present the polymorphic logic gate based on emerging SiNW polarity-contrallable FET

and its advantages over conventional CMOS technology.

• We then incorporate polymorphic logic gates for encrypting combinational circuits. A polymorphic

gate based logic encryption algorithm is further proposed with theoretical analysis.

• We evaluate the proposed SiNW FETs and CMOS hybrid logic encryption, achieving a hamming

distance of 50% for most of the ISCAS’85 benchmark circuits.

• The performance penalty of the proposed technique has also been evaluated, where a much

smaller overhead is incurred compared to the previous literature. A genuine energy-efficient logic

locking is achieved.

The paper is structured as follows: Section 2 gives an overview of SiNW FET, where Device

modeling is discussed. Conventional logic encryption methods are also included. Section 3 provides

the concept of SiNW based polymorphic logic gate design and presents the detailed performance

comparisons. In Section 4, SiNW based polymorphic logic gates are used to encrypt the integrated

circuit. Theoretical analysis of proposed techniques are also included. The experimental results

are illustrated in Section 5, which consists of both security evaluation and performance penalty.

We conclude with Sections 6 and 7, which respectively represent a summary discussion and plans for

future work with SiNW based logic encryption.

2. Background

In this section, we briefly review the device technologies (representative terminology), the problem

that we aim to solve and the related work on the topic. In addition, we summarize the state-of-the-art

work on logic encryption.

2.1. Introduction to Silicon NanoWire FET

One of the issues we should discuss first is the phenomenon of ambipolarity, which is defined as

the placement of both positive and negative charge carriers under bias constraints. It enables a designer

to change the polarity of the device. A good example of leveraging ambipolarity is found in silicon

nanowire [9], graphene [10], and carbon nanotubes [11], which have already been fabricated [12,13].

Schottky barriers allow device functionality to be changed based on the external signal values.

Among all of the above-mentioned devices, we concentrate on a vertically-stacked silicon nanowire

FET, which includes two Gate-All-Around (GAA) electrodes [13].
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The three-dimensional structure of Vertically-stacked GAA SiNWs is demonstrated in Figure

1. The benefit of using this structure is that it enhances electrostatic regulation. This device has two

gates, namely control and polarity gates. In general, the transistor can be switched on and off based

on the value of the supplied voltage at the control gate, while the polarity gate is used to swap the n

and p channels, which is located between the Drain and Source junctions [13,14]. There are several

emerging devices that have polarity control features, such as carbon nanotube CNT FETs, SiNW FETs,

nanoelectromechanical (NEM) relays, Graphene SymFET, and so on. This work is focused on SiNW

FET because it is compatible with the modern CMOS. It should be noted that designing reconfigurable

logic gates are not limited to emerging transistors only, e.g., SiNW FETs, Graphene transistors, or ASL.

One can get similar characteristics using only CMOS transistors, but it requires a larger number of

transistors as discussed in [15–17].

Figure 1. Three-dimensional scheme of the silicon nanowire field effect transistors (SiNW FETs) with

the characteristics of two separate gates, namely, the control gate (CG) and polarity gate (PG) to form

either a p-channel metal-oxide-semiconductor (PMOS) or a n-channel metal-oxide-semiconductor

(NMOS) field effect transistor.

2.2. Logic Encryption Technique

Figure 2 explains the design flow of an IC through the designing, testing, and fabricating processes

including a logic locking approach [18]. Since ICs might be imitated in an untrusted foundry due to

the offshoring for fabrication process, they can be encrypted using a logic locking method with low

cost. When chips come back after manufacturing, their correct functionalities can be revealed only via

providing their valid keys.
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Figure 2. An integrated circuit design flow with logic encryption technique.

Logic encryption techniques are essentially able to prevent the untrusted overseas foundries

from reverse engineering, injecting hardware Trojan and tampering with IP privacy. Even though

an attacker in an untrusted foundry can get the layout and reverse engineer an IC, logic encryption

can prohibit such an attack from obtaining the original design by encrypting the most important parts

in the chip. Untrusted foundries cannot benefit from imitating ICs because they have been locked by

designers who are the only ones that know the correct keys [18].



Electronics 2017, 6, 69 4 of 19

2.3. Prior Works

An IC could be protected from serious attacks by using either combinational or sequential

logic technique. In combinational logic locking, XOR/XNOR key gates are introduced to mask the

correct functionality of IP design [18–20]. Roy et al. [19] proposed a chip-locking system for active IC

metering, while targeted to make physical tampering infeasible. The chip-locking framework inserts

XOR/XNOR key gates with fan-ins connected to the bits of keys that activate the circuit. The insertion

is achieved at randomly selected locations before physical synthesis but after logic synthesis. Similarly,

Baumgarten et al. [21] used lookup table-based locking units that hinder attempts to reverse-engineer

functionality from the mask prospectives. It demonstrates how logic encryption can be propagated

to the field programmable gate array (FPGA) domain. Rajendran et al. [20] attempts to insert the

key gates in a way that maximizes the relationship between correct and corrupt output patterns once

wrong keys are applied. The fault analysis-based logic encryption formalizes the fault impact of a

given netlist and incorporates XOR/XNOR gates at the selected locations. A wrong key ensures the

corrupting of output values. A continuing work [18] includes a multiplexer as logic cone for the

encryption. In [22], multiplexers are inserted in two ways, at the half of the output-bits and at each

output bit, respectively, in order to assert 50% Hamming distance between the correct and incorrect

outputs with less performance penalty. Moreover, a linear-feedback shift register (LFSR) random

generator has been leveraged to change the output values on applying invalid keys.

The aforementioned techniques are vulnerable to most serious reverse engineering attacks, such as

sensitization [5] and Boolean Satisfiability (SAT) based attacks [23]. In general, sensitization attacks

use automatic test pattern generation (ATPG) tools to propagate the key-bits to the primary outputs

of the encrypted design, while SAT attacks [23] can decrypt the locked circuit and reveal its secret

key. A technique [24], namely strong logic locking (SLL) [24], was proposed to prevent propagating

key-bits based attacks by inserting each two pairs of key-gates to a gate in the original circuit. They also

incorporated Advanced Encryption Standard (AES) cryptography to prevent SAT attacks. In [25],

the emerging technique, All Spin-Logic Device (ASLD) has been used to build secure combinational

circuits that can prohibit sensitization attacks since ASLD provides a single key-bit for any simple

logic gate without any extra hardware resources. Even though the ASLD offers strong protected IC

against such attacks, it requires higher power dissipation compared to CMOS technology. In [26],

Xie et al. introduced a technique, called Anti SAT, to protect an IC from SAT attacks. The simulation

results indicate that the Anti SAT block can exponentially increase the number of attempts that the

attacker needs to get the correct key; however, Anti-SAT is vulnerable to Signal Probability Skew (SPS)

attacks [27]. In [28], a technique, namely SAT Attack Resistant Logic Locking (SARLock), was presented

against SAT based attacks. SAR block is used to corrupt the output of the locked circuit unless the valid

key is entered. As a consequence, an attacker’s effort of finding the secret key increases exponentially.

Unfortunately, the SAR technique is also broken by the development of SAT solver, namely Double

Discriminating Input Pattens (DDIP), where the DDIP attack excludes more than one invalid key at

each iteration. In [29], a method called tenacious and traceless logic locking technique (TTlock) is used

to modify the logic cone circuit in a way to produce incorrect output when an invalid key is applied.

To get the correct output of the locked circuit, Restore logic block has been incorporated. More details

regarding SAT attacks and countermeasures will be given in Section 6.1.1.

In sequential logic locking, additional states are adopted in the state transition graph [30].

The design will not work correctly unless the correct key-bits sequence is provided on the obfuscated

state transition graph. If the key is pulled out, the obfuscated circuit comes back in a logic block state.

Rajendran et al. [31] gives a discussion on applying the logic encryption to the micro-architecture level.

Process encryption selectively encrypts certain units of microprocessor to strengthen the detection of

hardware Trojan attacks.



Electronics 2017, 6, 69 5 of 19

3. Designing Polymorphic Gates Using SiNW FETs

Polymorphic electronics, which were first introduced in [15], are based on the idea of having

multiple functionalities built in the same cell and deciding the input–output relation by means of a

controllable factor in the circuit. For instance, a polymorphic gate presented in [15] would be an AND

gate when the supply voltage (VDD) is 3.3 V and it functions as an OR gate when VDD is lowered

to 1.5 V. Such multi-functional gates would prove useful in a number of applications. Circuits that

change functionality with temperature variation can find use in aerospace applications, or those that

respond to VDD variation could be used to change functionality when the battery is low. In addition,

polymorphic electronics could be beneficial in evolvable, intelligent or self-checking hardware [17]. For

security objectives, adding polymorphic gates to a digital circuit can hide the real functionality of the

circuit. Since the circuit functions correctly only in a certain configuration of the control signals known

to the designer, even if the adversary knows the whole netlist (including the dummy and true contacts),

he or she will not be able to utilize the circuit in his or her own design [20]. Carefully encrypting logic

in this way can ensure that it will take too long for the adversary to find the key (a vector constructed

from all the morphing signals of the polymorphic gates). Therefore, the polymorphic gate becomes a

good candidate for integrated circuits protection against IP piracy.

Various polymorphic logic gates using CMOS technology are implemented via leveraging several

techniques, such as external signals, different temperatures, and multiple VDD values. Table 1 shows

a brief recapitulation of implementing different polymorphic logic gates. In [15], polymorphic logic

gates were achieved using a smart algorithm. However, on applying an external signal, the designs

encounter a problem through the simulation test, which is producing constant current at the output

signal of the polymorphic gates, e.g., NOR/NAND. Moreover, connecting many stages of polymorphic

gates in series causes another problem because, in some cases, their inputs might be connected to VDD

or ground (GND). A more empirical technique is to use different VDD values, which has been already

done [15]. However, employing many VDD values is not a feasible solution, especially with the new

scaling technology, where the ranges of VDD are restricted. Designing XOR/NAND polymorphic gate

with nine transistors [17] is considered as a good technique for emerging devices.

Table 1. A summary of developed polymorphic gates.

Polymorphic Gates Techniques # of Transistors Publications

XOR/NAND 3.3/0V External signal 9 [17]
NOR/NAND 1.8/3.3V VDD 6 [15]

OR/AND 3.3/1.2V VDD 8 [16]
XOR/AND/OR 1.5/3.3/0.0V External signals 10 [16]

OR/AND 0.0/3.3V External signals 6 [16]
AND/NAND/XOR/NOR 1.8/0.0/1.1/0.9V External signals 11 [16]

OR/AND 125/27 C Temperatures 6 [16]

NOR/NAND exchanging key and key 4 Our Work

Now, we present our technique to implement different polymorphic gates for IP protection

features employing the polarity control signal of the SiNW FET device. SiNW FET is very similar

to CMOS except for the addition of the polarity gate between the drain and source junctions. As

demonstrated in Figure 3, the structure of both a NAND and a NOR gate is not different in CMOS

and SiNW devices. By only swapping the value of the control signal, denoted as key/key in Figure

3b,d, a designer can easily exchange the functionality of a gate with the same structure without any

other extra resources. More precisely, in Figure 3b, if the key value is zero and the key value is one,

the logic gate works as a NAND gate, while it works as a NOR gate when the values of key/key are

interchangeable (see Figure 3d). Note that swapping the VDD and GND signals in any CMOS based
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logic produces the complement of the original function at the output. However, full voltage level at

the output will not be achieved due to the presence of PMOS in the pull-down network or NMOS

in the pull-up network. Consequently, key-bits can be formalized via only gathering the key and key

signals to a wire with an inverter. As a result, ICs can be encrypted by exchanging some logic gates in

the original circuits with different polymorphic logic gates with much less area and Power and Delay

Product (PDP) penalties, instead of incorporating XOR/XNOR gates or multiplexers as key-gates,

which increase the performance overhead extensively as in [18]. Different functionalities with the same

structure using CMOS could also be accomplished, but at the penalty of larger number of transistors

as mentioned in Table 1.
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Figure 3. Different logic gates using complementary metal oxide semiconductor (CMOS) and silicon

nanowire (SiNW) devices: (a) traditional CMOS NAND gate (b) silicon nanowire field effect transistors

(SiNW FETs) NAND gate (c) conventional CMOS NOR gate (d) SiNW FETs NOR gate.

4. SiNW in Logic Encryption

A design could be encrypted via inserting different types of key-gates though different locations

in an original circuit, such as look up tables (LUTs), multiplexers, XOR/XNOR and AND/OR gates.

The locked chip with XOR/XNOR insertion is stronger against the most serious threats [23] than

any other types of key-gates. However, building an XOR/XNOR gate requires a higher number of

transistors than other gates, such as AND, OR, etc. As a result, the performance overhead will elevate

significantly, especially for a small scale circuit (<800 gates) where the power and area overheads might

override the original circuit size. For instance, by adding few XOR/XNOR key-gates (less than 5% of the

total number of gates in an original circuit), the penalty of the power and area is approximately larger

than 31% and 20% for the majority benchmark circuits, respectively [20]. It is worth mentioning that

this amount of adding ratio is not enough to prevent the brute force attack, where the key-size should

at least be larger than 64 bits [19]. With the scaling of CMOS technology, it becomes more expensive to

achieve similar security level by compromising the performance. Due to the defects of existing work,

we would like to present our improved method to implement logic locking using emerging transistors.

4.1. Fundamental of Logic Locking

A simple demonstration of logic locking is shown in Figure 4. The original logic gate is two-input

AND gate. An exclusive-OR gate is further added to combine the original output f with a locking
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enable signal k. Then, the locked netlist consists of two logic gates, AND gate and XOR gate, respectively.

The locked Boolean logic function is given in Equation (1).

flock = f · K + f · K, f = ab. (1)

a

b

f

k

flock f :

 k : 
flock :

Original function

Locking enable

Locked function

Figure 4. A simple example of logic locking.

When K = 0, it functions as the original AND logic gate. Meanwhile, when K = 1, it locks the

original AND gate and works as a NAND gate. With triggered key (K = 1), the output will report all

the four input vectors as failing patterns. It is important to note that K = 1 is not dedicated to lock

the function. For instance, when an XNOR gate is incorporated, the locking key is switched to K = 0.

The choice of either XOR or XNOR gate relies mainly on the definition of key value, where normally

K = 1 is more favorable. Furthermore, the key-bit (K) could be configured as one or zero (based on the

designer’s desirability). For instance, if the inserted key-gate is XOR, K should be set as zero to recover

the correct functionality. However, one can configure such key to one for the correct functionality by

only adding an inverter before or after the inserted XOR key-gate. Chakraborty et al. [30] introduced

a methodology of defining logic cone, in which more logic elements are included so that the number of

failing input patterns will increase accordingly. This scenario will not be covered in our work due to

the larger area overhead.

4.2. Encrypted Logic Circuit Leveraging Polymorphic Logic Gates

Since inserting key-gates that are designed using traditional CMOS technology for logic encryption

purposes leads to a high performance overhead, our technique is to select gates in an original circuit

that have a high impact on output and then exchange them with polymorphic logic gates designed

using SiNW.

A simple example of obfuscating a circuit using our proposal is shown in Figure 5. The original

design has two 2-AND, 2-NAND, and 2-OR gates with five primary input and two primary output

signals as demonstrated in Figure 5a. To encrypt this circuit, a designer can replace one OR and one

NAND gate with AND/OR and NAND/NOR polymorphic logic gates, respectively, as shown in

Figure 5b. The two polymorphic gate keys, referred to as (K1) and (K2) in Figure 5b, are specified as

“00” to recover the correct functionality. For any other K1 or/and K2 value(s) (incorrect key values),

the encrypted design will produce the wrong output. An attacker cannot know what the original

gates are before the replacements since the original gates before the exchanged AND/OR polymorphic

gates could be either AND or OR gates, and they could be either NAND or NOR gates before the

exchanged NAND/NOR polymorphic gates. Note that each of the two incorporated polymorphic

gates has an inverter (to create a uniform key-bit as mentioned in Section 3). As a result of using this

approach, the performance penalty should be much less than inserting XOR key-gates.

The locked design should produce corrupt outputs for most of the combination incorrect key

values. Otherwise, the encryption technique will be vulnerable [20] to an attacker who might figure

out the correct functionality. Consider the same encrypted circuit in Figure 5b. On applying input

pattern “00110”, the correct output of the circuit, which is “10”, will be revealed once the correct value

“00” of K1 and K2 is supplied . In contrast, the design will produce incorrect outputs “01” at F1 and

F2, respectively, if both K1 and K2 values are “11”, and therefore the Hamming distance between
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the correct and corrupt outputs will be 100%. In this case, the first polymorphic gate switches from

original OR to AND gate, and the second one switches from NAND to NOR gate. Moreover, if the

value of either K1 or K2 is ‘1’, the output signal of F1 and F2 will be either “00” or “11”, respectively,

where for each case the Hamming distance will be 50%.

In additional to these two polymorphic gates, another XOR/XNOR polymorphic gate is designed

as shown in Figure 5c. The XOR/XNOR polymorphic gate could be swapped to XNOR/XOR gate.

Adding more reconfigurable gates is important to increase the ambiguity of an attacker from identifying

or comprehending the structure of the original circuit. The three possible aforementioned polymorphic

gates have been leveraged for the encryption purposes. The detailed security evaluation will be

discussed further in the following section.
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Figure 5. An example of encrypted a circuit using polymorphic logic gates designed using SiNW

FETs (a) an original circuit (b) encrypted circuit via exchanging some gates in the original circuit

with polymorphic logic gates, where both of AND/OR and NAND/NOR polymorphic gates are

incorporated) (c) three possible polymorphic logic gates produce six different logic gates.

4.3. Security Metrics

Before the discussion of the detailed implementation, it is essential to explain the security metrics

on evaluating the proposed logic locking technique.

As expected, the attacker is not aware of the key values for encryption and decryption. An extensive

test plan might be launched in order to retrieve the correct keys from the attackers’ perspective, thereby

decrypting the protected IP. Certainly, increasing the key size can increase the effort of an attacker.

By applying the wrong key values on the encrypted design, the attacker will get wrong outputs.

To further formalize the security metric, we assume, as the authors in the fault impact analysis

assumed [18], that the IC design consists of T primary input bits, Y primary output bits and M

encryption key bits. Let N = {0, 1}. Assume that a valid input x ∈ NT and a corresponding correct

output z ∈ NY. Let k ∈ NM be the correct key values. A function f with encryption variables should

be defined as two scenarios:

• On employing the valid secret key k, the function produces correct outputs for all input test patterns.

• On employing the incorrect secret key values, the function generates wrong outputs correspondingly:

f(x,w) =







z∀× ∈ NT, z ∈ NY, when w = k,

z’∀× ∈ NT, z’ ∈ NY, but z’ 6= z, when w 6= k.
(2)

To define the security metrics, Hamming distance (HD) has been commonly adopted. The definition

of Hamming distance is a number used to denote the difference between two binary strings. By that

means, the wrong output z′ can be quantitatively differentiated from the correct output z by applying

HD measurement. For instance, when HD(z, z′) = 0, the corner case shows that the outputs of encrypted

netlist function independently of the locking key. It indicates that the applied encryption is drastically
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weak. If HD(z, z′) = Y (the number of output bits), z′ is complementary to z, which is also weak in case

an attacker tries to reverse the output value [18].

Consequently, it is substantial for the defender to identify the system and define the encryption

mechanism such that the attacker is unable to recover the correct functionality. With the minimized

correlation between the wrong and the correct outputs, a maximum ambiguity can be generated for

the attacker. Let B be the number of output-bit combinations corresponding to certain HD between the

correct and wrong outputs. If HD(z, z′) = P, then B is calculated as (Y
P).

Similar to cryptography, a larger B would imply greater ambiguity, thereby improving the

robustness. Clearly, B is maximum when P = Y/2 (or HD(z, z′) = Y/2). Therefore, the security metric

for logic locking/encryption technique should be defined in a way that the Hamming distance is

evaluated between the output bits by employing the correct key values and the wrong key values.

A Hamming distance of half of the output-bit number (HD = Y/2 or 50% of Y) indicates the most

robust implementation.

4.4. Algorithm for Insertion of Polymorphic Logic Gates

It is substantial to formalize the previous analysis into a universal method. Algorithm 1 is

proposed to choose the optimized locations for incorporating polymorphic logic gates.

Algorithm 1 Logic Locking Algorithm

1: Input: Netlist, keySize

2: Output: Encrypted netlist with key

3: for i← 1 to KeySize do

4: for each gateJ at the output o f the netlist do

5: Call the GATE and update the netlist;

6: if Corrupted Output ≥ (Threshold) then

7: Call the CAL_HD;

8: else

9: Call the GATE;

10: end if

11: end for

12: for each gatek ∈ netlist do

13: Call the GATE and compute the corrupted output;

14: end for

15: Select the highest impact gate on output;

16: if (KeySize = MAX) or (Inc HD = smallest) then

17: Call the GATE;

18: Terminate;

19: end if

20: Call CAL_HD

21: end for

22: function CAL_HD:

23: Increment i;

24: Accumulate the corrupted output;

25: if HD == 50% then

26: Terminate;

27: else if HD > 50% then

28: Compare the HD at exchanging gateJ − 1 with gateJ;

29: Select the exchanging gate that is closer to 50 % HD;

30: Terminate;

31: end if

32: end function

33: GATE: case (gate):

{

NAND ⇐⇒ NOR ;

OR ⇐⇒ AND ;

XOR ⇐⇒ XNOR ; }
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In general, the algorithm has two inputs-netlist and keysize, while the output is the locked netlist

with inserted key.The algorithm starts with inputting one key bit into an original netlist. Each selected

gate close to the output will be calculated regarding certain test patterns. If incorrect output bits are

50% different from correct output bits, i.e., HD = Y/2, the algorithm will terminate and output the

encrypted netlist. When HD = 50% is not satisfied for gates close to output, the selection will iteratively

go over the remaining gates in the netlist and calculate the highest impact (HD = 50%).

Note that two conditions are required, increasing-rate HD≤ 0.01% and KeySize == MAX (MAX is

128 bits in this paper), respectively. When HD is increased by 0.01% every iteration, we will terminate

the program. The reason is because HD almost hits the limit, and it merely adds extra overhead by

incorporating more encryption key. The for loop continues incrementing the key size until a desired

HD is satisfied.

Two functions CAL_HD and GATE are also attached following the abstracted main pseudocode.

CAL_HD enables the computation of Hamming distance, while GATE selects the potential exchanging

gates. As mentioned, three different polymorphic logic gates are employed, resulting in six

various cases.

5. Results

5.1. Experimental Setup

In this section, we provide empirical results regarding the implementation penalty and the

security level of the proposed approach. The effectiveness of our proposal has been evaluated using

combinational benchmark circuits from ISCAS’85 benchmark suites [32]. We leverage the Synopsys

Hailey Simulation Program with Integrated Circuit Emphasis (HSPICE) for the circuit simulation to

design and simulate the SiNW based polymorphic logic gates. Afterwards, the Java language is utilized

to implement the algorithm of the proposed logic locking technique. One thousand random input

patterns are applied to the encrypted netlist to further evaluate the Hamming distance. The Synopsys

Design Compiler, including both silicon nanowire 20 nm and CMOS 20 nm technologies, is used to

further evaluate the performance overhead of all ISCAS’85 benchmark circuits.

5.2. Security Evaluation

To evaluate the security of logic locking, a Hamming distance based metric is mostly applied

in [18,20–22]. Figure 6 shows the Hamming distance analysis of ISCAS’85 benchmark circuits using

our proposed algorithm. Approximately 50% Hamming distance is achieved for all benchmark

circuits. The slope of the traces implies the effectiveness of logic locking technique. If the slope

is steeper, a smaller amount of key gates is required for encryption purposes, thereby reducing the

performance overhead.

The majority of benchmark circuits hits the 50% mark in less than 40 key gates, except for one

outliner C5315, which needs 95 key gates. Furthermore, as shown in Figure 6, when an encrypted

circuit reaches 50%, its Hamming distance value does not swerve more by incorporating more key

gates. In other words, the minimum number of key gates for achieving 50% HD is defined as the

encryption threshold. The defender can intentionally increase the key gates for extra obfuscation

without changing the robustness of the logic locking.
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Figure 6. Hamming distance of ISCAS’85 (International Symposium on Circuits and Systems)

benchmark circuits.

Table 2 shows the detailed results of security evaluation. The previous random and fault analysis-

based logic encryptions are included for the comparison. The number of required key gates using

a polymorphic logic gate is listed between the second and fourth columns. The fifth column shows

the number of required XOR/XNOR gates used in previous random and fault analysis works. It is

apparent that our proposed technique embraces more variants for key gates besides XOR/XNOR

gates. NAND/NOR and AND/OR based polymorphic gates virtually are more favorable for most

benchmark circuits. It can be seen that the required number of the polymorphic logic gates is less

than the conventional XOR/XNOR based key gates, which implies the effectiveness of our proposed

technique. The last column of Table 2 shows the achieved Hamming distance using our technique,

where 50% HD is mainly accomplished. Only benchmark circuit C5315 with 45.6% HD is better than

both random and fault analysis based methods.

Table 2. The number of polymorphic logic gates to achieve 50% Hamming distance using our proposed

scheme compared to previous techniques.

Benchmark
Circuits

# of XOR
PLGs

# of NAND
PLGs

# of AND
PLGs

# of XOR/XNOR
Gates [19,20]

Hamming Distance (%)

Ran [19] FA [20] PLGs

C17 - 3 - 6 42 51 53
C432 - 10 1 17 29 50 50.06
C499 16 - - 40 26 50 50
C880 - 18 13 28 19 50 48.3

C1355 - 32 1 42 26 50 50
C1908 - 23 4 28 26 50 49.9
C3540 - 8 13 22 23 50 49.9
C5315 - 4 91 97 15 44 45.6
C6288 - 26 1 27 32 50 50

5.3. Performance Overhead

As we discussed, our proposed polymorphic gates mechanism should display a dramatic

advantage in less performance overhead, i.e., area and power-delay product overheads, mainly resulting

from the polymorphic gates not adding additional logic gates into original circuits. However, it is

expected that our technique would incur certain performance overhead, since SiNW FET is more

energy-hungry than its CMOS counterpart due to the unique polarity controllable feature of the

emerging device.
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Figure 7 shows the area overhead of all benchmark circuits with logic locking technique.

The number of logic gates corresponds to the results listed in Table 2. Similar to the previous

work [20], we do not include the overhead of peripheral circuits, such as key-bit generator. Apparently,

the polymorphic gate based logic locking has drastically lower area consumption than the other two

techniques. When the circuit scale increases, the overhead is merely negligible for our proposed

technique. C499 circuit has almost zero area overhead, mainly because the key gate is an XOR/XNOR

polymorphic gate, which has less area for SiNW FET than for CMOS.

Figure 8 shows the power-delay product (PDP) penalty of all benchmark circuits. It maps to the

number of gates added for encryption listed in Table 2. Except for the C499 circuit, all benchmark

circuits are more favorable to NAND/NOR and AND/OR polymorphic gates. It is obvious that

the polymorphic gate based logic locking hardly provokes any overhead on power-delay product,

where <1% overhead applies to every benchmark circuit. On the other hand, random and fault

analysis encryption techniques display a considerable power-delay overhead upon original circuits,

where >25% penalty occurs at the majority of benchmark circuits.
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Figure 7. Area overhead of random, fault analysis and polymorphic gate based logic locking.
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Figure 8. Power-delay product overhead of random, fault analysis and polymorphic gate based logic locking.

6. Discussion

6.1. Attacker’s Perspectives

The goal of an attacker is to expose the secret key of an encrypted circuit. Once the key is revealed,

there is no meaning for the encryption since with the correct key the attacker can copy an IC, insert
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a hardware Trojan, and/or overbuild an IC illegally without designer’s license. The most serious

attacks and remedies on logic encryption techniques are discussed below.

6.1.1. SAT Based Attack

SAT attack is the most severe one among all existing threats. This attack effectively disputes the

secret key from all presented logic encryption methodologies. The attack records all the discriminating

input–output patterns of an active IC. Afterwards, the discriminating inputs are applied to the

encrypted IC with different key-bits and the corresponding output patterns are compared with

the recorded outputs that are obtained from the active IC. After supplying all discriminating inputs,

the correct key of the encrypted IC will be abstracted from the SAT formula [23].

All of the current defending techniques against SAT-attack require incorporating an additional

circuit. Figure 9 shows the more resilient techniques against SAT-attack that we discuss in detail.

Instead of directly connecting all of the key-bits to the key-gates in a locked circuit, some of the key-bits

are fed as inputs to 32-bit AES cryptography [24]. Then, the outputs of AES are considered as the actual

part of the key-bits, as illustrated in Figure 9a. Inserting such cryptography makes the SAT-attack

execution time increase exponentially with the number of fed key-bits. However, the performance

penalty will be massive, which is practically infeasible. Subramanyan, et al. [23] emphasized that

SAT attack is vulnerable to any design has a structure of ”Tree-AND”. Since there is no guarantee

that the encrypted circuit has a Tree of AND structure, it is possible to incorporate a circuit that has

XOR/XNOR key-gates (between part of the valid key and the input-bits) and AND/NAND gates

to prohibit SAT attack with smaller overhead compared to AES. Based on this fact, three different

techniques have been proposed, namely Anti-SAT [26], SARLock [28], and TTLock [29].
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Figure 9. Prohibition Satisfiability (SAT) attack methodologies (specified by a blue color) (a) Advanced

Encryption Standard (AES) cryptography: conceals part of the correct key-bits (b) Anit-SAT: produces

incorrect output at a single primary output for all incorrect combination keys unless the correct one is

applied (c) SAT Attack Resistant Logic Locking (SARLock): inverts the outputs of the encrypted circuit

unless the correct key is provided (d) tenacious and traceless logic locking (TTLock): modifies the logic

cone circuit by flipping its outputs unless the secret key is provided.

A simple example of Anti-SAT resilience is shown Figure 9b. Two complementary blocks (B1,B2)

were incorporated. The distinguishing input (X) is connected to XOR gates with key-bits K-2 for B1 and

K-3 for B2, where |K− 2| = |K− 3|, and the outputs of each set of the XOR gates are connected to AND

and NAND gates, respectively. The outputs of these AND and NAND gates are fed to another AND

gate, which is connected with an output-bit in the encrypted circuit to an XOR gate. Anti-SAT is broken

by Signal Probability Skew (SPS) attack [27] because the outputs of B1 and B2 are inputs to a gate that

has maximum different signal values. SARLock technique is demonstrated in Figure 9c. A bunch of

XOR gates between input X and K-2 with AND gate are added, namely comparator. Then, the output

of this AND gate with the output of the locked design are connected to XOR gates. The primary

outputs of the locked design will always produce wrong values unless the combined correct key

(K-1 and K-2) is provided. If an attacker can supply random K-2 equal to an input pattern, the correct

functionality will be revealed. Therefore, the authors added a scrambling block to mix K-1 with K-2
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and hence prohibit such attacks. Unfortunately, a double DIP based attack [33] successfully breaks

SARLock. Double DIP is the development of SAT-attack, which allows for excluding at least two

wrong key-bits during each iteration. When the Double DIP completes, the SAT solver returns a

key that is the correct logic encryption key (K1) plus random SARLock key (K-2). TTLock [29] is the

more practical technique. TTLock has an XOR gate and a Restore logic block. The encrypted circuit is

modified in a way to produce incorrect functionality for a certain input pattern, which is specified by

the designer. The Restore logic circuit is used to correct the functionality only when the valid key is

inserted, as shown in Figure 9d. In the last three above mentioned techniques, K-2 must be longer than

or equal to 64 bits in order to successfully prevent SAT-attack. As a consequence, the output value

of these methodologies (Anti-SAT, SARLock, and TTLock) could be tracked, signified in a red color

in Figure 9b–d. This happens because this output signal should be constant for most of the wrong

supplied key values. If an attacker removes the tracked signal in both Anti-SAT and SARLock, he or

she will get the encrypted circuit alone, which is vulnerable to SAT-attack. However, if the tracked

signal in TTLock is removed, the offender will get the modified locked design that is different from the

original one. Therefore, TTLock provides strong protection against SAT and tracked signal attacks. A

hardware engineer can add the TTLock technique to the proposed logic locking based CMOS-SiNW

FETs to obtain a robust logic encryption against all of the existing attacks.

A recent work was proposed [34] to prevent SAT-attack without the need to add a tree structure

by creating a logic loop in combinational circuits. The loop requires adding extra dummy gates and

wires. Even though this technique is strong against traditional SAT-attacks, it has been efficiently

broken by cycle SAT (CycSAT) algorithm based attack using different acyclic constraints [35].

It is worth noting that the two reversed engineering attacks (propagated/isolated secret key [5]

and SAT [23] attacks) assume that an attacker can get a functional IC from the market and obtain the

encrypted chip by either IC design or reverse engineering in an untrusted foundry [5,23,36]. Therefore,

an adversary can have access to the primary input–output pairs and can also reveal the structure of

the circuit. By getting the circuit’s structure and applying input–output pairs, he or she is able to use

one of the above-mentioned techniques to reveal the secret key. To thwart such attacks, a defender can

use our proposal + TTLock to get robust IC protection.

6.1.2. Sensitization of the Secret Key-Bits Based Attack

In general, the value of the secret key-bits can be propagated to the primary outputs of the

locked circuit via supplying certain input patterns and/or muting some other key-bits unless there

is a relationship between the inserted key-gates or the insertion is not done randomly through the

original design [5]. This happens due to the fact that each inserted key-gate is either an XOR or

an XNOR gate. One of its primary inputs is the key-bit, and the second one comes from an internal net

in the circuit. For example, the value of a key-bit will be revealed on a primary output-bit if the second

input value of the inserted XOR gate (coming from the internal net of the encrypted netlist) is zero,

which can be achieved by a supplying special input pattern. Rajendran et al. [5] proposed a technique,

namely Smart logic Obfuscation (SO), to prohibit sensitization attack via maximizing the interference

graph among the injected key-gates, where the attacker needs many years to break a locked design that

has a sufficient number of key-bits. In our proposed encryption-based polymorphic gates, the attacker

may sensitize a path from the output of a polymorphic gate to an output on the working device, and,

therefore, the logic function can be determined by applying different patterns to the polymorphic

gate’s input (using ATPG). Once the logic function is determined, a key bit guess can be made on

an unprogrammed device and the same vectors run again. If the output remains the same, then the

key bit guess is correct; otherwise, the opposite value must be the correct assignment. Therefore, one

needs to employ ‘interference graph’ to make the task difficult [5].
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6.1.3. Applying Brute Force Attacks

An assailant could expose the valid key of an encrypted circuit by applying all possible cases of

the key-bits unless the key-size is long enough. A defender can prevent the brute force attacks via

increasing the key length. In the XOR/XNOR insertion approaches, enlarging the key-size means

increasing the number of the injected key-gates since each new key-bit is an input of each added

key-gate leading to an increase in the performance overhead substantially. In our proposal, besides the

smaller performance penalty due to the exchanging gates, a hardware engineer can freely enlarge the

key-size to a maximum of two times if the key-bits are not gathered to a line with an inverter for each

exchanged gate, as demonstrated in Figure 3.

6.2. Key Generations

Previously, Rajendran et al. [20] applied a Physically Unclonable Function (PUF) circuit and

Rivest–Shamir–Adleman (RSA) encryption unit to generate the keys for logic encryption. However,

area consumption of the two cryptographies might override original netlist with only hundreds of

logic gates. For instance, ISCAS’85 C17 to C1355 circuits have less than 400 logic gates. To tackle this

issue, we adopted the common encryption technique in system on chip (SoC) design, called dynamic

scrambling [37]. The encryption and decryption mechanisms for the key generation are presented in

Figure 10.
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Chip
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Key
separatorMixer

Comparator Checker

Figure 10. Scrambling technique used for (a) scrambling and (b) descrambling.

On the rising edge of a Fetch operation (i.e., for a new instruction), the random generator sets

a new scrambler configuration. This configuration is saved in a new segment of memory given by a first

input first output (FIFO) and the address used is saved with the scrambled data in random memory.

Concurrently, each time a new configuration is requested to unscramble data, the configuration is read

in the memory at the address given by the random memory and the data is unscrambled. This address

is saved in a FIFO that stores all empty memory addresses. When a configuration value is read, the

memory block that holds the value should be overwritten to avoid risk of reuse.

More specifically, the designer provides the input of the dynamic scrambling by the secret key

of the circuit, and the random generation is used to generate new configuration bits. The scrambling

output bits are randomly combined with the configuration bits via a Mixer to produce the user

key. The end-user uses this key to decrypt the circuit, where the user key will be separated into the

configuration bits and the scrambling output bits. The incoming configuration bits will be compared

with the configuration bits in the chip that the designer already burns in a non-volatile memory and

the rest of the incoming bits (scrambling output bits) will be fed as inputs to the dynamic unscrambling.
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In this case, the encrypted chip will only be activated by the secret key if both of the comparator output

and the unscrambling key are correct.

6.3. Testing in an Untrusted Foundry

Since the complexity of the design becomes very large and needs different types of equipment as

well as fabricating process involvement [24], many companies design the ICs and then fabricate them

at other companies. Thus, ICs might be imitated by the untrusted company so the company could

sell them in the markets illegally or insert a Trojan inside the chips [38]. As a result, the developers

have no control over untrusted foundries to protect their designs, where they are susceptible in the

face of several attacks [39]. IP owners can protect their design from counterfeit ICs and other attacks

in a company during the test using the Secure Split-Test (SST) method before sending the ICs to the

trusted facility for configuring its functionality [40]. SST protocol is based on communicating and

exchanging generated keys between the foundry and the designer, where only the IP owner can know

whether the IC is passing the test successfully or not. An improvement on SST is achieved, namely

CSST, which gives a simple communication between the IP owner and the foundry as well as providing

more protection than the traditional SST. In this technique, the designer has full control over the chip,

and only he or she can understand and analyze the result of the locked chip [41].

6.4. Beyond SiNW FETs

Besides the proposed SiNW FETs, other emerging transistors might also be employed to protect IP

designs. For instance, the recently proposed negative capacitance FET (NCFET) [42] is embedded with

the property of tunability. By adding a ferroelectric layer in the gate stack of a MOSFET, NCFET is able to

reduce the switching slope to a value less than 60 mV/dec, which shows potential for ultra low-power

design. Meanwhile, since it can be configured in a way that may or may not have hysteresis loop, one

NCFET can virtually function in two modes: memory cell and Boolean logic cell. The difference between

two modes is determined by the thickness of ferroelectric layers, which is on the sub-nanometer scale.

Once the NCFET fabrication is done, it is extremely difficult to distinguish which mode NCFET stays

because the reverse engineering cannot have the advanced SEMs to identify the devices.

7. Conclusions

In this paper, we have demonstrated that the usage of emerging transistor, i.e., SiNW FETs,

can help improve the logic locking design by preserving lower power and area consumption compared

to conventional CMOS technology. Specifically, the SiNW-based polymorphic gates work as logic

key units to encrypt the combinational circuits. A smart placement algorithm is formalized and it

shows that 50% of Hamming distance between the correct and wrong output bits can be achieved

through a security assessment. We showed that, besides the traditional criteria for emerging devices

such as area, power, delay and non-volatility, security may serve as a new criterion to thoroughly

judge the pros and cons of any emerging devices. Using this new standard, we plan to revisit existing

emerging transistors to have a full comparison between emerging technologies and CMOS technology.

Meanwhile, we believe that more research outcomes are expected in this area where unique properties

of emerging transistors can help in enhancing the circuit security.
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