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Abstract. In this paper, we consider the influence of trust on the
assimilation of acquired information into an agent’s belief. By use of
modal logic tools, we characterize the relationship among belief, in-
formation acquisition and trust both semantically and axiomatically.
The belief and information acquisition are respectively represented
by KD45 and KD normal modal operators, whereastrust isexpressed
by a modal operator with minimal semantics. One characteristic ax-
iom of the basic system is if agent i believes that agent j has told
him the truth of p and he trusts the judgement of j on p, then he will
also believe p. In addition to the basic system, some variants and fur-
ther axioms for trust and information acquisition are also presented
to show the expressive richness of the logic.

1 Introduction

Recently, more and more software agents have been designed to
solve the information search problem arising from rapid growth of
internet information . The agents can search through the web and try
to find and filter out information matching the user’s need. Howev-
er, not all internet information sources are reliable. Some web sites
are out-of-date, some news provide wrong information, and someone
even intentionally spreads rumor or deceives by anonymity. From the
viewpoint of agent societies, each agent plays both the roles of infor-
meation provider and receiver, so the information search process can
be seen as the communi cation between two agents and areceiver has
to decide whether he can believe the received information according
to his trusting attitude toward the provider.

In [10], an agent is characterized by mental attitudes, such as
knowledge, belief, obligation, and commitment. This view of agent,
in accordance with the intentional stance proposed in [4], has been
widely accepted as a convenient way for the analysis and descrip-
tion of complex systems[15]. The model of these attitudes has been
the traditional concern of philosophical logic. Some logics derived
from the philosophical analysis have been applied to the modeling of
Al and distributed systemg[9, 5]. In most of these logics, the mental
attitudes are represented by modal operators and their meanings are
in general given by the possible world semantics for modal logic[2].
Following the approach, we would like to propose a doxastic logic
with modalities for representing the trusting attitudes and the infor-
mation transmission between agents, and then discuss how one agen-
t's belief isinfluenced by the others based on his trust toward other
agents and the information he acquires. More specificaly, in tradi-
tional doxastic logic, B; means that agent ¢ believes ¢, so we will
add to the logic additional modal operators T;; and I;;. The intend-
ed meaning of T;; ¢ isthat agent ¢ trusts agent j's judgement on the
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truth of ¢, whereas I, means agent ¢ acquires information ¢ from
7.

In the remainder of the paper, we will first give a genera logic
meeting the above-mentioned requirement. The syntax, semantics,
and a basic axiomatic system of the logic will be presented. Then,
some additional assumptions will be considered to produce variants
of thebasic logic. Finally, we conclude the paper with some perspec-
tives for further research.

2 TheBasicLogicBIT

The basic logic of belief, information acquisition, and trust (BIT) is
an extension of thetraditional doxastic logic, which isinturn amulti-
agent version of the KD45 system of the norma modal logic[2].
Assume we have n agents and a set ¢, of countably many atomic
propositions, then the set of well-formed formulas(wff) for the log-
ic BIT isthe least set containing ¢ and closed under the following
formation rules:

o if pisawff,soare —p, By, Lijp,and Tijpforal 1 <4, <n,
and
e if p and ¢ are wffs, then ¢ Vv ¢ is, too.

As usual, other classical Boolean connectives can be defined as ab-
breviations.

The possible-worlds semantics provides a general framework for
the modeling of knowledge and belief[5]. In the semantics, an agen-
t's belief state corresponds to the extent to which he can determine
what world heisin. In agiven world, the belief state determines the
set of worlds that the agent considers possible. Then an agent is said
to believe afact o if @ istruein al worldsin this set. Analogously,
the information of an agent acquired from another agent constrains
the possibility of the worlds according to the acquired information.
However, since an agent perceives the possibility that other agents
may be unreliable, he will not blindly believe al acquired informa-
tion. Thus, the set of possible worlds according to acquired informa-
tion from some particular agent may be different with that associated
with his belief state. Of course, since an agent may lie, the informa-
tion of other agents acquired from him may not be compatible with
what he believes. On the other hand, the semantics of trust is rela
tively more “syntactic” and less restrictive. Though trust in general
depends on some rational factors such as the honesty and credibility
of the trusted agent, it also usually contains some irrational compo-
nent. Since the assessment of credibility of an agent can only depend
on his past records, we can not guarantee the agent does not provide
any wrong information in the future. Even very respectable news me-
dia may make some errors, so any trust must be accompanied with
risk. This means that we will only impose minimal constraint on the
set of statements on which an agent trusts another agent’s judgement.



According to the informal discussion above, the formal seman-
tics for B; and I;; is the Kripke semantics for norma modal
operators, whereas that for 7;; is the so-called minimal (or
neighborhood) semanticg[2]. Formally, a BIT model is a tuple
(W, (Bi)i<i<n, (Zij)i<ij<n, (Tij)i<ij<n), Where

e TV isaset of possible worlds,

o 7 : ®y — 2" isatruth assignment mapping each atomic propo-
sition to the set of worldsin which it istrue,

e B; C W x W isaserid, transitive and Euclidean binary relation?
onW,

e 7;; CW x W isaseria relation on W,

o T;; C W x 2" isabinary relation between W and the power set
of W.

In the following, we will use some standard notations for binary
relations. If R C A x Bisabinary relation between A and B, we
will write R(a, b) for (a,b) € R and R(a) for the subset {b € B |
R(a,b)}. Thusforany w € W, B;(w) and Z;; (w) will be subsets
of W, whereas 7;; (w) is a subset of 2. Informally, B;(w) is the
set of worldsthat agent ¢ considers possible under w according to his
belief, whereas Z;; (w) is that agent ¢ considers possible according
to the information acquired from j. On the other hand, since each
subset of W is the semantic counterpart of a proposition, for any
S CW,S € T;;(w) means that agent ¢ trust 5's judgement on the
truth of the proposition corresponding to S. The informal intuitionis
reflected in our formal definition of satisfaction relation. Let M be
aBIT model as above and ® be the set of wffs, then the satisfaction
relation =3, C W x @ isdefined by the following inductive rules(we
will use the infix notation for the relation and omit the subscript M
for convenience):

w = piff w € 7(p) for every p € O,

w | —piffw B~ ¢,

wEeVYiffulEporwkEy,

w = Bipiff fordl u € Bi(w), u = ¢,

w = Ljjeiff foral u € Z;;(w), u = o,

w = Ty iff |p| € Tij(w), where || = {u € W : u = p}is
called the truth set of .

OoOu~wNE

As usual, we can define validity from the satisfaction relation. A
wif pisvalidin M, denoted by = ¢, if || = W. Let C beaclass
of BIT models, then =c ¢ if foral M € C, wehave =x . Let
YU {p} C o, then X |E=c ¢ denotes that for all M € C and w in
M, Ide) < E,w ':Jw wthenw ':Jw ©.

So far, we have defined a BIT model so that the relations 5;, Z;;,
and 7;; are completely independent. This means that the information
an agent acquired from other agents may be completely irrelevant
to his belief, so the agent will not benefit from the communication
with others. This is definitely not what we want to model. Though
we do not want an agent to believe blindly what the other agents
tell him, it is indeed inevitably his belief should be influenced by
the information he acquired from the agents he trusts. Based on the
consideration, we will impose some constraints on the BIT models.
Let M beaBIT model asabove, then M iscalled basic if it satisfies
the following two constraintsforall 1 <¢,j <nandw € W,

(m1) foral S € T;;(w), if B; o Z;(w) C S, then B;(w) C S,
(M2) T (w) = ﬂuemw) Tij(u).
2 A rdaion R on W is serid if VwIuR(w,u), trandgtive if

Vw,u,v(R(w,u) A R(u,v) = R(w,v)), and Euclidean if
Yw, u, v(R(w, u) A R(w,v) = R(u,v)).

The class of basic BIT models is denoted by BA. The constraint
(m?2) essentialy requires that an agent trust the judgement of other
agents iff he believe it is the case. Thisis a natural requirement for
agents mental attitudes. On the other hand, (m1) make a connection
among the three classes of modal operators. It means that if an agent
1 believes that he has acquired the information ¢ from j and he trusts
thejudgement of j on the truth of ¢, then he should assimilate the in-
formation into his belief base. These two constraints are represented
by two natural axioms in our axiomatic system for basic BIT logic.
The axiomatic system, called BA, is presented in Fig 1.

1. Axioms:
P: all tautologies of the propositional calculus
BL: [Bip A Bi(p D 9)] D Bit
B2 -B; L
B3: Biw D BiBiy
B4: =B;p D Bi—Biy
1L [Lijp A Lij (0 D )] D Lijep
12: =15 L
Cl: Bilijpo NTij0 D Bip
C2: Tijo = BiTijp
2. Rulesof Inference:
R1(Modus ponens, MP): fromk ¢ and - ¢ D @ infer - 4
R2(Generalization, Gen): fromF g infer = B;p and - I,
R3: fromk ¢ = ¢ infer - T = Ty

Figurel. Theaxiomatic system BA for basic BIT

The axioms B1-B4 correspond to the KD45 system for doxastic
operator B;, B1 means that the agents are perfect logical reasoner-
s, so their belief are closed under logical consequence. B2-B4, cor-
responding to the serid, transitive and Euclidean properties of the
B, relation, stipulate respectively the consistency, positive introspec-
tion, and negative introspection of the agent’s belief. The axioms 11
and 12 form the KD system for the information acquisition operators.
Here, we assume that the operators describe not only the explicit in-
formation an agent acquires directly but also all consequences that
implicitly implied by it, so if an agent acquires the information ¢, he
also get al logical consequence of ¢ at the same time. This is just
what 11 asserts. Under the assumption, a source providing contradic-
tory information will be useless, so we use axiom |2 to exclude the
possihility that an agent can acquire contradictory information from
asingle source. However, note that this does not rule out the possibil-
ity that an agent can acquire contradictory information from multiple
sources. Indeed, it isthat the notion of trust can help to select what to
believe when such situation occurs. Finally, the connection axioms
C1 and C2 correspond to the basic constraints (m1) and (m2) on the
BIT models. C1 ties all three kinds of operators together and states
when the acquired information should be assimilated into the belief,
whereas C2 describes the mental states of an agent when he trust on
the judgement of other agents. The Gen rule assures that valid wff is
believed and acquired a prior, while R3 asserts that if an agent trust
another agent’s judgement on some wff, then histrust isindependent
of the syntactic form of the wif.



Thederivability inthe system isdefined asfollows. Let XU{¢} C
®, then ¢ is derivable from X in the system BA, written as > Fga
p, if there is afinite sequence o1, . .., pm such that every ¢; isan
instance of an axiom schemain BA, awff in X, or obtainable from
earlier p;'sby application of arulein BA. When X = (J, we simply
writeFga . The system BA is said to be sound if Fga ¢ implies
EBa ¢ and complete if the converse holds.

Theorem 1 The axiomatic system BA is sound and complete.

3 Properties of Trust

In the preceding section, we have described a set of basic axiom-
s for BIT logic. In the system, we impose minimal constraints on
the semantics of trust operators. However, there are still some useful
theorems derivable in the system. For example, we have

Fea Bi(Lijo A Lik=p) D =(Tijo A Ti—p) (@]
and
Fea [Bi(Lije A Lik=e) A (Tijp O Tis—e)] O "Tijp. (2)

The first says that if an agent acquired contradictory information
from two sources, then not both sources are reliable, and the second
further indicates that for the two contradictory sources, the less reli-
able oneisdistrusted. Since asource can only be trusted or distrusted
and no intermediary degree is allowed, a source which is contradic-
tory with the more reliable ones must be distrusted. A more general
form of (1) isthe following derived rule:

C1LA . Pm D TPmr1
Bipm+1 A Bi(/\kzl Lizy LPk) > _‘(/\kzl Tijkwk)

This means that an agent can not trust all agents in a group if he
believes they have sent him some pieces of information which are
jointly incompatible with his belief.

On the other hand, there are some non-theorems of the system de-
serving further consideration. One notable exampleisifFpa ¢ D 1,
could we infer Fpa T D Ti;9? Theintuition is that if we trust
someone's judgement on afact (, should we a so trust his judgement
on aweaker fact ¢? At the first sight, it seems tempting to have this
as atheorem of our system because according to C1, when an agent
acquired information ¢, he will believe it due to the trust, so he will
also believe the consequence ¢ since heis a perfect reasoner. How-
ever, this does not mean that he will also accept the belief ¢ if heis
only informed of the fact v (less informative than ). The situation
can be illustrated by the following example.

©)

Example 1 Let us consider afinancia consultant j and a skeptical
decision agent 7 and ¢ and v denote respectively the fact “The fi-
nancia situation of company X isexcellent.” and “It isworthwhile to
invest on company X.” Thenwemay have T;; (o A (¢ D 1)) because
1 considersthat j has the capability to judge the financia situation of
a company and the validity of the rules like ¢ D . However, it is
definitely not the case that ¢ will believe company X deserves his
investment just because j tell him so without any justification, i.e.,
B;I;j9 D Bt isnot true, so T;;1) does not hold due to C1.

This example also shows that T, (¢ A v) does not imply T;;¢ or
Ti;1. Conversely, could we have (T A Tijv) D Tij(@ A1)?The
answer is also negative because it is very likely that we have both
T and T;;—¢ at the same time but we do not want to have T;; L
as the result.

Another derived rule shows that trust operators can play arole of
filtering out noisy information. Thisruleis as follows:

po @
Bilijo NTij7p D B

In particular, we have
Fea Bilij(p AY) ATijb A Bi—p D B;a. (5)

This means that even the whole piece of acquired information is con-
tradictory with the agent’s belief, he can still pick up some relevant
part compatible with his belief.

Example 2 Let: denote aninformation search agent who has known
that thereisaflight from New York to San Francisco on Thursday and
want to know the fare of the ticket. Suppose j isaweb sitewhich can
provide such information but due to system error, it display that the
flight is on Friday as well as the correct fare of the ticket. Then if
the search agent trusts j's fare information, he can still use the infor-
mation even the total information displayed in the site isinconsistent
with his belief. Note that we do not explain why ¢ should trust 5 on
the fare information even j contains some wrong information. This
may be due to the past experience of ¢ and need some learning mech-
anism to establish it. Here we are just interested in what will happen
if « hastrusted 5 on the fare information.

3.1 Symmetry trust and transferable trust

In the preceding discussion, we mentioned that it is very likely that
sometimes both T; ;¢ and T;;—¢ hold. Let us elaborate on this point
further. This occurs when the agent 4 trust on the question-answering
capability of j, soif 7 asks j whether the fact ¢ holds, heis ready to
accept either the positive or the negative answer once 5 givesit. This
is particularly true when the agent is objective and neutral to the an-
swer of any question. In the artificial agent societies, this property of
trust isespecially useful, so we define aspecia system for it. A basic
BIT model M = (W, m, (Bi)i<i<n, (Zij)1<i.j<n, (Tij)1<ij<n) iS
caled symmetry if foral w € Wand 1 < 4,5 < n, it satisfies:

(m3) foral S C W if S € Tij(w), then S € Ti;(w),

where S = W\S is the complement of S with respect to W. The
class of symmetry models is denoted by SY and the system SY will
be the result of adding the following axiom to BA:

C3: Tijgo D) Tijﬂga.

The axiom C3 may not hold in the modeling of natural agents. For
example, consider a critic j that is a very critical book reviewer. It
is rarely the case that the critic said that a book reviewed by him is
good. Let ¢ denote the sentence “the book X is very good”. Then as
areader, the agent ¢ may trust 5's judgement on ¢ being true but not
thereverse, i.e., T;; ¢ A —T;;—¢ holds for this case.

A special case of symmetry trust occurs when each agent is spe-
cialized in some different domain knowledge. For example, a medi-
cal agent is speciaized in health information, whereas a legal agent
in law information, and so on. To mode! this kind of situation, let us
assume @4, ..., ®,, are pairwisgly disoint subsets of ®¢ and L(P;)
be the set of BIT wffs formed only by atomic symbolsin ®; for all
1 < i < n. Then we can formulate a kind of trust, called topical
trust, by the following nonstandard axiom:

Tije it Vo, —p, 0 € L(Dy) (6)



Thisaxiom isnonstandard in at |east two senses. First, a standard ax-
iom schema can be instantiated by substituting any wffsinto it where-
asthe scope hereisrestricted to the subset £(®;) for each 5. Second,
the applicability of the axiom depends on the non-derivability of ¢
and —¢ which isrelated to the whole axiomatic system including the
axiom itself, so this makes the axiom not applicable in a constructive
way and will result in the non-monatonicity of the system. Further-
more, it seems also difficult to formulate a corresponding semantic
congtraint for the axiom, so we will not include it as a logic axiom
of our system. Instead, if necessary, for some subset of £(®;)(for
example, non-modal wffs), we can add T;; as the premises of rea-
soning for al ¢ in that subset.

Another property of trust deserving special attention is its trans-
ferability. Consider the following axiom:

C4: BiTjrp NTiTikp D Tikep.

This means that if ¢ trusts the evaluation of j on the reliability of &
and he believes that j indeed trust k, then ¢ will also trust & due to
the endorsement of j. This kind of trust will be called transferable
trust. The system BA+C4 will be denoted by TR. The corresponding
constraint on the semantics may be easily formulated as follows:

(md) forany S C W, if Bi(w) C T,,'(S) € Tij(w), then S €
Tik(w),

where 7.,'(S) = {v € W | (v,5) € T;} isthe inverse image
of the set S under the relation 7;. Let us call abasic model satisfy-
ing (m4) transferable model, and denote the class of all transferable
models by TR. Then we have

Theorem 2 Let L denote either SY or TR, then 1, ¢ iff =L ¢ for
any wff .

3.2 Cautioustrust

If we analyze the factors of trust in detail, we can find the following
two conditions are in general sufficient for 4 to trust 5 on (.

Bi(lijp O Bjp) U]

Bi(Bjy D ¢) ®
The first condition means that i believes that if j tells him ¢ then j
himself believes ¢, i.e., j ishonest to him and the second means that
1 believes that if j believes ¢, then ¢ in fact holds, i.e., 7 has good
capability on evaluating the situation.Thus these two conditions cor-
respond to two main factors of trust, i.e., the honesty and capability
of the trusted agent. However, the two conditions are not necessary
for an agent to commit himself to the trust because he can not al-
ways be sure about the honesty and capability of the agent he would
like to trust. For example, according to the past experience, he may
know an agent ishonest, however, he can not guarantee the agent will
keep honest in the future. As for the capability, any agent may make
errors even he has proved to be very capable in the past. Thus few
agents would trust others only when they completely satisfy the two
conditions. An agent will in general trust the others if he has good
confidence on their honesty and capability. For the agents who sticks
to trusting the others only when the two conditions are satisfied, we
can call such agents cautious (or strict) ones and their trust is called
cautious (or strict) trust. This is an ideal form of trust, so we can
define anew class of modal operators 77 as

Tij =daes Bil(Iijp D Bip) A (Bjp D ¢)]. )
Interestingly, the cautious trust also satisfies the axioms C1 and C2.

Theorem 3 For any BIT wifsg

1. FBa Bilijo A TI%-QO D By
2. FBa TiCjQO = BZTZCJQO

4 Properties of Information Acquisition
4.1 ldeal communication environment

The discussion so far does not pay specia attention to the informa-
tion acquisition operators. However, we still have to clarify some
ambiguity for theintuitive meaning of these operators because we do
not state the way how the information is acquired. It may mean that
1 receives a message from j or ¢ has access to the web site where
j posts his message. We would like to consider the relationship of
BZIUQO and Iing in theses two cases.

For the former, when 4 receives some message from j, he may
think that someone pretending j has send the message, so he do not
necessarily believe that he has received the message from j. Thus
we do not have I;;¢0 D B;I;;p. Onthe other hand, when i receives
some message from the address of j and has believed that he indeed
received the message from 7, it may be redly the case that some-
one else sent it for deception, so B;I;;¢0 O I;;¢ does not hold,
either. Now, if digital signature and secure communication is used,
then when i receives some message with j's digital signature, he can
believe thisisindeed sent by j and when he believes j has sent him
the message by recognizing the digital signature of j, itisimpossible
that thisisin fact counterfeit by others. Thus we have the following
assumption under the ideal environment®.

C5: Iing = BILJA)O

For the latter case, the analysis is essentially the same. If the web
server is secure enough so that only the owner of the web site can
post and update the information (and every agent believes this), then
we can aso assume C5. The corresponding semantic constraint for
C5is:

(M3) Bi 0 Zi; = Iij

A basic model satisfying (m5) will be called ideal communication
model and the class of such modelsis denoted by IC. The system IC
isthe result of adding C5 to BA and replace C1 by

C1': Iijgo A Tijcp D) Bigo.

Theorem 4 For any wif ¢, Fic ¢ iff E1c @.

4.2 Logic of utterance

Under ideal communication environment, if we allow the message-
sending interpretation of I;;, thenit is possible that ;¢ and Ii;—¢
hold at the same time. That is, if private communication is allowed,
then the agent j may tell one agent the truth but lies to another one.
Thus let us consider the situation that an agent can tell others some-
thing only by announcing it in public. Thisis the case when a group
of agents subscribe to a mailing list and only communicate with it.
In this case, we can add the axiom I;;¢ = Ij;¢ and require the se-
mantic constraint that for all 1 < 4,5,k < n, Z;; = Zy; and still
have the soundness and compl eteness results. However, we can even

3 In fact, even under the imperfect communication environment, a special
case of C5, i.e. I;;¢0 = B;l;;p, should still hold intuitively, though it is
not included in our basic system for simplicity.



further simplify the language of the BIT logic. For each j, the class
of operators I;,...,I,; can be replaced by an operator U;. The
meaning of U;p isthen "the agent 7 utters ¢”. Thisisalogic of be-
lief, utterance and trust (BUT). The formation rules, semantics, and
axiomatic system of BUT logic are obtained by replacing I;; by U;
uniformly in those of BIT logic. The resultant axiomatic system is
named BU. Let C5' denote the axiom U;p = B,;U;p and IU denote
BU+C5'. Let (m1') and (m5’) denote the results of replacing Z;; by
U; in (ml1) and (mb5) respectively and let BU(resp. |U) denote the
classes of BUT models satisfying (m1') and (m2)(resp. (m1’), (m2)
and (m5")). Then we have

Theorem 5 Let L denote either BU or 1U, then b, ¢ iff =1 ¢ for
any BUT wffs .

A logic for utterance and knowledge in the single-agent case has
been proposed in [11] for the analysis of the well-known liar para-
dox, where the epistemic operator is an S5 modal operator and the
utterance operator isa KD45 one and an axiom like C5' holds there.
Though the system (called KU there) isdifferent with ours, itissim-
ilar with IU here, so we can also define what is aliar in IU or BU.
Formally, an agent 7 is called an intentional liar if U;p A B~
istrue and irresponsible liar if U;p A =B;g istrue. Obviously, an
intentional liar is also airresponsible one. Let L;p denote i isair-
responsible liar, then we have by L D T, i€ aliar can not
trust himself (at least in what heislying).

In the context of 1U, an agent i is said to be honest* if it is not a
irresponsible liar, i.e., U;o D B,y for dl ¢ of BUT logic and frank
if Bio D Us;p. An extreme case where all agents are honest and
frank may occur when al agents inform others of their total belief.
In this case, the operators U; can be further removed from the BUT
logic and we can get alogic of belief and trust (BT). Inthe basic BT
system (by replacing al U; by B;), we can prove the theorem

Bijo ANTije D Bigp. (10)

Thismeansthat if i trust 7, then i will believewhat j believed. If there
isamutua trust between i and j, i.e. Tijo A Tjip, then the belief
of 4 and j isequivalent. The system BT is conceptually related to the
delegation logic proposed in [8] for reasoning about the authorization
decision in distributed system.

5 Concluding Remarks

In [1], it is argued that trust is a notion of crucial importance for
multi-agent systems. While they regard trust as both a mental state
and a socia attitude and relation, we consider specificaly the in-
fluence of trust on the assimilation of acquired information into an
agent’s belief. By using the modal logic tools, we characterize the
relationship among belief, information acquisition and trust both se-
mantically and axiomatically. In addition to the basic system, some
variants and further axioms for trust and information acquisition have
been also considered.

A related research direction is about information fusion, where an
agent must decide what to accept among possibly inconsistent infor-
mation from different sources with various degree of reliability. In
[3], it is shown how literal information can be merged and suggest-
ed that for information of general form, the belief revision approach
of Katsuno and Medelzon[7] can be used. In our BIT logic, the no-
tion of trust is only a qualitative concept, so it will be interesting to

4 However, since we consider belief instead of knowledge, an honest agent
may still make errors, so it is possible U; ¢ A —¢ holds for an honest agent
i.

generalize it to a quantitative notion so that we can merge acquired
information from sources with various degrees of reliability.

The second direction is the dynamics of information acquisition.
So far, the I;; operators only describe the static facts that some infor-
mation is acquired. However, we can a so consider how the informa-
tion acquisition action cause the transition of the belief state. Then
we can try to develop an update semantics for these operatorg[14]
along the direction of the works reported in [6, 12, 13].

Finally, though we mainly consider the influence of trust on the
acceptance of acquired information as belief, on the reverse, we can
also try to induce the trust degree of an agent according to how much
information acquired from him has been accepted as belief in the
past. To do this, we must first add the temporal dimension to our
logic. Then the trust degree of 7 on j at time ¢, denoted by dfj :
W — [0, 1] can be defined by

dt5(w) = He:w,t — 1k Bip AlLijpl|
He:w,t =1k Ljp}

However, according to the current semantics of I;;, it is an implicit
information acquisition operator, so {¢ : w,t — 1 &= I;j¢} isin
general infinite. Thus, to make the definition meaningful, we should
only consider the explicit information acquired by i from j. This
means that we will change the semantics of I;; to a minimal one,
and require that Z;; (w) isfinite for any w € W. In thisway, it is
expected to model the quite complicated phenomenon of multi-agent
communication with different trust degreesin alogical system.
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