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Abstract. Sketch-based image retrieval, which aims to use sketches as
queries to retrieve images containing the same query instance, receives
increasing attention in recent years. Although dramatic progress has been
made in sketch retrieval, few efforts are devoted to logo sketch retrieval
which is still hindered by the following challenges: Firstly, logo sketch
retrieval is more difficult than typical sketch retrieval problem, since a
logo sketch usually contains much less visual contents with only irregular
strokes and lines. Secondly, instance-specific sketches demonstrate dra-
matic appearance variances, making them less identifiable when query-
ing the same logo instance. Thirdly, there exist several sketch retrieval
benchmarking datasets nowadays, whereas an instance-level logo sketch
dataset is still publicly unavailable. To address the above-mentioned lim-
itations, we make twofold contributions in this study for instance-level
logo sketch retrieval. To begin with, we construct an instance-level logo
sketch dataset containing 2k logo instances and exceeding 9k sketches.
To our knowledge, this is the first publicly available instance-level logo
sketch dataset. Next, we develop a fine-grained triple-branch CNN ar-
chitecture based on hybrid attention mechanism termed LogoNet for
accurate logo sketch retrieval. More specifically, we embed the hybrid
attention mechanism into the triple-branch architecture for capturing
the key query-specific information from the limited visual cues in the
logo sketches. Experimental evaluations both on our assembled dataset
and public benchmark datasets demonstrate the effectiveness of our pro-
posed network.

Keywords: sketch-based image retrieval · logo retrieval · hybrid atten-
tion mechanism · triple-branch CNN architecture.

1 Introduction

With the development of the Internet and the increasing popularity of touch
screen devices nowadays, the availability of a sketch makes it as common as
an image which is usually captured by an exquisite camera. This significantly
facilitates the research on sketches in recent years, leading to a wide variety
of sketch applications including sketch recognition[6,15], sketch-based image
retrieval[4,12], sketch-based 3D model retrieval[8,13] and sketch analysis[2,11].
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Among them, sketch retrieval, which uses sketches as queries to retrieve images
containing the same query instance, has received special attention due to its
potentials in practical applications. Different from a traditional image retrieval
problem, sketch retrieval needs to perform visual comparisons and matching
cross sketch-image domain. This dramatic domain gap usually results in serious
misalignment with the candidate images, since a sketch is highly abstract and
iconic due to the lack of visual clues such as color and texture. Therefore, sketch
retrieval is a more difficult task.

In image retrieval, logo retrieval plays a critical role in commercial applica-
tions and has been extensively applied to the business of intellectual property,
copyright infringement prevention and industrial product design. In particular,
sketch-based logo retrieval, which can help users or designers to find similar
logo images given a query logo sketch, demonstrates a bright prospect for the
aforementioned commercial applications. Although significant progress has been
made in sketch retrieval, few efforts are devoted to sketch-based logo retrieval
which is still hindered by the following challenges: 1) logo sketch retrieval is
more difficult than a typical sketch retrieval problem, since a logo sketch usually
contains much less visual cues with only irregular strokes and lines. 2) Depend-
ing on personal painting levels and styles, instance-specific sketches demonstrate
dramatic appearance variances, making them less distinguishable when querying
the same logo instance. 3) Although there exist several sketch retrieval bench-
marking datasets nowadays, a fine-grained instance-level logo sketch dataset is
still publicly unavailable. Compared with the existing category-level datasets,
an instance-level one is more difficult to obtain and should be fine-grained, such
that the learned models can capture large domain differences and variability of
human painting styles.

To address the above challenges, we make twofold contributions in this study
for fine-grained instance-level logo sketch retrieval. Firstly, we construct an
instance-level logo sketch dataset comprising 2k logo instances, the correspond-
ing 9k sketches along with 2000 text labels. Each logo has at least three cor-
responding sketches, reflecting the diversity of the drawing styles. According to
the retrieval difficulty level, the whole dataset is divided into easy, medium and
hard three subsets. Furthermore, our datasets allows cross-modal sketch retrieval
with text labels. To our knowledge, this is the first instance-level sketch-based
logo retrieval dataset publicly available thus far. Secondly, we develop a triple-
branch CNN architecture based on hybrid attention mechanism for fine-grained
instance-level logo sketch retrieval. More specifically, we introduce hybrid atten-
tion mechanism into the triple-branch network such that the model has spatial
and channel perception capability for characterizing the fine-grained logo fea-
tures. In addition, due to the lack of texture information in the sketch, a larger
filter is used in the convolution layer for enhancing the representation capa-
bility. Furthermore, text labels are used as auxiliary information for sketches to
improve the model accuracy while reducing the requirements for painting ability.

The rest of the paper is organized as follows. After introducing our con-
structed instance-level logo dataset in Section 2, we elaborate on our framework
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in details in Section 3. Next, we present the experimental evaluations in Section
4. Finally, our work is concluded and summarized in Section 5.

2 Our instance-level logo sketch dataset

We have collected an instance-level logo sketch dataset, which contains a total of
2,000 logo instances. We have also collected three or more corresponding sketches
for each logo to capture the variability of painting ability and style, leading to
a total of 9,347 sketches. In addition, we also provide 2,000 text labels for each
instance, such that the dataset allows cross-modal retrieval. Next, we will briefly
introduce how the sketches are collected. Besides, we will also compare our newly
collected logo sketch dataset with the other existing sketch datasets. Our dataset
is available at https://github.com/abin333/logoNet.

2.1 Logo collecting

Since our dataset is built for instance-level retrieval, the logos should cover
instance-level variability of visual appearance. To this end, we have exhausted
major websites including Edge, Google, Baidu, Firefox, 360 explorers to collect
logos in daily life scenes. All the logos come from all walks of life and can be
divided into three categories: transportation, life service and enterprise busi-
ness. Since a logo sketch does not contain color information, logos with the same
shape but different colors are filtered out, and duplicate logos are removed with
only one remained. Thus, a total of 2,000 logo images are obtained. We perform
standard preprocessing strategies such as clipping and denoising on the collected
images, such that the logo images have the same white background, allowing the
model to focus on learning the fine-grained visual information for logo sketch
retrieval. In terms of the sketch collection, we employ the collected logo images
to generate corresponding sketches. To reflect the real-world application scenar-
ios along with the variability of painting ability and style, we use different input
devices to collect sketches and generate multiple sketches for each logo image.

2.2 Sketch generation

Given a logo, multiple corresponding sketches need to be painted and collected.
Considering the diversity of sketch painting, the volunteers collecting the logo
sketches are divided into three groups. The first group of volunteers have pro-
fessional drawing ability and they drew sketches on a tablet PC. With general
painting ability, the second group of volunteers make use a variety of equipment
including mobile phones, white paper and drawing boards to draw sketches.
Lacking sufficient drawing skills, the third group of volunteers draw incomplete
or simple strokes of logo sketches using different input devices. For a given logo
instance, three or more sketches are obtained by different volunteers under dif-
ferent settings, leading to a total of 9,347 sketches. Some representative logo
examples and the corresponding sketches drawn are shown in Fig. 1. The logo

https://github.com/abin333/logoNet
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Fig. 1: Representative examples of our collected logos (the first row) and the
corresponding hand-drawn sketches (the second row).

sketches exhibiting diverse drawing qualities under different settings indicate dif-
ferent difficulty levels of sketch retrieval, and we divide the whole sketch dataset
into easy, medium and hard three subsets accordingly. In general, the sketches in
the easy subset are well-drawn with substantial similar to the original logo im-
age. In contrast, the sketches in the medium and hard subsets are poorly drawn
due to limited conditions. Table 1 summarizes the three logo sketch subsets. We
impose data augmentation such as random cropping and horizontal flipping on
the collected sketches for alleviating the scarcity of datasets.

Table 1: A summary of the three subsets in our logo sketch dataset.

Easy Medium Hard

Logo sketches 1321 5016 3010

Input devices tablet PCs mobile phones & paper mobile phones & paper

2.3 Text labeling for cross-modal retrieval

In addition to sketch-photo paired labels, we also collect 2,000 text annotations
as auxiliary information for sketches, allowing cross-modal logo sketch retrieval.
The labeled texts mainly characterize the key attributes of logos in terms of color,
shape, quantity to supplement the logo description. They not only reduce the
requirements for human sketch painting ability but also improves the retrieval
accuracy of the model.

2.4 Comparison of different public sketch datasets

To summarize, we compare our assembled logo sketch dataset with the existing
popular public sketch benchmark datasets. Table 2 presents the comparison of
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different sketch datasets in terms of dataset size, categorization and data modal-
ities. Due to the page limit, only partial public benchmarks are involved, while
the complete comparison is available at our project homepage. To our knowl-
edge, our collected dataset is the first instance-level logo sketch dataset which
lends itself to fine-grained and cross-model logo sketch retrieval.

Table 2: Comparison of assembled logo sketch dataset with the other public
sketch datasets. To our knowledge, our collected dataset is the first instance-
level logo sketch dataset for fine-grained and cross-model logo sketch retrieval.

Datasets Size Type Modalities

QMUL-ShoeV2[18] 6730 sketches, 2000 images instance-level sketch-image

QMUL-ChairV2[18] 1275 sketches, 400 images instance-level sketch-image

TU-Berlin[3] 20k sketches category-level sketch

QuickDraw[5] 50M+ sketches category-level sketch

Sketchy[9] 75k sketches, 12k images instance-level sketch-image

Ours 9374 sketches, 2000 images instance-level sketch-image-text

3 LogoNet: a fine-grained triple-branch network for logo
sketch retrieval

In this study, we develop a triple-branch network based on hybrid attention
mechanism termed logoNet for fine-grained logo sketch retrieval. Fig. 2 illustrates
the overall framework of LogoNet. In the triple-branch network, large-kernel
convolutions are followed by CNN backbone with hybrid attention mechanism
embedded, which will be discussed in details as follows.

3.1 Large-kernel convolutions

Among CNN architecture, the size of the filter in the first convolution layer may
be the most crucial and sensitive parameter, since all subsequent modules depend
on the output of the first layer. Recent research suggests large kernel convolutions
is conducive to capturing more crucial visual cues with larger receptive fields. In
addition, considering that logo sketches with simple strokes and irregular outlines
lack texture, color and other visual information, we assume that larger filters
from scratch are indispensable for sketch modeling and helps to capture more
structured contents. Therefore, a larger filter helps to capture more structured
context rather than information such as texture. Consequently, we employ large-
kernel convolutions in the first place within the respective three branches of our
LogoNet. We will discuss the impact of kernel size on the model performance in
the section of experiments.
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(a) (b)

Fig. 2: The triple-branch framework of our LogoNet (Fig. 2a) and two different
backbones with hybrid attention mechanism within LogoNet (Fig. 2b). SA and
CA denotes spatial and channel attention respectively.

3.2 Hybrid attention mechanism

To capture the fine-grained visual cues of logo sketches, we incorporate a hybrid
attention mechanism[14] into the triple-branch network. More specifically, chan-
nel attention module adaptively re-calibrates the weight of each channel, which
plays an important role in emphasizing important channels while suppressing
noise. In addition, spatial attention focuses on local discriminative visual infor-
mation of the logo sketches, which helps to improve the representation ability
of the network. A hybrid attention module is added to each branch of logoNet,
and the spatial attention mechanism is imposed on the larger feature maps of H
by W, whilst the channel attention mechanism is embedded following the larger
feature map of C. After calculating the channel attention mask and spatial at-
tention mask, the final feature map is obtained by multiplying the attention
mask and the input feature map accordingly.

3.3 Loss function

Give a triplet (s, p+, p−) where s, p+, p− respectively denotes the query sketch,
the positive and the negative sample, the triplet loss function adopted in our
LogoNet is formulated as:

Lt = max(0, ∆+D(fθ(s), fθ(p
+)) −D(fθ(s), fθ(p

−))) (1)

where fθ(·) is the feature embedding, whileD(·) quantifies the pairwise Euclidean
distance. Besides, ∆ suggests the pre-defined margin between the positive and
negative example distance. As seen in Eq. (1), the triplet loss function aims to
minimize the distance between the query sketch and the positive sample and
maximize the distance between the sketch and the negative sample.
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4 Experiments

4.1 Datasets and evaluation metrics

In addition to our collected logo sketch dataset, we have also evaluated the
proposed LogoNet on the public QMUL benchmark datasets[18]. The evaluation
metric is commonly used acc@k for the application scenario where an user can
retrieve a specific image in the first returned shortlist. More specifically, we
report acc@1, acc@5 and acc@10 scores which indicate the proportion of positive
samples in the top 1, top 5 and top 10 search results. They are obtained by
calculating the cumulative matching accuracy under different rankings.

4.2 Experimental setting

All the experiments are carried out on a server equipped with a single NVIDIA
RTX 3090 GPU and 24 GB memory using Pytorch framework under the Linux
operating system. The learning rate and margin ∆ are set to 0.0001 and 0.2,
respectively. The Adam algorithm is used as the optimizer. During the training
process, we use random clipping and horizontal flipping for data augmentation,
and triplet labels are used for supervision.

4.3 Results

As shown in Table 3, our LogoNet reports respective 86.33% and 85.78% acc@1
scores with VGG and ResNet50 used as the respective backbones, indicating
that LogoNet can find ground truth image within the first returned shortlist.

Table 3: Performance of the proposed LogoNet in our logo sketch dataset (%).

backbone acc@1 acc@5 acc@10

VGG 86.33 95.26 97.68

ResNet50 85.78 95.81 97.57

In addition to the overall performance, we also provide results on the three
subsets with varying difficulty levels. As shown in Table 4, with two different
backbones, highest acc@1 accuracies of 99.02% and 97.20% are reported. How-
ever, when evaluating LogoNet on hard subset, considerable performance drops
of exceeding 20% are observed, achieving only 78.54% and 74.45% acc@1 scores.
This implies that it is still challenging to identify the sketches with simple or
incomplete strokes and human weak painting ability may be detrimental to ac-
curate logo sketch retrieval.
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Table 4: Performance of our LogoNet on the three subsets (%).

Subset
VGG ResNet50

acc@1 acc@5 acc@10 acc@1 acc@5 acc@10

easy 99.02 100.00 100.00 97.20 99.77 99.92

medium 93.32 99.58 99.96 89.43 99.02 99.54

hard 78.54 94.72 96.98 74.45 93.75 96.81

4.4 Ablation Studies

The effect of convolutional kernel size We first explore the impact of the
convolutional kernel size on our LogoNet. Since logo sketches lack texture, color
and other information, we assume larger-kernel convolutions in the first place
help capture more structured context with larger receptive field, and thus are
beneficial for sketch modeling. To verify the beneficial effect of large-kernel con-
volutions, we have carried out a series of experiments for respective VGG and
ResNet50 backbones. Fig. 3 illustrates the performance of our model with vary-
ing kernel. It can be shown that the best results are obtained when the kernel
sizes is set as 6 and 9 respectively for VGG and ResNet50 backbones, suggesting
that larger convolutional kernel size is conducive to capturing the discriminative
visual cues of logo sketches.

(a) (b)

Fig. 3: The effect of convolutional kernel size when using VGG (Fig. 3a) and
ResNet50 (Fig. 3b) as backbones.

Analysis of hybrid attention mechanism To gain a deep insight into the
beneficial effect of the hybrid attention mechanism, we have conducted compre-
hensive ablation experiments to explore the individual attention module on the
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Table 5: Ablation studies using VGG as backbone (%). CA and SA denote
channel and spatial attention mechanism respectively.

Baseline CA SA large-kernel convolutions acc@1 acc@5 acc@10

4 82.24 92.17 95.48

4 4 83.35 95.41 97.57

4 4 82.57 93.32 96.03

4 4 84.23 95.56 96.69

4 4 4 83.79 96.71 97.57

4 4 4 84.34 96.45 96.69

4 4 4 85.56 94.17 95.70

4 4 4 4 87.21 96.82 97.80

Table 6: Ablation studies using ResNet50 as backbone (%).

Baseline CA SA large-kernel convolutions acc@1 acc@5 acc@10

4 82.58 93.24 96.69

4 4 83.79 96.01 97.35

4 4 84.01 95.63 98.24

4 4 83.68 96.55 97.79

4 4 4 84.67 95.11 97.46

4 4 4 85.00 97.67 98.02

4 4 4 85.34 97.99 98.02

4 4 4 4 85.78 97.26 97.57

model performance. As shown in Table 5 and 6, hybrid attention mechanism
combining spatial and channel attention can capture discriminative visual cues
of from the limited strokes and line of logo sketch, such that our model enjoys
sufficient spatial and channel perception capabilities. When combined with the
large-kernel convolutions, additional performance gains are reported when using
both backbones.

In addition to the above quantitative results, we also qualitatively explore the
effect of the hybrid attention within our LogoNet. As shown in Fig. 4, although
the sketches lack sufficient visual contents, our LogoNet tends to focus on local
cues (such as edges) with the help of the hybrid attention, which is considerably
beneficial for accurate sketch retrieval.

4.5 Results of cross-modal retrieval

Using the labeled texts as auxiliary information to supplement the sketch query,
our assembled dataset allows model to perform cross-modal retrieval. Since text
labels provide abundant semantic information that is either implicitly encoded or
incapable of being characterized in sketches, the two input modalities are comple-
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Fig. 4: Example sketches (the first row) and the corresponding feature maps w/o
attention (the second row) and the counterparts w/ attention (the third row).
It is clearly shown hybrid attention mechanism within our network can capture
local cues (such as edges) from the sketches with limited and irregular strokes,
which contributes to fine-grained sketch retrieval.

mentary to each other for cross-model retrieval. In our experiments, we directly
utilize the TASK-former model pre-trained with large-scale training data[10],
and acc@1, acc@5 and acc@10 scores of 89.1%, 95.79% and 99.2% are reported
respectively. As shown in Fig. 5, additional input texts can greatly improve the
model accuracy, sufficiently suggesting the complementarity between sketches
and the corresponding text descriptions.

4.6 Comparison with other state-of-the-art methods

To further demonstrate the effectiveness of our method, we compare our Lo-
goNet with other state-of-the-art methods on public QMUL-ShoeV2 and QMUL-
ChairV2 benchmark datasets. More specifically, both traditional hand-crafted
based methods and recent deep learning based approaches are involved in our
comparative studies. As shown in Table 7, our LogoNet achieves competitive
performance compared with the state-of-the-arts. In particular, LogoNet reports
the highest acc@1 scores of 36.93% and 60.28% on QMUL-ShoeV2 and QMUL-
ChinaV2, which demonstrates the efficacy of our network.

5 Conclusion

Current research on logo sketch retrieval are mainly challenged by the scarcity
of public logo sketch dataset and insufficient representation capability of logo
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Fig. 5: Qualitative examples for cross-modal retrieval. The first image is the
query sketch followed by top returned 10 images. Query-related ground truth is
annotated in a red box.

sketches with limited visual cues. To address the problems, we first assemble a
instance-level logo sketch dataset. It is not only suitable for fine-grained logo
sketch retrieval but also allows cross-modal retrieval with the help of supple-
mentary labeled texts. In addition, we develop a triple-branch network based on
hybrid attention mechanism termed LogoNet. It can characterize crucial and
discriminative query-specific information from the limited visual cues in the
logo sketches. Experiments on our collected dataset and the public benchmark
datasets demonstrate the efficacy of our proposed LogoNet.
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