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Abstract

In this thesis, we develop quantitative performance analyses for a variety of quantum com-
munication/computation systems that have the common feature of employing neutral atoms
for storage/processing and photons for qubit transmission. For most of these systems, there
is a lack of a precise performance analysis to enable a comparison between different scenarios
from a top-level system standpoint. One main goal of this thesis is to fill that gap, thus
providing quantum system designers with realistic estimates of system performance that can
guide and inform the design process.

For many applications in quantum communication and distributed quantum processing,
we need to share, in advance, an entangled state between two parties. Thus, entanglement
distribution is at the core of long-distance quantum communication systems. It not only
includes generation and transmission of entangled states, but it also requires storing them
for further processing purposes. Whereas the photons are the prime candidate for the former
task, they are not appropriate for long-time storage and processing. Metastable levels in
some alkali atoms, e.g., rubidium, are attractive venues for quantum storage. In this thesis,
we study several basic quantum memory modules—all based on single trapped atoms in
high-finesse optical cavities—and analytically evaluate how efficiently they can be loaded
with (entangled) quantum states. We propose a non-adiabatic mechanism for driving off-
resonant Raman transitions that can be used in loading trapped-atom quantum memories.
Our method is more flexible than its adiabatic counterpart in that it allows use of larger
cavities and a larger class of driving sources.

We also describe two proposed implementations for long-distance quantum commun-
ication—one that uses trapped atoms as quantum memories and another that employs
atomic ensembles for quantum storage. We provide, for the first time, a detailed quan-
titative performance analysis of the latter system, which enables us to compare these two
systems in terms of the fidelity and the throughput that they achieve for entanglement
distribution, repeater operation, and quantum teleportation.

Finally, we study quantum computing systems that use the cross-Kerr nonlinearity be-
tween single-photon qubits and a coherent mode of light. The coherent beam serves a
mediating role in coupling two weak single-photon beams. We analytically study this struc-
ture using a continuous-time formalism for the cross-Kerr effect in optical fibers. Our results
establish stringent conditions that must be fulfilled for the system’s proper operation.

Thesis Supervisor: Jeffrey H. Shapiro
Title: Julius A. Stratton Professor of Electrical Engineering
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Chapter 1

Introduction

Possibilities for revolutionary improvements in computation, measurement, and secure com-

munication have motivated physicists, mathematicians, and engineers to work towards har-

nessing the mysterious features of quantum mechanics to build a real functional Quantum

Computer. A quantum computer, by definition, is an apparatus that controls quantum fea-

tures of a system and uses them for the sake of computation. Whereas a classical digital

computer works in the discrete space of binary numbers, a quantum computer is allowed to

use any superposition state in the complex vector space that describes its underlying phys-

ical system. Since the initial speculations on the computational capability of fundamental

quantum systems [1, 2, 3], such as atoms, molecules, and photons, many efforts have been

taken to implement a scalable quantum computing system. This is required to perform the

first promising applications of quantum computers, the Shor’s [4] and the Grover’s [5] al-

gorithms, which outperform, respectively, any known classical algorithms for factoring and

searching. Practical applications of these algorithms will require large quantum computers—

measured in terms of the number of quantum bits (qubits) they can process—which are still

years away from realization. There are other quantum information applications, however,

that may not need a large quantum computing system, and hence may be realized fairly

soon [6, 7, 8, 9]. Among this latter group, distributed or networked applications of quantum

information processing may provide an excellent route for the initial deployment and atten-

dant continuing development of this new technology. These applications mostly rely on our

ability to transport a quantum state, i.e., they depend on Quantum Communication.

Quantum communication is the transferring of a quantum state from one place to an-
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other. Over short distances, quantum communication becomes the quantum wires of a

quantum computer. Over long distances, quantum communication enables the networking

of quantum computers. This allows us to employ several few-qubit processors, possibly

based on different technologies each offering its own distinct capabilities, to handle more

challenging computational tasks.

Quantum communication is not, however, as easy as it sounds. Physical transportation

of the quantum system is not a viable solution for long-distance quantum communication

because the interaction of the system with its environment changes the system state. The

only feasible physical elements that can carry quantum information over long distances are

electromagnetic waves, or their constituents, photons. Photons may be lost, however, en

route to the channel output. It is also impossible to send an unknown quantum state via clas-

sical communications, because any measurement on that state destroys it without providing

enough information to reproduce it [10]. Furthermore, quantum mechanics does not permit

cloning of an unknown quantum state [11, 12, 13], thus precluding a multi-measurement

experiment to completely determine information sufficient to reconstruct an input quantum

state for transmission via a classical channel. Long-distance quantum communication does

have a solution, first derived by Bennett et al. [14], one that is based on one of the most

mysterious features of quantum mechanics, namely, Quantum Entanglement.

Entanglement is a quantum resource by which two parties share a joint state that cannot

be written in a tensor-product form. This state provides a stronger-than-classical correlation

between two quantum systems by which one can perfectly infer quantum measurement

results made on one system by observing the results of quantum measurements made on the

other. This quantum correlation is the main idea behind teleportation: the Bennett et al.

protocol for quantum communication. In this protocol, entanglement serves as a quantum

wire; once established, it can be used for a one-time communication between the transmitter

and the receiver.

Let’s review the teleportation protocol for the simplest quantum data unit to be trans-

ferred, i.e., a qubit. A qubit is a vector in a 2-dimensional Hilbert space. An arbitrary qubit in

the space spanned by the orthonormal basis {|e〉, |g〉} can be represented as |ψ〉 = α|e〉+β|g〉,
where α and β are complex numbers that satisfy |α|2 + |β|2 = 1. The purpose of the qubit

teleportation is to transfer the above state from point A, which stands for Alice, to point B,

for Bob, as shown in Fig. 1-1. The first step toward this end is Entanglement Distribution:

9
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Figure 1-1: Schematic diagram for qubit teleportation. Charlie has an arbitrary unknown
quantum state α |e〉C + β |g〉C to be transferred from Alice to Bob. Alice and Bob have
initially shared a singlet state. Alice performs a Bell state measurement on her own and
Charlie’s systems, and sends the result to Bob via a classical communication system. Bob
then performs a unitary transformation on his own system, selected in accord with the
classical information that he receives from Alice, to reproduce Charlie’s initial state.

providing Alice and Bob with an entangled state to share. This state can be any of the

following four maximally-entangled Bell states:

∣

∣ψ±
〉

AB
=

|g〉A |e〉B ± |e〉A |g〉B√
2

and
∣

∣φ±
〉

AB
=

|g〉A |g〉B ± |e〉A |e〉B√
2

. (1.1)

Suppose we have provided Alice and Bob with the singlet state |ψ−〉AB for their use

in accomplishing teleportation. Then the initial state of the system comprised of the joint

state of Alice, Bob, and Charlie’s unknown qubit (to be transferred) is as follows:

|ψ〉ABC = (α |e〉C + β |g〉C)(|g〉A |e〉B − |e〉A |g〉B)/
√

2 . (1.2)

Using

|gg〉CA =
|φ+〉CA + |φ−〉CA√

2
and |eg〉CA =

|ψ+〉CA − |ψ−〉CA√
2

, (1.3)

and two other similar relations for |ee〉CA and |ge〉CA, one can rewrite (1.2) in the following

form

|ψ〉ABC =
1

2

[∣

∣ψ+
〉

CA
(α |e〉B − β |g〉B) −

∣

∣ψ−
〉

CA
(α |e〉B + β |g〉B)

]

+
1

2

[∣

∣φ−
〉

CA
(β |e〉B + α |g〉B) +

∣

∣φ+
〉

CA
(β |e〉B − α |g〉B)

]

. (1.4)

It is now clear that when Alice performs the Bell-state measurement (BSM), governed by

the states {|ψ±〉CA, |φ±〉CA}, she projects Bob’s state to one of four linearly transformed

versions of Charlie’s initial state. Thus when Alice performs the BSM and sends her mea-
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surement result to Bob via classical communications, he knows exactly which transformation

(single-qubit rotation) to apply in order to reproduce Charlie’s qubit. These last three steps

comprise the processing stage of teleportation, all shown schematically in Fig. 1-1.

The main trick in the teleportation protocol is that we have connected Alice and Bob, via

entanglement, before sending Charlie’s qubit. This way, we need not worry about the channel

loss or physical transportation of a qubit once we have established entanglement. This idea

can also be used for computational purposes, either within a quantum computer [15] or for

distributed quantum processing [16]. In the latter case, distributed entanglement serves as

a computational resource. In all these applications, we ought to worry, however, about how

to generate, distribute, and maintain entanglement over long distances, i.e., distances over

which our physical qubits undergo decoherence. (Short-distance communication has been

accomplished with trapped ions [8, 9].) We should also figure out how we can perform a

BSM or any other operations that we need on our physical qubits. Solving these problems

is crucial to any system that uses entanglement as a resource.

In response to the above concerns, we recognize that, for long-distance applications,

there are two inevitable elements to a communication system. The first is an element to

store and process the entangled state, which we call a standing qubit or a quantum memory

unit, and the other is a flying qubit, which can travel between these units and carries the

entanglement. The prime candidate for the latter is a photon in the infrared regime. In this

regime, we can use the parametric downconversion process to generate entangled photons

[17, 18, 19, 20], and we can transport them via either low-loss fiber or free-space optics. A

photon can carry a qubit either in the form of polarization, or photon number, and single-

qubit operations can then be realized using wave plates and beam splitters. Photons are not

necessarily good candidates for standing qubits, however. First of all, a photon may be lost,

in which case we are limited to conditional protocols. Even if we have lossless components, a

fully optics-based system may not be an ideal solution to quantum communication because

nonlinear interactions between two photons are so weak that we cannot easily perform a

full BSM or any other two-qubit operation. It is also impossible to come up with a linear

optical BSM device [21], unless we embed our Bell states in a larger Hilbert space, which,

unfortunately, reduces the generality and scalability of our BSM device [22, 23].

There are attractive candidates for quantum memory units in the metastable levels

of some atomic systems that can interact with the light, and store the photon number

11
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Figure 1-2: Schematic representation of rubidium-atom hyperfine levels. The lower levels
(52S1/2) are attractive venues for standing qubits. Incoming light with an appropriate
wavelength (≈ 795 nm) can interact with a rubidium atom in its ground state (52S1/2, F =
1,mF = 0). The right-circular (σ+) and left-circular (σ−) components of the light take the
atom to different excited states in 52P1/2. By the aid of a z-polarized control beam, we can
coherently transfer the state of the atom to the metastable levels at 52S1/2, F = 2,mF = 1
and 52S1/2, F = 2,mF = −1, respectively. We may use a detuning ∆ in order to mitigate
the decoherence effect due to spontaneous emission.

information or the polarization state. The two most popular choices are rubidium and

cesium. Figure 1-2 shows the hyperfine levels of a rubidium atom. The levels represented

by the 52S1/2 orbital are the ground and metastable levels of the atom. Because of their

low energy and their stability, they have long lifetimes, which makes them appropriate for

quantum processing. The upper states, represented by the 52P1/2 orbital are excited states

of rubidium, and they can be used for transitions between lower atomic states, as well as for

interactions between light and the atom. By means of dipole interactions [24], an atom can

interact with an incoming photon whose energy is almost equal to the energy gap between

the excited and the ground states. Because of the selection rules [25], light beams with

different polarizations can only drive certain transitions. For instance, if our rubidium atom

is in its ground state 52S1/2, F = 1,mF = 0, then a right-circularly (σ+) polarized light

of proper frequency, can only take it to the excited state 52P1/2, F = 1,mF = 1. If we

have a left-circularly (σ−) polarized light of proper frequency, then it drives the transition

to the excited state 52P1/2, F = 1,mF = −1. So, because the atom reacts differently

to two orthogonal polarizations it can store polarization information. The only problem

with our method so far is our leaving the atom in its excited state, whose lifetime is much

shorter than what needed for communication or computation purposes. The remedy to this

problem is a z-polarized control beam that drives a second transition from the upper states

to lower metastable levels; see Fig. 1-2. In order to avoid spontaneous emission from the

12
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Figure 1-3: Different atomic configurations for a quantum memory. Two-level and V -level
atoms are simplified versions of the more realistic Λ-level and double-Λ-level configurations.
The former can store photon-number information, while the latter can maintain polarization
information as well.

upper states, we may use a detuning ∆ for the driving beams. This procedure is called an

off-resonant Raman transition and is at the heart of many proposals for atomic quantum

memories [26, 27, 28, 29, 30].

In quantum communication, we are typically interested in the interaction of weak light,

e.g., a single photon, with an atomic system. The strength of this interaction is usually

expressed in terms of its Rabi frequency, which is proportional to the optical field amplitude

as well as some atomic parameters. For a single atom in free space, this interaction is

generally weak, and it can hardly be used for any practical purposes. There are two ways

to enhance this interaction. In one approach, based on cavity quantum electrodynamics,

a single atom is trapped in a small high-finesse cavity. The effective field amplitude for a

single photon is then increased because of confining its energy to the small volume of the

cavity. The resulted module is a trapped-atom quantum memory, whose response to single-

photon states will be discussed in detail in Chapter 2. Figure 1-3 shows different atomic

configurations that we will consider. This includes all possible configurations that can be

deduced from Fig. 1-2 for storing either photon-number information (two-level and Λ-level

atoms) or polarization states (V -level and double-Λ atoms).

The second approach to enhancing light-matter interaction is by increasing the number

of atoms that are interacting with the incoming light. Chapter 4 deals with a quantum com-

munication system that uses atomic ensembles for its quantum memories. This system—first

proposed by Duan, Lukin, Cirac, and Zoller (termed DLCZ, hereafter)—has the advantage

of not dealing with the difficulty associated with trapping and cooling a single atom and

can be realized and operate in the bad-cavity regime. It is not, however, without its own

drawbacks, as will be seen from our quantitative analysis of its performance in Chapter 4.
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Figure 1-4: Three architectures for entanglement distribution: (a) To-the-memory architec-
ture, in which two entangled photons, generated at the source, carry the entangled state to
the QMUs and load them with this state. (b) From-the-memory architecture, in which by
the use of a common source, each QMU generates a flying qubit entangled with itself. We
can swap the entanglement by performing a BSM on the photons, at the midpoint, which
leaves the QMUs in an entangled state. (c) Memory-to-memory configuration, in which we
first generate a flying qubit entangled with one of the memories. We let this flying qubit
propagate and load the other QMU, i.e., transfer its state to that memory.

Having commented on possible standing and flying qubits, let’s return to our main

problem, i.e., entanglement distribution. There are three commonly suggested approaches

for long-distance entanglement distribution. They are shown schematically in Fig. 1-4. In

the first approach, we produce a pair of entangled photons at an optical source, and let the

photons travel to and be stored in the quantum memory units (QMUs). This is how a group

of researchers from the Massachusetts Institute of Technology (MIT) and Northwestern

University (NU) have proposed distributing entanglement. Their system—termed MIT-

NU hereafter—uses the trapped-rubidium-atom quantum memories in conjunction with the

above to-the-memory scheme for entanglement distribution. In Chapter 3, we review the

results obtained for the MIT-NU architecture and extend our results in Chapter 2 to find,

for the first time, the entanglement loading probability, viz., the probability of transferring

the entangled state of photons to trapped rubidium atoms. In the second approach, we

use the idea of entanglement swapping [31] to distribute the entanglement. According to

entanglement swapping, if bipartite systems A-C and D-B are each maximally entangled, we

can entangle A and B by performing a BSM on C and D. Suppose we generate entanglement

between a standing qubit and a flying qubit at location A and do the same at location B.

We can then let the photons travel to the midpoint between A and B at which a BSM

apparatus destroys them, leaving the QMUs at A and B in an entangled state. The DLCZ
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scheme is an example of this approach; it will be described and analyzed in Chapter 4. For

the sake of completeness, in Fig. 1-4(c), we have shown the third approach to distributing

entanglement. In this approach, which is a combination of the previous methods, we generate

a single photon entangled with one of the QMUs, and let this photon propagate and load

the other QMU. There are several groups who are employing this architecture [26, 32], and

we will refer to their work in different chapters.

Whereas the nonlinear interaction between single photons is weak, a single photon could

possibly induce a measurable amount of phase shift on a strong coherent beam. A group of

researchers in Hewlett-Packard (HP) Laboratories made this idea the foundation for their

proposed universal set of distributed gates [33, 34]. These gates are called distributed because

the coherent beam serves as a bus, which interacts with and couples different single-photon

qubits as it propagates. The main advantage of the HP Laboratories proposal is its viable

optics-based implementation with no need for quantum memory units. Ideal cross-Kerr

nonlinearity, which is another manifestation of light-matter interactions, is at the core of

their system. This kind of nonlinearity can be modeled from different perspectives. One may

consider the medium as an ensemble of atoms, which is illuminated by a single photon in one

spatial mode, and by a coherent beam in another spatial mode or polarization. The analysis

of this system requires the same type of analysis that we will employ in Chapters 2–4. The

medium can, however, be a bulk material, such as an optical fiber, in which case atoms are

bound to their environments, and the system behavior can better be understood through

input-output relationships. In Chapter 5, we employ such a quantum formalism for a cross-

Kerr medium [35] to analyze the performance of the HP Laboratories distributed parity

gates. Our results reveal some hitherto unexpected limits on the efficiency and practicality

of this approach.

Chapter 6 summarizes the principal original contributions that will be made in this

thesis. In brief, these contributions are as follows:

• We employ a system-reservoir approach to quantify the interaction of single photons

with single atoms trapped in high-finesse optical cavities. We propose a non-adiabatic

mechanism for loading such trapped-atom quantum memories, and compare this load-

ing mechanism to two previously known methods for adiabatic passage in terms of

their dependence on the atom-light coupling rate, input bandwidth, and cavity decay

rate.
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• We analyze the MIT-NU entanglement distribution problem in which two trapped

rubidium atoms are loaded by a pair of polarization entangled photons [30]. We obtain

analytical results for the loading probability in the cases of adiabatic and non-adiabatic

loading.

• We perform a Gaussian-state analysis of the DLCZ system [29] that takes the deteri-

orating effects of multiple excitations and loss into account. Our analysis also treats

the effects of other sources of error, such as asymmetry in the path loss and phase

offset. We compare the fidelity and the throughput achieved by the DLCZ entangle-

ment distribution protocol with that of the MIT-NU architecture. We also derive the

fidelity that can be achieved by the DLCZ repeater and teleportation protocols using

resolving and non-resolving photodetectors.

• We apply a quantum model for continuous-time cross-phase modulation to analyze

the distributed parity gate proposed by the HP Laboratories [33]. Our model uses

an input-output field-operator formalism that associates a non-instantaneous causal

response function with the nonlinear medium and a phase noise term with the output

field.

All the methods that we will employ in this thesis are based on our basic understanding

of physics, and they should be applicable to a range of other problems in quantum optics

and quantum computation. Some of these problems, which will constitute possible future

directions for extending the results of this thesis, will be described in Chapter 6.
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Chapter 2

Trapped-atom Quantum Memories:

Single Atoms in Optical Cavities

A quantum memory is a basic unit of a quantum computer that ideally has the following

three fundamental properties. First, it should reliably maintain its state for a period of time

that is much longer than that of a quantum gate operation. Second, it should be possible to

perform quantum gate operations inside the memory. Finally, it should be easily accessible

for writing quantum data into it and reading quantum data out of it. For all the methods

introduced and shown in Fig. 1-4 for entanglement distribution, the last task is of crucial

importance. In particular, in some realizations of the to-the-memory configuration [30] as

well as that of the memory-to-memory configuration [26], we are interested in transferring the

state of single photons to single trapped atoms. In this chapter, we study this problem—

which we refer to by the term loading (a quantum memory)—by considering each of the

quantum memories shown in Fig. 1-3. Of particular interest is finding a mechanism that

optimizes loading performance by choice of various system parameters, such as the input

photon bandwidth and the atom-light coupling rate. In this chapter we propose a new

non-adiabatic loading mechanism and find analytical solutions for its respective loading

probability. We also compare our proposed method with previously proposed adiabatic

loading mechanisms [26, 28]. Our analysis reveals a trade-off between the required coupling

rate and the input photon bandwidth, for both adiabatic and non-adiabatic mechanisms,

which is of practical importance.

A quantum memory, in general, is an open quantum system. Whereas for the purpose of
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storage, we desire a memory that does not interact with the outside world, for the purpose

of writing into the memory, we definitely need the memory to couple to an external source.

However, even in the latter problem, the system consisting of the quantum memory and its

driving source can be modeled as a larger closed system. To analyze such a large system,

we initially try to eliminate the external drive and find a series of equations that model the

evolution of our system of interest. The latter, in our case, is the cavity and its trapped

atom.

There are two methods for analyzing open quantum systems. In one approach, we write

down the most general state for the entire system, typically consisting of a reservoir of

harmonic oscillators that are linearly coupled to a field operator in the cavity, and solve the

Schrödinger equation for this state. In the other approach, we use Heisenberg equations

of motion to find out the evolution of system operators. In Section 2.1, we describe both

these methods for the simple case of a cold cavity, viz. an optical cavity which has no atom

therein, illuminated by a single photon. This also provides us with a general guideline for

dealing with decay processes into a continuum of modes that will be used in the forthcoming

sections.

Other problems that will be discussed in this chapter are related to loading a hot cavity—

which, as opposed to a cold cavity, is an optical cavity with a trapped atom therein1. In

each of these problems, we are trying to obtain an analytical solution to the system loading

probability, i.e, the probability of successfully transferring the state of the photon to the

atom. In Section 2.2 we analyze a two-level atom trapped in an optical cavity driven by an

external single-photon source. This is the most basic quantum memory of Fig. 1-3, and it

will turn out that most of other configurations in this figure have an equivalent two-level

counterpart. In Section 2.3, we consider the loading of a Λ-level atom, by first reviewing the

traditional adiabatic passage approach [36], and then, comparing it to a simpler approach

that we propose. Section 2.4 considers the last two quantum memories in Fig. 1-3, and

proves that they are equivalent to simpler configurations. In all these problems, we employ

a system-reservoir approach, based on the work of Gardiner and Collett [37], to find the

Schrödinger equations of motion for the system that includes trapped atoms, single-mode

1Our terminology for cold and hot cavities is in accordance with the language of the laser community
rather than that of atomic physics. Either way, neither of these terms refers to the actual temperature in
the cavity. In fact, in order to trap an atom in a cavity (hot-cavity case) we need to cool the atom to near
zero Kelvin, as opposed to what the term hot cavity suggests.
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single-ended optical cavities, and driving optical sources. It is possible to obtain the same

results using Heisenberg equations of motion. It turns out, however, that in some cases

this could be a very cumbersome task. In Appendix A, we show the equivalence of these

two methods, and outline alternative derivations for the problems that we consider in this

chapter using the latter approach.

2.1 A two-level system driven by a single-excitation source

Suppose we have a single-ended optical cavity illuminated by a single-photon source, through

the partially reflecting mirror, in a specific spatial and polarization mode matched to the

cavity’s mode of interest. We assume that the incoming light has such a narrow bandwidth

that only this particular mode of the cavity may be excited. The loading event in this case

is to have one single photon in the cavity mode. This is a special case of a more general

situation in which a two-level system is interacting with a reservoir of modes. The driving

source can be modeled by a set of annihilation operators âω, each corresponding to a different

temporal (spectral) mode of frequency ω, that satisfy [âω, â
†
ω′ ] = δ(ω−ω′), [38]. We assume

that the driving field is initially in the following single-photon state

|ψ0〉 =

∫

dωφ(ω) |1ω〉, (2.1)

where
∫

dω|φ(ω)|2 = 1, and |1ω〉 = â†ω|0〉R, where |0〉R is the multi-mode vacuum state,

is the multi-mode state representing one photon at frequency ω and vacuum state in all

other modes. Here and elsewhere in this chapter, we assume that the initial time is before

occurrence of any possible interactions between the source and the cavity. For simplicity,

and without loss of generality, we assume that this initial time is 0. We will relax this

assumption after obtaining our final result.

The Gardiner-Collett Hamiltonian for the above cold-cavity system can be written as

follows2:

Ĥcc = ~

∫

dω ωâ†ωâω + ~ω0b̂
†b̂+ ~Γ

∫

dω(â†ω b̂+ b̂†âω), (2.2)

2This is a phenomenological approach to modeling the cavity and its incoming/outgoing fields to capture
the idea that a photon in the cavity should leak out to a continuum of states representing each epoch of
time. In other words, we can associate a temporal, and, correspondingly, a spectral pulse shape with the
photon packet that leaves the cavity, and that leads us to defining a continuum of operators âω to model the
reservoir. This model agrees with more rigorous models, up to the first order in the mirror transmissivity,
in the regime of high-Q cavities [39].
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where b̂ represents the annihilation operator associated with the cavity mode of frequency

ω0, initially in the vacuum state, and Γ is the frequency-independent, but possibly time-

dependent3, coupling constant that connects the external world to the cavity. Because of

the source’s narrow bandwidth, we can and will assume that all integrals in (2.2) run from

−∞ to +∞. Then, because there is exactly one excitation in the entire system, the system’s

quantum state as a function of time can be written as

|ψ(t)〉 =

∫

dωαω(t)|1ω〉|0〉b + β(t)|0〉R|1〉b, (2.3)

where |k〉b represents the k-photon Fock state of the cavity mode. Using the Schrödinger

equation, i~|ψ̇(t)〉 = Ĥcc|ψ(t)〉, we derive

i|ψ̇(t)〉 =

∫

dω ωαω(t)|1ω〉|0〉b + ω0β(t)|0〉R|1〉b

+ Γ(t)

∫

dω β(t)|1ω〉|0〉b + Γ(t)

∫

dωαω(t)|0〉R|1〉b, (2.4)

which results in the following set of equations

α̇ω(t) = −i(ωαω(t) + Γ(t)β(t)), (2.5a)

β̇(t) = −i(ω0β(t) + Γ(t)
∫

dω αω(t)) . (2.5b)

Equation (2.5a) can be easily solved to give

αω(t) = e−iωtαω(0) − i

∫ t

0
dτΓ(τ)e−iω(t−τ)β(τ), (2.6)

where, in our case, αω(0) = φ(ω). By employing this result, as well as
∫

dω exp(−iω(t− τ)) =

2πδ(t− τ) and
∫ t
0 dτΓ(τ)β(τ)δ(t− τ) = Γ(t)β(t)/2, in (2.5b), we obtain

β̇(t) = −iω0β(t) − i
√

2κ(t)Φ(t) − κ(t)β(t), (2.7)

where κ ≡ πΓ2 is the cavity decay rate, and Φ(t) =
∫

dωe−iωtφ(ω)/
√

2π is the temporal

pulse shape associated with the incoming photon. Equation (2.7) summarizes, in a compact

3It is not typically the case that Γ is a function of time. However, later in this chapter, we will encounter
a problem in which Γ is time dependent. In general, unless we explicitly mention this time dependence, we
assume that Γ and later κ are both time independent.
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form, the main characteristics of the interaction of a two-level system with a bath of field

operators. The first term on the right-hand side of (2.7) is the Hamiltonian evolution of

the two-level system in the absence of any decay to the reservoir. The second term models

the system evolution in the presence of a driving source, and the third term stands for the

cavity decay to the reservoir. Equation (2.7) provides us with a prescription to circumvent

the reservoir variables and just study our system of interest. For instance, suppose that there

is a single atom in the cavity, which interacts strongly with only one of the cavity modes

and weakly with all other non-cavity modes. The latter, in our context, can be modeled via

a decay rate γ with no driving force. We will encounter this example later in this chapter.

Equation (2.7) can be solved to obtain

eiω0tβ(t) = e−K(t)β(0) − i

∫ t

0
dτ

√

2κ(τ)e−K(t)+K(τ)Φb(τ), (2.8)

where K(t) =
∫ t
0 dτκ(τ), and Φb(t) = eiω0tΦ(t) is the baseband input pulse shape4. By using

β(0) = 0 and noting that Ploading(t) = 〈ψ(t)|b̂†b̂|ψ(t)〉 = |β(t)|2, we obtain the following

loading probability for the cold-cavity case:

Ploading(t) =

∣

∣

∣

∣

∫ t

0
dτ

√

2κ(τ)e−K(t)+K(τ)Φb(τ)

∣

∣

∣

∣

2

. (2.9)

Here, we implicitly assume that the driving pulse shape is zero for t < 0. This may not

be the case for many pulse shapes that we may encounter in practice or we will use in our

numerical results. In those cases we need to replace the lower limit in the above integral

with an appropriate time before which Φb(t) is effectively zero. Moreover, we have assumed

that there is no loss from the optical source to the cavity, i.e., the Hamiltonian evolution of

αω(t) is modeled by αω(0)e−iωt. Therefore, we can model the photon’s propagation time, t0,

from the source to the cavity by a time shift in Φ(t). From now on, we assume that t0 = 0.

Note that the set of equations in (2.5) is in the linear form Ẋ = −iAX, where X is a

column matrix representing all amplitude variables (here, αω(t) and β(t)), and A is a square

matrix representing the mutual coupling rates (here, between |0〉R|1〉b and |1ω〉|0〉b)5. That

4Φb(t) is a baseband form of Φ(t) if and only if the central carrier frequency of Φ(t), ωf , is equal to ω0.
It is implicitly assumed that ωf ≈ ω0 and that the bandwidth of Φb(t) is much less than the cavity free
spectral range, so that we can use a single-mode treatment for the cavity analysis.

5As a rule of thumb, if the interaction terms in the system Hamiltonian are of the form âb̂† + b̂â†, then
the evolution of a probability amplitude a(t) associated with the state |A〉 is given by ȧ(t) = −iEAa(t) −
i

P

B gABb(t). Here, the sum is over all states |B〉, with probability amplitudes b(t), that are coupled to |A〉
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makes the system behave linearly in response to its initial state. For instance, assuming that

φ(ω) = φ1(ω)+φ2(ω), β(t) will be equal to β1(t)+β2(t), where βi(t), for i = 1, 2, is given by

(2.8) if we replace Φb(t) with its corresponding term for φi(ω), i.e.,
∫

dωφi(ω)e−i(ω−ω0)t/
√

2π.

By the same token, we can think of the initial state in (2.1) as a superposition of its in-

finitesimal constituents dωφ(ω)|1ω〉. For β(0) = 0, using (2.8), the probability amplitude

βω(t) associated with these unnormalized states is then given by

eiω0tβω(t)dω = −i
∫ t

0
dτ

√

2κ(τ)e−K(t)+K(τ)dωφ(ω)e−i(ω−ω0)τ/
√

2π. (2.10)

The original equation (2.8) can then be obtained by integrating the above formula over ω.

The above equation will be handy when we deal with the more complicated problems that

we will encounter in Chapter 3.

We can alternatively model our loading problem in the Heisenberg picture in which field

operators are functions of time, and they are evolving according to the Heisenberg equation

i~ dâ/dt = [â, Ĥcc], for any operator â. We then obtain

dâω(t)/dt = −iωâω(t) − iΓ(t)b̂(t)

⇒ âω(t) = e−iωtâω(0) − i
∫ t
0 dτΓ(τ)b̂(τ)e−iω(t−τ) (2.11)

db̂(t)/dt = −iω0b̂(t) − iΓ(t)
∫

dωâω(t)

⇒ db̂(t)/dt = −iω0b̂(t) − i
√

2κ(t)Âin(t) − κ(t)b̂(t) , (2.12)

where Âin(t) = (1/
√

2π)
∫

dωâω(0)e−iωt. The last equation is the counterpart of (2.7) in the

Heisenberg picture. The driving source is now represented by a field operator Âin(t), which

is historically called a Langevin operator [40]. Hence, (2.11) and (2.12) are usually called

Heisenberg-Langevin (HL) equations of motion. We can solve for b̂ in terms of the Langevin

operator to find

eiω0tb̂(t) = e−K(t)b̂(0) − i

∫ t

0
dτ

√

2κ(τ)Âb(τ)e
−K(t)+K(τ). (2.13)

where Âb = eiω0tÂin and b̂(0) and âω(0) are respectively b̂ and âω in the Schrödinger picture.

with coupling rates gAB , and ~EA is the energy associated with |A〉 with respect to a reference level.
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The loading probability is then calculated as follows,

〈

b̂†(t)b̂(t)
〉

=

∫ t

0
dτ

∫ t

0
dτ ′

√

2κ(τ)
√

2κ(τ ′)e−K(t)+K(τ ′)e−K(t)+K(τ)
〈

Â†
b(τ)Âb(τ

′)
〉

=

∣

∣

∣

∣

∫ t

0
dτ

√

2κ(τ)e−K(t)+K(τ)Φb(τ)

∣

∣

∣

∣

2

, (2.14)

where, in the last step, we averaged over |ψ0〉 in (2.1) according to the the following formula

Âin(t)

∫

dωφ(ω) |1ω〉 =
1√
2π

∫

dω′

∫

dωφ(ω)e−iω′tâ(ω′) |1ω〉

=
1√
2π

∫

dω′

∫

dωφ(ω)e−iω′tδ(ω′ − ω) |0〉R

=
1√
2π

∫

dωφ(ω)e−iωt |0〉R
= Φ(t) |0〉R . (2.15)

As can be seen, both methods give rise to the same result. In the subsequent sections,

we will only use the simpler system-reservoir approach for the problems of interest. More

on the Heisenberg-Langevin treatment will be given in Appendix A.

2.1.1 The reverse problem: the cavity decay to the reservoir

So far, we have assumed that there is no excitation in the cavity, and that the cavity is

driven by an external source. We can also consider the inverse problem, i.e., that the cavity

mode is initially in its single-photon excited state, and find out the reservoir state after the

two systems have interacted for a time duration t. Because of the time reversibility of closed

quantum systems, the answer to this question provides us with the optimum pulse shape

for loading the cavity with a single photon. Using β(0) = 1 and Φ(τ) = 0 in (2.8), and the

result in (2.6), we obtain for a time-independent Γ

αω(t) = −iΓe
−iωt − e−(κ+iω0)t

κ+ i(ω0 − ω)
. (2.16)

We can see that the second term in the above equation vanishes at t → ∞; hence, αω(t)

takes the form of a Lorentzian pulse shape. This shows that the ideal pulse shape for loading

the cavity with a single photon is exponentially rising.
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2.1.2 Exponential pulse shapes: numerical results

It is interesting to find the loading probability in (2.9) for a general, finite-duration expo-

nential pulse with rate λ in the following form

Φ(τ) =

√

2λ

e2λT − 1
e(−iω0+λ)τ , 0 ≤ τ ≤ T . (2.17)

[Note that we will allow λ to be either positive (exponentially-rising pulse) or negative

(exponentially-decaying pulse).] The resulting loading probability for this pulse is as follows:

Ploading(t) =











4κλ
(λ+κ)2

(eλt−e−κt)2

e2λT−1
, 0 ≤ t ≤ T ,

e−2κ(t−T )Ploading(T ) , t > T ,

=











4(κT )(λT )
(λT+κT )2

(e(λT )(t/T )−e−(κT )(t/T ))2

e2λT−1
, 0 ≤ t ≤ T ,

e−2(κT )(t/T−1)Ploading(T ) , t > T .

(2.18)

It can be seen from the above equations that, using a finite-width input pulse, the system

evolution has two stages: the loading stage and the decaying stage. For t > T , i.e., after the

input pulse has ended, the system has a purely decaying behavior. Therefore, the system

loading probability peaks somewhere in the interval 0 ≤ t ≤ T . The maximum success

probability is a function of λT and κT . To find the optimum rate for the pulse, we can

apply the Cauchy-Schwarz inequality to (2.9) to show that

Ploading(t) ≤
∫ t

0
dτ

∣

∣

∣

√
2κe−κ(t−τ)

∣

∣

∣

2
∫ t

0
dτ |Φ(τ)|2

≤ 1 − e−2κt, (2.19)

where equality is achieved at t = T by an exponentially-rising pulse shape with rate λ = κ.

This is intuitively correct: if we start with a photon in the cavity, it decays exponentially

out of the cavity. Now, if we move backward in time, we need an exponentially-rising input

pulse in order to load the cavity with the photon. From (2.18), with λ = κ, the loading

probability is a function of κT . In this case, from (2.19), lower decay rates will require longer

pulses in order to realize near-unity loading probabilities.

It is interesting, however, that even an exponentially-decaying pulse can yield a loading

probability as high as 81%. In this case, λ is negative, and the loading probability in (2.18),
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Figure 2-1: Loading probability, 〈b̂†(t)b̂(t)〉, for a cold cavity illuminated by (a)
exponentially-decaying pulse shapes with different values of κT , and (b) exponentially-rising
pulse shapes with different rate ratios λ/κ.

for t ≤ T , is comprised of two terms. The first term, −4λκ/(λ+κ)2, takes its maximum, viz.

unity, at λ = −κ. This condition, however, forces the second term, (eλt − e−κt)2/(1− e2λT ),

to zero. This latter term actually takes its maximum for |λ| ≪ κ. Hence, for any fixed value

of κT , there must exist an optimum value for |λ/κ| that maximizes the loading probability.

One strategy then to maximaize the loading probability is to choose a small |λ/κ|, so that

the input pulse bandwidth is mostly determined by T , and then try to find the optimum

κT . This way, numerically, it can be shown that 〈b̂†(T )b̂(T )〉 can be as high as 0.8145.

Figure 2-1 plots some loading probability examples. In Fig. 2-1(a), we have plotted the

loading probability for an exponentially-decaying pulse shape with λ/κ = −0.1 for different

values of κT . It is clear from this figure that for this value of λ/κ there exists an optimum

value (close to one) for the product κT , as predicted. Figure 2-1(b) shows the loading

probability for exponentially-rising pulse shapes with different positive rates λ. It can be

seen that the case of λ/κ = 1 eventually outperforms other cases as t→ T , although this is

not necessarily the case for t < T . Also, for our κT = 1 example, an exponentially-decaying

pulse shape can be as effective in cavity loading as an exponentially-rising pulse shape. Ease

of implementation should then dictate whether to use one or the other of these pulse shapes.
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Figure 2-2: A single two-level atom trapped in a single-ended high-finesse optical cavity. A
single photon illuminates the cavity at the proper frequency to excite the atom to its upper
state.

2.2 A two-level atom in an optical cavity driven by a single-

photon source

Suppose there is a single two-level atom, with excited state |e〉 and ground state |g〉, inside

our single-ended high-Q cavity. We assume that the frequency-ωa atomic transition between

|e〉 and |g〉 is coupled, at coupling rate g, to the cavity field operator b̂ of frequency ω0. This

implies a detuning ∆ = ω0 − ωa, which is assumed to be much less than ω0. We also

assume that g and κ are time-independent parameters. In analogy to the previous section,

we assume that this trapped-atom module is illuminated by a single photon, as shown in

Fig. 2-2. The Hamiltonian for this system is as follows

Ĥa = Ĥcc + ~ωaσ̂ee + ~g(b̂†σ̂ge + b̂σ̂eg), (2.20)

where σ̂ij = |i〉 〈j|, i, j ∈ {g, e}. Now, starting with the atom initially in its ground state

and with no excitation in the cavity, the system quantum state has the following form

|ψ(t)〉 =

∫

dωαω(t)|1ω〉|0〉b|g〉 + β′(t)|0〉R|1〉b|g〉 + c′e(t)|0〉R|0〉b|e〉, (2.21)

where we assume that the driving field is in the initial state prescribed by (2.1). The

goal of this section is to provide analytical results for the memory loading probability—the

probability of absorbing the external photon by the trapped atom—|c′e(t)|2. Note that the

connection between the atom and the driving source is through the cavity mode. We can

assume, however, that the atom can spontaneously decay to modes other than the cavity

mode with an overall decay rate γ. Assuming6 that γ ≪ κ, g, and applying the Schrödinger

6It is not required at this stage to make this assumption. However, it is a reasonable assumption for a
quantum memory device, and we will use it later in all our numerical results.
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equation to (2.21), we obtain

β̇′(t) = −iω0β
′(t) − igc′e(t) − i

√
2κΦ(t) − κβ′(t), (2.22a)

ċ′e(t) = −iωac
′
e(t) − igβ′(t) − γc′e(t), (2.22b)

where we have included the results of the previous section to model the decay processes.

The above equations can be simplified by defining slowly-varying probability amplitudes

ce(t) = eiω0tc′e(t) and β(t) = eiω0tβ′(t), for which we have

β̇(t) = −igce(t) − i
√

2κΦb(t) − κβ(t), (2.23a)

ċe(t) = i∆ce(t) − igβ(t) − γce(t), (2.23b)

where ∆ = ω0 − ωa. Using the Laplace transform, f̃(s) ≡
∫

dte−stf(t), we obtain

β̃(s) =
−igc̃e(s) − i

√
2κΦ̃b(s)

s+ κ
(2.24)

and

c̃e(s) =
−
√

2κgΦ̃b(s)

s2 + (κ+ γ′)s+ g2 + κγ′
, (2.25)

which results in

β(t) = −(i
√

2κ/ξ)
∫ t
0 dτΦb(τ)(κ

′
+e

−κ+(t−τ) − κ′−e
−κ−(t−τ)), (2.26)

ce(t) = (g
√

2κ/ξ)
∫ t
0 dτΦb(τ)(e

−κ+(t−τ) − e−κ−(t−τ)), (2.27)

where

κ± = (κ+ γ′ ± ξ)/2, κ′± = κ± − γ′,

ξ =
√

(κ+ γ′)2 − 4(g2 + κγ′), γ′ = γ − i∆. (2.28)

Similar to what we stated in the previous section, and for further use in the next chapter,

we can think of the initial state in (2.1) as a superposition of its infinitesimal constituent

states dωφ(ω)|1ω〉, to which we can associate slowly-varying probability amplitudes ce,ω(t)
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given by

ce,ω(t)dω = (g
√

2κ/ξ)

∫ t

0
dτdωφ(ω)e−i(ω−ω0)τ (e−κ+(t−τ) − e−κ−(t−τ))/

√
2π. (2.29)

We then have ce(t) =
∫

dωce,ω(t) as obtained in (2.27).

This system-reservoir calculation gives a more compact form for the loading probability,

〈σ̂ee(t)〉 = |ce(t)|2, than what we will obtain later in (A.25) via the HL equations for the

case of on-resonance illumination at γ = 0. The two results are nevertheless equivalent, and

their equivalence can be verified by a tedious algebraic manipulation that we shall omit.

2.2.1 The reverse problem: the atomic decay to the reservoir

Similar to the previous section, we can start with the atom in its excited state, the reservoir

unexcited, and observe the evolution of the reservoir state. In this case, using the initial

conditions β(0) = 0 and ce(0) = 1, we obtain from (2.23)

β̃(s) =
−ig

s2 + (κ+ γ′)s+ g2 + κγ′
(2.30)

which results in

β(t) = (ig/ξ)(e−κ+t − e−κ−t). (2.31)

Plugging the above equation into (2.6), we obtain

αω(t) =
Γge−iωt

ξ

[

1 − e−[κ++i(ω0−ω)]t

κ+ + i(ω0 − ω)
− 1 − e−[κ−+i(ω0−ω)]t

κ− + i(ω0 − ω)

]

, (2.32)

which results in a double-Lorentzian pulse shape as t→ ∞.

2.2.2 Numerical results

We learned from the cold-cavity loading problem that there is an optimum value of κT ,

where κ is the cavity linewidth and T is the width of an exponential pulse, that maximizes

the loading probability. That is, for every exponential pulse shape there is a cavity whose

linewidth best matches the input bandwidth. In the hot-cavity case, we may expect to

see the same filtering behavior modified by the additional effect imposed by the trapped

atom. A reasonable parameter to account for possible new effects is g/κ, which is the ratio
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between the atom-photon coupling rate and the cavity decay rate. In fact, in the ideal case

of γ = ∆ = 0, (2.27) can be written in terms of dimensionless parameters κT , g/κ, and t/T ,

as follows

ce(t) =

√
2κT

√

(κ/g)2 − 4

∫ t/T

0
duΦ′

b(u)×
[

e−κT (1+
√

1−4g2/κ2)(t/T−u)/2 − e−κT (1−
√

1−4g2/κ2)(t/T−u)/2
]

, (2.33)

where Φb(t) = Φ′
b(t/T )/

√
T , i.e., Φ′

b(u) is a compressed/stretched version of Φb(t), which

has unity width, in its normalized time coordinate, and has been normalized to satisfy
∫

du|Φ′
b(u)|2 = 1.

Parameters g/κ and κT are of implementation importance as well. Assuming κ is fixed (it

is determined by the reflectivity of cavity mirrors), the required value for g/κ determines the

length of the cavity; the shorter this length, the higher g will be. Our general conception of

atom-light interaction would therefore suggest that higher values of g should result in higher

loading probabilities. This is not generally true, as we will see soon. Higher g values are

also not desirable from an implementation point of view: the smaller the cavity, the more

difficult it becomes to trap and cool the atom. For a fixed κ, it is the bandwidth of the

input pulse shape, B0, that determines κT ; the higher the desired κT , the lower the required

B0. The value of B0 is determined by our single-photon source. If the source operation is

based on downconversion processes, it has generally a broad bandwidth, ∼THz, unless we

use cavities for parametric amplification [41]. Thus it is desirable to work at a low value of

κT , which allows a larger bandwidth, and consequently, a higher flux of single photons to

enter the cavity.

Figure 2-3 shows the loading probability for the two-level atom of Fig. 2-2 in the ideal

case of no non-cavity decay (γ = 0) and no detuning (∆ = 0) for a secant hyperbolic pulse

shape7 Φ′
b(u) =

√
2sech[4(u − 1)]. In this figure, we have fixed the value of κT to 2 and

varied the value of g/κ. It can be seen that there exists an optimum value of g/κ, which

maximizes the loading probability. Higher ratios than this optimum value just increase the

Rabi oscillation between the two atomic levels, making it harder to find the atom in its

excited state with high probability. By keeping g constant, the process of loading/unloading

7Our choice of a secant hyperbolic pulse shape in this section is because of mathematical convenience
in the subsequent sections. We will show later that the loading probability is only slightly affected by the
choice of the pulse shape so long as different pulse shapes have the same bandwidth.
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Figure 2-3: Loading probability versus normalized time for κT = 2 and a secant hyperbolic
pulse shape at γ = ∆ = 0. Upon arrival of the photon, there is a peak in the loading
probability, which occurs at the time that the photon has most likely been absorbed by the
atom. This maximum loading probability is a function of g/κ, and there exists an optimum
value for this parameter that maximizes the chance of loading.

the atom continues for several cycles until the photon decays out of the cavity. Hence, by

this method we cannot hold the atom in its excited state unless we drive the value of g to

zero at an appropriate point in the process, t = TLoad, when the loading probability attains

its maximum. In the next section, we show how we can accomplish this turn-off of the

coupling in a Λ-level atom, in which we can use a control field to vary g.

Figure 2-4 shows the optimum value of g/κ for different values of κT . It also shows

the maximum probability that we can achieve as well as the proper time for stopping the

process, TLoad, using Φ′
b(u) =

√
2sech[4(u − 1)]. It can be seen that the maximum loading

probability is above 90% for κT ≥ 2. It drops off somewhat for larger values of κT , but

it is still high. It can also be seen that the optimum value of g/κ, at the highest loading

probabilities, is on the order of one. Its value can be driven below one by narrowing the

input bandwidth, but the price that we have to pay is an exponential increase in κT . For

instance (not shown on the graph), to get (g/κ)opt = 0.1, we need κT to be approximately

100. Finally, we observe that TLoad approaches a non-zero asymptote, close to the effective

width of our input pulse, as we increase κT .

Figure 2-5 shows the loading probability as a function of time for g/κ = 1 and κT = 2, for

different pulse shapes of approximately the same effective width. The four different shapes we

have used are: a secant hyperbolic pulse; a rectangular pulse; an exponentially-rising pulse;

and an exponentially-decaying pulse. The difference between their loading probabilities is
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31



seen to be very minor. It seems that so long as we have matched the input bandwidth to the

cavity parameters g and κ, we can achieve high loading probability regardless of the photon

pulse shape.

2.3 Loading a Λ-level atom

In order to realize quantum memories with long lifetimes, one should store the quantum

information in atomic states that have low energy levels as well as low decay rates, e.g., the

5 2S1/2 levels of the rubidium atom shown in Fig. 1-2. However, selection rules forbid any

direct optical transition between two such levels, and therefore, the two-level ground-excited

atomic system that we studied in the previous section is not a viable solution for quantum

storage. In order to drive a transition between two metastable levels, we need a three-level

atomic system. This forms a Λ-level atom as shown in Fig. 2-6. To induce the desired

transition between |g〉 and |e〉 in this figure, one may think of first driving the atom from

|g〉 to |r〉 by an optical beam on-resonance with the cavity, and then, driving it back to |e〉
by another optical source, e.g., a z-polarized beam as explained in the caption of Fig. 1-2.

This two-step process can be performed without populating the third level by introducing

detunings in both transitions, resulting in what is called an off-resonant Raman transition

(ORT). In this section we study the ORT in the context of a Λ-level quantum memory being

driven by a single photon. Our principal contributions in this section are introducing a non-

adiabatic approach to ORT, evaluating its performance, and comparing it to two known

adiabatic mechanisms.

Figure 2-6 shows a trapped Λ-level atom and its corresponding driving beams. Here, we

assume that an external single-photon beam, in the initial state given by (2.1), is spatially

matched to a mode of cavity with annihilation operator b̂ and resonance frequency ω0. This

cavity mode drives the |g〉-to-|r〉 transition with coupling rate gc. There may exist a detuning

∆1 ≡ ω0 − ωgr in this transition, where ωij denotes the transition frequency between levels

|i〉 and |j〉, for i, j ∈ {g, r, e}. The second beam is assumed to be a z-polarized classical plane

wave with frequency ωz and a possibly time-dependent phase φz(t). The field’s amplitude is

under our control and may vary with time, and it determines the Rabi frequency Ω(t) that

couples |r〉 and |e〉 via the following Hamiltonian, which is obtained under the rotating-wave
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Figure 2-6: A Λ-level trapped atom illuminated by a single photon. The cavity mode
corresponding to the single photon drives the atom from its ground state |g〉 to the auxiliary
state |r〉. A z-polarized beam then shelves the atom in the metastable level |e〉. Here, gc

is the Rabi frequency associated with a single photon, which is proportional to Ephoton ≡
√

~ω0/(2ǫ0V ), where V is the cavity mode volume. Ω is the Rabi frequency associated
with the control beam and is proportional to |EZ |. These transitions are off-resonant by
detunings ∆1 and ∆2, respectively, as defined in the text. The control field may also include
a time-varying phase φz(t).

approximation [24]:

ĤR = Ĥcc + ~ωgrσ̂rr + ~ωgeσ̂ee + ~g(σ̂gr + σ̂rg) + ~Ω(t)(e−i[ωzt+φz(t)]σ̂re + ei[ωzt+φz(t)]σ̂er),

(2.34)

where Ω(t) and φz(t) are assumed to be real. The |r〉-to-|e〉 transition may also be off-

resonant, by a detuning ∆2 ≡ ωz − ωer. Similar to the previous sections, with no initial

excitation in the cavity and assuming that the atom is initially in the ground state |g〉, we

can write down the most general state of the system as a function of time as follows

|ψ(t)〉 =

∫

dωαω(t)|1ω〉|0〉b|g〉 + e−iω0tβ(t)|G〉 + e−iω0tcr(t)|R〉 + e−i(ω0−ωz)t+iφz(t)ce(t)|E〉,
(2.35)

where

|G〉 ≡ |0〉R|1〉b|g〉,

|R〉 ≡ |0〉R|0〉b|r〉,

|E〉 ≡ |0〉R|0〉b|e〉. (2.36)
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Applying the Schrödinger equation to (2.35), we get

β̇(t) = −igccr(t) − i
√

2κΦb(t) − κβ(t)

ċr(t) = −igcβ(t) + i∆1cr(t) − iΩ(t)ce(t) − γrcr(t)

ċe(t) = −iΩ(t)cr(t) − i(∆2 − ∆1 + φ̇z(t))ce(t), (2.37)

where we used (2.7) in the first equation and included a non-cavity decay rate γr for the

upper state. We assume that the corresponding decay rate to the state |e〉 is negligible for

the purpose of loading; it comes into play when we need to determine the storage time of

the quantum memory. The above equations are not analytically tractable for arbitrary Ω(t)

and φz(t). However, for our loading problem, we are looking for particular pulse shapes

for Ω(t) and φz(t) that help the |g〉-to-|e〉 transition occur with high probability. In this

section, we consider two of these loading mechanisms and provide approximate analytical

solutions in each case. The first approach is based on known adiabatic transfer techniques

[42, 36, 26, 28], and the second one is based on the simple idea that we came up with in the

last section, i.e., turning off the coupling between |g〉 and |e〉 when the loading probability is

maximum. We conclude this analysis by comparing the loading probabilities for these two

methods as functions of gc/κ and κT , and we examine their sensitivity to timing offsets.

2.3.1 Adiabatic loading of a Λ-level atom

It is a consequence of the Schrödinger equation that a system with a time-independent

Hamiltonian—initially in one of its eigenstates—does not evolve with time. This is not

necessarily the case for a time-dependent Hamiltonian, such as the one in (2.34), because

the eigenstates, themselves, are functions of time, i.e., at each time t there exists a set of

eigenstates {|ψi(t)〉}. Suppose that, at t = 0, we start with the system in the eigenstate

|ψ1(0)〉. Then, for a sufficiently slowly-varying Hamiltonian, we expect to be in the eigenstate

|ψ1(t)〉 at time t, provided that t is less than the time scale on which the Hamiltonian

changes8. This is the main idea behind adiabatic passage. To employ this idea in our

loading problem, we need to begin in a system eigenstate that resembles |G〉, and then, by

changing Ω, gradually transform this eigenstate into one that resembles our desired final

8Here, we have assumed that we have labeled the eigenstates at time t in accordance with the same
labeling at time t− δt. That should be doable if the Hamiltonian, and, consequently, its eigenvalues change
continuously with time.
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state, |E〉. To find such an eigenstate, let’s have a look at the effective Hamiltonian that

(2.37) suggests for the intracavity system:

Ĥeff = −~∆1|R〉〈R| − ~(∆1 − ∆2 − φ̇z(t))|E〉〈E|

+~gc(|R〉〈G| + |G〉〈R|) + ~Ω(t)(|R〉〈E| + |E〉〈R|). (2.38)

Under the two-photon resonance condition, ∆1 = ∆2, and assuming that φz(t) = 0, the

above Hamiltonian can be written as follows

Ĥeff = −~∆1|R〉〈R| + ~Ω0(|R〉〈B| + |B〉〈R|), (2.39)

where

|B〉 = sin θ(t)|G〉 + cos θ(t)|E〉 (2.40)

is called the Bright state, and we have cos θ(t) ≡ Ω(t)/Ω0, sin θ(t) ≡ gc/Ω0, and Ω0 ≡
√

Ω2(t) + g2
c . It can be seen that we have reduced the number of orthogonal states in the

Hamiltonian by one. The missing state, orthogonal to both |B〉 and |R〉, is called the Dark

state (because it does not interact with the upper state |R〉) and is given by

|D〉 = − cos θ(t)|G〉 + sin θ(t)|E〉. (2.41)

The dark state is a zero-eigenvalue eigenstate of Ĥeff , and it has the nice property that we

are indeed looking for: for Ω(t) ≫ gc, |D〉 ≈ −|G〉, but for Ω(t) ≪ gc, |D〉 ≈ |E〉. This

implies that if we start with a high value of Ω when the photon arrives, and then, slowly,

reduce Ω to zero, we can adiabatically transfer the system from |G〉 to |E〉. The timing is of

crucial importance, because if we turn off the pump either before or long after the photon

arrives we lose the chance of absorbing the photon. There is also a slight chance of jumping

into states that are orthogonal to |D〉, i.e., |E〉 or |B〉, in which case, the loading process

has failed completely.

To study the loading problem in the new dark-bright state picture, it is convenient to

change our basis from {|G〉, |E〉} to {|B〉, |D〉}. We can then rewrite β(t)|G〉 + ce(t)|E〉 in

35



the new form B(t)|B〉 +D(t)|D〉, where

D(t) = − cos θ(t)β(t) + sin θ(t)ce(t),

B(t) = sin θ(t)β(t) + cos θ(t)ce(t). (2.42)

In terms of our new variables, and assuming ∆1 = ∆2 + φ̇z(t), (2.37) becomes

Ḃ(t) = −θ̇(t)D(t) − iΩ0(t)cr(t) − i
√

2κ sin θ(t)Φb(t)

−κ sin2 θ(t)B(t) + κ sin θ(t) cos θ(t)D(t)

Ḋ(t) = θ̇(t)B(t) − i
√

2κ cos2 θ(t)Φb(t) − κ cos2 θ(t)D(t) + κ cos θ(t) sin θ(t)B(t)

ċr(t) = −iΩ0(t)B(t) − (γr − i∆1)cr(t). (2.43)

Now, it is the right time to apply our dark-state approximation, by which we assume that

during the loading process there will be no quantum jumps to the bright state |B〉, i.e.,

B(t) = 0 . This will automatically forces cr(t) and ċr(t) to zero, i.e., there will be no

quantum jumps to the auxiliary state |R〉 either. With this approximation, the above

equations yield the following result for the dark-state evolution

Ḋ(t) = −i
√

2κ cos2 θ(t)Φb(t) − κ cos2 θ(t)D(t). (2.44)

This equation resembles (2.7) for the cold-cavity case (after transforming β(t) to eiω0tβ(t) ).

Therefore, the dark-state approximation has reduced our three-level problem to an equivalent

cold-cavity problem whose cavity decay rate is κ cos2 θ(t); see Fig. 2-7. In the cold-cavity

case, we found the loading probability in the general case of time-dependent cavity decay

rate, which thus applies to our current problem. Using (2.9), the loading probability for the

Λ-level atom is given by

Ploading(t) =

∣

∣

∣

∣

∫ t

0
dτ

√
2κ cos θ(τ)e−K(t)+K(τ)Φb(τ)

∣

∣

∣

∣

2

, (2.45)

where K(t) = κ
∫ t
0 dτ cos2 θ(τ).

To maximize the loading probability, we need to find an optimum assignment for cos θ(t)

that not only maximizes the loading probability, but also satisfies our adiabatic conditions.

In order to achieve a maximum transfer of free-field photons into the cavity mode, we need
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Figure 2-7: The loading problem for a Λ-level atom driven—on the two-photon resonance—
by a single photon and a classical control field is adiabatically equivalent to the cold-cavity
loading problem. The cavity decay rate is a function of time, and is determined by the
control field.

to minimize the outgoing field components by destructively interfering the directly reflected

and the circulating fields. Fleischhauer et al. have shown that a necessary condition for

destructive interference is [28]:

− d

dt
ln cos θ(t) +

d

dt
lnΦb(t) = κ cos2 θ(t). (2.46)

For our particular example of a secant hyperbolic pulse shape Φb(t) =
√

2/T sech(4t/T ), it

turns out that [28]

cos θ(t) =
√

2/(κT )
sech(4t/T )

√

1 + tanh(4t/T )
(2.47)

and

Ω(t) =
gcsech(4t/T )

√

[1 + tanh(4t/T )][tanh(4t/T ) + κT/2 − 1]
. (2.48)

In order that the above relation for Ω(t) provides us with a positive real Rabi frequency, we

must satisfy the condition κT ≥ 4. This, on the other hand, implies that for a successful

adiabatic transfer, our input pulse must be long enough so that we can slowly change the

quantum memory state.

Employing (2.48) in (2.45), it can be shown that |D(t)|2 = [1 + tanh(4t/T )]/2, which

approaches one as t → ∞. This result does not give us any information, however, about

the required values for κT and gc/κ. In fact, because cos θ(t), as given by (2.47), is only a

function of κT , our equivalent cold-cavity model does not have any dependence on gc. This

is a consequence of the dark-state approximation that we used to eliminate the bright state.

In order to reveal the dependence of the loading probability on the coupling rate, and also to

obtain more accurate results, we must return to the original differential equations in (2.37)

or (2.43), and try to solve them numerically. In order to simplify this numerical analysis,
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we first adiabatically eliminate the upper state |R〉 by assuming that ċr(t) = 0. This is a

reasonable assumption provided that we have large enough detunings, i.e., ∆1,∆2 ≫ Ω, gc,

and it provides us with more accurate results than can be obtained under the dark-state

condition B(t) = cr(t) = 0. As a result of the adiabatic-elimination condition, ċr(t) = 0, we

obtain

cr(t) =
gc

iγ′r
β(t) +

Ω(t)

iγ′r
ce(t) (2.49)

where we used (2.37) and γ′r = γr − i∆1. For large enough detuning, i.e., for ∆1 ≫ γr, we

can replace iγ′r with ∆1. Plugging the above equation into the rest of (2.37), we then obtain

β̇(t) = −i(g2
c/∆1)β(t) − igce(t) − i

√
2κΦb(t) − κβ(t),

ċe(t) = −igβ(t) − i(Ω2/∆1)ce(t) − i(∆2 − ∆1 + φ̇z(t))ce(t), (2.50)

where g = gcΩ/∆1 is the effective coupling rate between |g〉 and |e〉. The above equations

resemble the equations in (2.22), and therefore, they model the evolution of a two-level

system, with coupling rate g and detuning ∆ = [g2
c −Ω2(t)]/∆1 +∆1−∆2− φ̇z(t), driven by

a single photon9. In the above equations, the effective coupling rate and detuning are both

generally functions of time. At the end of this section, we will investigate the performance

of adiabatic loading mechanisms by numerically solving the equations in (2.50).

2.3.2 Non-adiabatic loading of a Λ-level atom

The adiabatic-passage approach presented in the previous section is an elegant way to handle

atomic quantum memories. It, however, requires the input pulse shape to be several times

longer than the cavity decay time, 1/κ [28]. We also need to use the appropriate pulse

shaping for the control field in accord with the input pulse shape. Here, we propose a

simpler approach for loading a Λ-level atom, which does not impose any restrictions on the

input pulse shape and does not need any adiabatic pulse shaping for the control field. As

was mentioned for adiabatic passage, however, this non-adiabatic approach to loading is also

sensitive to the photon arrival time. Our method is based on what we observed in Section 2.2

for a two-level atom with a constant coupling rate g. There, we realized that a maximum

loading probability of greater than 90% was achievable provided that we could turn off the

9Note that the new baseband pulse shape is given by eig2

c
t/∆1Φb(t). We will denote this new function by

Φb(t) again for convenience.
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Figure 2-8: The loading problem for a Λ-level atom driven by a single photon and a constant
classical control beam is equivalent to the two-level hot-cavity loading problem. The new
coupling rate g is equal to gcΩ/∆1 and the detuning ∆ (the difference between the optical
frequency and the atomic transition frequency) is ∆1 − ∆2 + (g2

c − Ω2)/∆1.

atom-light coupling at t = TLoad. Here, we show that this is indeed possible to do for a

Λ-level atom, by turning off the control field, which has a constant value otherwise, at the

right time. The mathematical analogy between loading a Λ-level atom and a two-level atom

both driven by single photons was shown in (2.50). Figure 2-8 illustrates this equivalence.

In the non-adiabatic case, where Ω is time independent and φz(t) = 0, the effective coupling

rate, g = gcΩ/∆1, is proportional to the control field’s amplitude. By turning off the control

field at t = TLoad, or, effectively, by imposing Ω(t) = 0 for t > TLoad, the coupling rate g

vanishes for t > TLoad. Hence, if we are in the state |e〉 at t = TLoad, we will stay there until

a decay process returns the atom to its ground state. The loading probability is then given

by |ce(TLoad)|2 as obtained in (2.27). The effective detuning, ∆ = (g2
c −Ω2)/∆1 + ∆1 −∆2,

can be forced to zero, by properly choosing ∆1 and ∆2, thus compensating for the induced

Stark shift and enabling us to obtain a higher loading probability.

It is worth mentioning that the only condition that we need to satisfy for our adiabatic

elimination is ∆1,∆2 ≫ Ω, gc. This condition ensures that we never populate the upper

state. However, it is possible to go to the bright state, because, in the non-adiabatic case,

our control pulse shape is not matched to the input pulse shape.

2.3.3 Adiabatic versus non-adiabatic loading: numerical comparison

In this section, we compare our proposed non-adiabatic approach to loading a quantum

memory with those methods that use adiabatic-transfer techniques. Because of the equiv-

alence of the non-adiabatic loading of a Λ-level atom to the two-level atom problem that

we studied in Section 2.2, all the numerical results that we obtained in Section 2.2.2 are

applicable to the current non-adiabatic case provided that we employ the effective coupling

rate and detuning in our calculations. The adiabatic-transfer technique that we described
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in Section 2.3.1 is a well-studied problem in the literature. To make our comparison more

concrete, in this section, we will consider two particular examples of adiabatic loading, which

have been proposed in [26] and [28]. In [26], the authors have devised a method for trans-

ferring the state of a trapped-atom quantum memory to another trapped-atom quantum

memory. Their approach is based on adiabatically transferring the state of one memory to a

single photon, which will then propagate and load the other memory with the desired state.

Their loading process is facilitated by forcing the photon’s pulse shape to be symmetric, so

that, at the receiver end, we can employ the time-reverse of the control pulse shape that was

used at the transmitter. The desired pulse shape for the control field under the dark-state

condition at zero effective detuning can be found numerically by solving the corresponding

Schrödinger equations. However, the approach from [26] is not suitable for an incoming pho-

ton with an arbitrary pulse shape. In [28], the authors have employed the adiabatic-transfer

technique to load an atomic ensemble with the state of a single photon. Their approach can

be easily extended to the single-atom case, and that is what we did in Section 2.3.1. They

have employed the dark-state approximation under the two-photon resonance condition with

a constant-phase control field. Their approach sets certain limitations on the length of the

input pulse shape. In fact, in order to fulfill the dark-state condition, the input pulse shape

must be longer than a threshold value. As compared to these two adiabatic mechanisms,

our non-adiabatic approach puts no constraints on the input pulse shape.

Several issues make our work in this chapter, and the numerical results presented in

this section, distinct from the previous works reported in the literature. The first issue is

our accounting for a nonzero probability for populating the bright state. This probability

is neglected in all the methods that use the dark-state approximation, e.g, [26] and [28].

We will see in this section how the nonzero probability of being in the bright state affects

the loading performance. That also makes it possible to scrutinize the dependence of the

loading probability, in both adiabatic and non-adiabatic mechanisms, on the key system

parameters, e.g., gc/κ and κT . This evaluation is one of the original contributions of this

thesis.

As mentioned before, it is of practical importance to know at what values of input

bandwidth, represented by κT , and atomic coupling rate, represented by gc/κ, a desired

system performance can be achieved. For our non-adiabatic approach, at ∆ = 0—which can

be achieved by setting ∆2 = (g2
c − Ω2)/∆1 + ∆1—system performance is governed by the
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Figure 2-9: The loading probability for the adiabatic method for different values of κT
versus g2

c/(κ∆1), at the two-photon resonance ∆1 = ∆2 and for φz(t) = 0. These graphs
are obtained by numerically solving (2.50) for the control pulse shapes given in the inset
corresponding to a secant hyperbolic input pulse shape.

effective coupling rate g = gcΩ/∆1, as shown in Fig. 2-4. The optimum value of g/κ can

then be obtained by making appropriate choices for gc, Ω, and ∆1. The only conditions that

we need to satisfy are ∆1 ≫ γr and gc,Ω ≪ ∆1. That leaves us some room to pick a smaller

value for gc, which determines the cavity length, and larger values for Ω, which is classically

applied. This is not the case for the adiabatic approach proposed in [28]. For instance, for

the secant hyperbolic pulse shape, using the optimum control pulse shape given by (2.48),

we have gcΩ(t) = g2
cΩ

′(t), where Ω′(t) is only a function of κT and not gc. Therefore, for a

fixed value of κT , the only way to increase the coupling rate is to use a shorter cavity, which

yields a larger gc.

In this section, we consider two approaches to specifying the effective detuning in the

adiabatic case. The first case, employed in [28], is for the two-photon-resonance condition

for which ∆1 = ∆2 and φz(t) = 0. The second, used in [26], is for the zero-effective-detuning

case, which can be achieved by setting φ̇z(t) = ∆1 − ∆2 + [g2
c − Ω2(t)]/∆1.

It is interesting to find the dependence of the loading probability, for the adiabatic scheme

proposed in [28], on the coupling rate gc. For this purpose, we have numerically solved

the Schrödinger equations in (2.50), for Ω(t) given by (2.48) at the two-photon resonance

∆1 = ∆2 and for φz(t) = 0. In Fig. 2-9 we have plotted |ce(5T )|2 versus an effective coupling

rate g′ ≡ g2
c/∆1. Choosing t = 5T ensures that the loading process has ended, and therefore

|ce(5T )|2 is effectively the loading probability. This figure shows that for the two-photon
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resonance case, higher gc values yield higher loading probabilities. The effective coupling

rate g′ that we need is about 2κ for 90% loading probability at κT = 5. It can be seen that

there is an advantage for pulses with higher values of κT . This is because our adiabatic

scheme is more efficient for longer input pulses.

We can also solve the Schrödinger equations in (2.50), for Ω(t) given by (2.48), at zero

effective detuning as proposed in [26]10, i.e., when φ̇z(t) = ∆1 − ∆2 + [g2
c − Ω2(t)]/∆1. In

this case, in analogy to the non-adiabatic case, we observe the existence of an optimum

value for g′/κ. Figure 2-10 shows the optimum coupling rates and the maximum loading

probabilities achieved at these rates for the adiabatic and non-adiabatic approaches. Here,

(g′/κ)opt is almost constant, and close to unity, for all values of κT , whereas (g/κ)opt goes

down gradually to zero as we increase κT . Again, we note that the non-adiabatic approach

has no constraint on the input pulse width, which allows a larger class of single-photon

sources to be used in quantum communication systems. The maximum loading probability

that can be achieved by the adiabatic approach asymptotically goes to one; this is not the

case for the non-adiabatic approach, however.

10The control field’s Rabi frequency given by (2.48) has been obtained under the two-photon resonance
and dark-state conditions, and it is not therefore the optimum pulse shape for the zero-effective-detuning
case. It can however be verified numerically that this pulse shaping for the control field provides us with a
close-to-optimum performance. This is in accord with the results reported in [28] implying that the loading
probability will only be slightly affected by small deviations from the optimum control field pulse shape.
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c − Ω2(t)]/∆1 for their corresponding optimum coupling rates for secant hyperbolic
input pulse shapes.

Finally, Fig. 2-11 shows the sensitivity of both schemes to timing offsets. Here, Toffset

refers to the time that we stop the control field in the non-adiabatic approach, and it

represents a time shift in the adiabatic approach, i.e., using Ω(t − Toffset) instead of Ω(t).

Both cases may occur if we have an inaccurate estimate of the photon arrival time. This

figure shows that both schemes have almost the same tolerance against timing offsets. A

50% loading probablity (3 dB loss) is achievable even if we are about ±T/2 off from the

correct loading time. Although not shown on the graph, the same result holds if we use the

adiabatic approach under the two-photon-resonance condition.

2.4 Other single-excitation problems

The results we obtained in this section are directly applicable to several other problems.

For instance, consider the double-Λ atom in Fig. 2-12(a). Here, we are trying to load the

memory with a single photon in an arbitrary polarization state as follows:

|ψ0〉 =

∫

dωφ(ω)(α|1ω〉σ+ + β|1ω〉σ−), (2.51)

where |α|2 + |β|2 = 1. Here, |1ω〉σ± refers to a single-photon state at frequency ω in the σ±

polarization. The goal of the loading process is to absorb this photon, by properly choosing
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Figure 2-12: (a) Loading a double-Λ atom driven by a polarization-state single photon.
Along the lines of Fig. 2-8, this system is equivalent to the V -level system shown in (b).
(c) Reduction of the V -level loading problem to two two-level loading problems by means
of linear superposition.

z-polarized control fields, and store its polarization information in the metastable levels |e+〉
and |e−〉 corresponding to the σ+ and σ− polarizations, respectively. The loading probability

is therefore determined by the probability of ending up in |e〉 ≡ α|e+〉 + β|e−〉. In order

to calculate this probability, we can use the results of the previous subsection to reduce

each Λ-configuration leg of the atom to an equivalent two-level system, as shown in Fig. 2-

12(b). The resulting configuration is a V -level atom illuminated by a polarization-state

single photon. This latter problem can be solved by again noting that the full Schrödinger

equations—for the state of reservoirs, cavity modes, and the atom—that model the evolution

of this system are in the linear form Ẋ = −iAX, where X is a column matrix representing

all amplitude variables (such as αω(t), β(t), etc.), and A is a square matrix representing the

mutual coupling rates between |g〉, |e±〉, and |1ω〉σ± . These equations are linear in response

to the superposition state in (2.51), and therefore, each leg of the V -level atom is only

driven by the corresponding part in the initial state, as shown in Fig. 2-12(c). In fact, for

α
∫

dωφ(ω)|1ω〉σ+ as the input, the amplitude probability of being in the state |e−〉, c−(t),

will be zero. c−(t) is nonzero only for β
∫

dωφ(ω)|1ω〉σ− as the input. In the latter case, the

evolution of c−(t) is the same as that of a two-level system. For instance, if we are using
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the non-adiabatic loading mechanism, c−(t) is given by βce(t), with ce(t) is given by (2.27).

The same argument holds for c+(t), so that the overall probability of ending up in |e〉 is

given by (|α|2 + |β|2)|ce(t)|2 = |ce(t)|2. This proves the equivalence of loading a V -level

atom to the loading of a two-level atom when both are driven by single photons. This result

also extends to cases in which the two legs of the atomic system are nonlocal—e.g., when

a pair of two-level trapped-atom memories driven by a photon-number entangled state; see

Fig. A-2. Such a system is an example of the to-the-memory configuration for entanglement

distribution and can be used in teleportation systems. In Appendix A, we prove the above

equivalence using a change of basis in the Hamiltonian in conjunction with the HL equations.
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Chapter 3

MIT-NU Hot-cavity Loading

With the results that we have developed for trapped-atom quantum memories in the previous

chapter, we can home in on quantum communication systems that use this type of storage.

Our focus on this chapter will be on the architecture proposed by a group of researchers

from the Massachusetts Institute of Technology and Northwestern University (termed MIT-

NU hereafter) [30] for quantum communication. The MIT-NU construct uses the to-the-

memory configuration in Fig. 1-4 to distribute and share polarization entanglement between

two rubidium atoms. Because the rubidium atoms can be treated as double-Λ quantum

memories (see Figs. 1-2 and 1-3), MIT-NU entanglement distribution is essentially a loading

problem, in which we are interested in transferring an entangled state to two trapped atoms.

All previous analyses of the MIT-NU architecture [43, 30, 44], however, have employed a

cold-cavity approach in which each optical cavity—that would hold an 87Rb atom in the

actual implementation—is regarded as empty, and the loading probability is calculated by

determining the probability that the state of the intracavity photon fields at the end of a

loading interval is the desired singlet state. In this chapter, we provide a hot-cavity loading

analysis for the MIT-NU system. This is an extension of what we obtained for single atoms

in the previous chapter, and we will use similar ideas and techniques here. As a general

convention, we will continue to employ the notation and abbreviations that we used in

Chapter 2. In what follows, we first describe the MIT-NU architecture in more detail and

summarize its fidelity analysis. Then, we will describe the MIT-NU loading problem and

study its corresponding adiabatic and non-adiabatic loading mechanisms. We conclude with

some numerical results for the loading probability. This constitutes the first performance
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Figure 3-1: (a) MIT-NU architecture for long-distance quantum communications consisting
of a dual-OPA source that produces polarization-entangled photons, and two quantum mem-
ories, QM1 and QM2, separated by 2L0 km. (b) Dual-OPA source of polarization-entangled
photons. OPAs 1 and 2 are coherently-pumped (π-rad out of phase), continuous-wave,
type-II phase matched, doubly-resonant amplifiers operated at frequency degeneracy whose
orthogonally-polarized signal ({Sk}) and idler ({Ik}) outputs are combined, as shown, on
the polarizing beam splitter (PBS). (c) Notional schematic for the relevant hyperfine lev-
els of 87Rb. Each quantum memory consists of a single trapped rubidium atom that can
absorb arbitrarily polarized photons, storing their coherence in the long-lived D levels. A
non-destructive load verification is effected by means of the A-to-C cycling transition.

analysis for the MIT-NU architecture that includes the presence of atoms within the quantum

memory units, and is a major new result from this thesis.

3.1 MIT-NU architecture

The MIT-NU architecture is a singlet-based system for qubit teleportation that uses a novel

ultrabright source of polarization-entangled photon pairs [41], and trapped rubidium atom

quantum memories [45] whose loading can be nondestructively verified [30, 44]. Figure 3-1(a)

shows a schematic of this system: QM1 and QM2 are trapped rubidium atom quantum mem-

ories, each L0 km away—in opposite directions—from a dual optical parametric amplifier

(OPA) source. As the overall structure of this architecture and its preliminary performance

analysis have been described in considerable detail elsewhere [43, 30, 44], in this section,

we shall provide only a brief description sufficient to enable comparison with other schemes

that will be addressed in the thesis. The results presented in this section are all based on

the cold-cavity approach to modeling quantum memories.

Each optical parametric amplifier in the dual-OPA source is a continuous-wave, type-II

phase matched, doubly-resonant amplifier operating at frequency degeneracy ωS = ωI . Its

signal (S) and idler (I) outputs comprise a stream of orthogonally-polarized photon pairs

that are in a joint Gaussian state [30]. By coherently pumping two of these OPAs, π-rad
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out of phase, and combining their outputs on a polarizing beam splitter, as shown in Fig. 3-

1(b), we obtain signal and idler beams that are polarization entangled [41]. These beams

are routed down separate optical fibers to the trapped-atom quantum memories.

A schematic of the relevant hyperfine levels of 87Rb is shown in Fig. 3-1(c). The memory

atoms are initially in the ground state A. From this state they can absorb a photon in

an arbitrary polarization transferring that photon’s coherence to the B levels. By means

of a Raman transition, this coherence is shelved in the long-lived D levels for subsequent

use. However, because propagation and fixed losses may destroy photons before they can be

stored, and because both memories must be loaded with a singlet state prior to performing

qubit teleportation, the MIT-NU architecture employs a clocked loading protocol in which

the absence of fluorescence on the A-to-C cycling transition provides a non-destructive

indication that a memory atom has absorbed a photon. If no fluorescence is seen from

either the QM1 or QM2 atoms in a particular loading interval, then we assume that both

memories have stored photon coherences and so are ready for the rest of the teleportation

protocol, i.e., Bell-state measurement (BSM), classical communication of the result, and

single-qubit rotation [45].

A variety of error sources associated with the MIT-NU entanglement-distribution scheme

have been identified and their effects analyzed [44]. Some are due to imperfections in the

dual-OPA source, e.g., pump-power imbalance or pump-phase offsets between the two OPAs.

Others are due to the time-division multiplexed scheme—omitted from our brief description

of the MIT-NU architecture—needed to compensate for the slowly-varying birefringence en-

countered in fiber propagation. The most fundamental error source, however, is the emission

of more than one pair of polarization-entangled photons, in conjunction with propagation

and fixed losses. Multiple-pair emissions may lead to loading events (both memory atoms

have absorbed photons) that do not leave the memories in the desired singlet state. This

error mechanism is the primary one we shall consider here, in this summary, although pump-

phase offsets will also be included.

For a single trial of the MIT-NU loading protocol, let Pherald denote the probability

that both memories are loaded, and let Psuccess denote the probability that these memories

have loaded the desired singlet state. Then, the fidelity associated with the entanglement

distribution can be defined as FE = Psuccess/Pherald . From the work of Yen and Shapiro
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[44], we can obtain

Psuccess =
N2 + ñ2[1 + cos(θ1 − θ2)]

[(1 + n̄)2 − ñ2]4
, (3.1)

and

FE =
N2 + ñ2[1 + cos(θ1 − θ2)]

4N2 + 2ñ2
, (3.2)

where

N = n̄(1 + n̄) − ñ2, n̄ = I− − I+, and ñ = I− + I+, (3.3)

with

I± =
ηfγγc

ΓΓc

|G|
(1 ± |G|)(1 ± |G| + Γc/Γ)

. (3.4)

In these expressions: the {θi} are the pump-phase offsets for the two OPAs; |G|2 is the

normalized OPA pump gain (|G|2 = 1 at oscillation threshold); Γ and γ are the OPA

cavity’s linewidth and its output coupling rate; Γc and γc are the memory cavity’s linewidth

and its input coupling rate; and ηf is the transmissivity of the L0-km-long source-to-memory

fiber propagation path.

The processing stage of the MIT-NU teleportation protocol is done via optically off-

resonant Raman transitions (ORTs) and sequential fluorescence detection; for details see

[45]. The MIT-NU architecture is capable of performing a full BSM on the joint Alice-

Charlie system. The latter two share an optical cavity to hold their respective trapped

atoms. Via a series of ORT pulses the joint state of Alice and Charlie can be transferred

to Alice’s atom, and then, using a method of sequential elimination, she can perform a

full BSM. By sending the measurement results to Bob, he can retrieve Charlie’s state by

using at most two additional ORTs [45]. The performance analysis in [44] assumes all these

atomic transitions and measurements can be done free of error. In that circumstance, the

teleportation fidelity, FT , is as follows [44]

FT = [2 − 2a+ (1 − 4a)cos(θ1 − θ2)]/3 , (3.5)

where a = N2/(4N2 + 2ñ2). This teleportation fidelity measures how closely Bob’s state—

after the teleportation protocol is completed—will replicate Charlie’s qubit. In particular,

FT = B〈ψ|ρ̂B|ψ〉B, where |ψ〉B is the Bob’s desired final state, ρ̂B is Bob’s density operator

at the end of the protocol, and the overbar denotes averaging uniformly over the Bloch
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Figure 3-2: Entanglement and teleportation fidelities for the MIT-NU architecture versus
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sphere.

Figure 3-2 shows the entanglement and teleportation fidelities for the MIT-NU architec-

ture versus the total distance 2L0. It can be seen that under normal operating conditions,

as given by the parameters shown on the figure, the MIT-NU system achieves a high fidelity

both in teleportation and entanglement distribution, regardless of the distance separating

Alice and Bob. Throughput, however, which is the number of entangled pairs per second

that could be loaded if Alice and Bob each possessed lattices of trapped atoms, is not inde-

pendent of the distance that separates Alice and Bob [44]. We note from Fig. 3-2, that FT

is a little bit higher than FE . This is because even when we have not loaded the cavities

with the singlet state, there is still a nonzero chance of getting the right state back at the

end of the teleportation protocol.

3.2 MIT-NU loading problem

The cold-cavity approach used in the previous section might suffice for determining the de-

teriorating effect of multiple-pair emission. It, however, cannot help us determine the actual

atomic and optical parameters that we must employ to successfully load the memories. As we

realized in the previous chapter, two of these parameters are of practical importance: source

bandwidth and atom-light coupling rate, where the former affects the system throughput

while the latter determines the cavity length. This section is devoted to finding analyt-

ical results for the MIT-NU loading probability when we consider a double-Λ-level atom

in each memory. To this end, we make several simplifying assumptions. First, we replace
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the OPA devices in the entanglement source with simple spontaneous parametric downcon-

verters (SPDCs). This is actually how most realizations of this system work [19, 20], and,

except for their flux and their output bandwidths, SPDC systems have the same physical

characteristics as OPA sources. The second assumption is the biphoton approximation to

the SPDC output. The latter is mostly a vacuum state, plus a small biphoton component,

and a much smaller multi-pair contribution [30]. The vacuum term can be easily recognized

by our non-destructive loading verification technique, and can therefore be ignored. The

multi-pair case is of minor concern in the context of loading, because its degrading effect

has been accounted for in the previous analyses. So, in this section, we only consider the

case in which the type-II phase-matched SPDC output, operating at frequency degeneracy,

is a biphoton state in the following general form [46]

|ψ〉 =

∫

dωS

∫

dωIφ(ωS , ωI)|1ωS 〉S,⋄|1ωI 〉I,⋄̄, (3.6)

where
∫

dωS

∫

dωI |φ(ωS , ωI)|2 = 1, and ⋄ and ⋄̄ represent two orthogonal polarizations. For

the particular configuration in Fig. 3-1(b), the desired output state will then be

|ψout〉 =
1√
2

∫

dωS

∫

dωIφ(ωS , ωI)[|1ωS 〉S,↑|1ωI 〉I,• − |1ωS 〉S,•|1ωI 〉I,↑]

=
1√
2

∫

dωS

∫

dωIφ(ωS , ωI)[|1ωS 〉S,σ+ |1ωI 〉I,σ− − |1ωS 〉S,σ− |1ωI 〉I,σ+ ], (3.7)

where the last equality is due to the invariance of the singlet state with respect to the

polarization basis. Finally, we assume that there is no loss and no delay in the channel, and

therefore, the above state is the input state to the quantum memories.

Figure 3-3(a) shows a schematic of the MIT-NU loading problem with the above consid-

erations taken into account. Here, similar to the previous chapter, we assume that the signal

and idler photons are spatially matched to one of the cavity’s spatial modes. Their center

frequency, ω0, is also matched to the resonance frequency of this cavity mode. Depending

on their polarizations, they can drive one of the transitions |g〉 → |s〉 (for σ+-polarization)

and |g〉 → |r〉 (for σ−-polarization) with time-independent coupling rate gc and detuning

∆1. The second transition is facilitated by a z-polarized classical field, which induces a Rabi

frequency Ω with detuning ∆2. The goal of memory loading is to absorb the entangled

photons and store their coherence in the metastable levels of each memory, i.e., to end up in
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Figure 3-3: (a) Loading a pair of double-Λ atoms illuminated by a polarization-entangled
biphoton. This is a fair approximation to the MIT-NU loading problem. (b) Breaking the
loading problem in part (a) into two simpler loading problems for a pair of Λ-level atoms,
now, each illuminated by a biphoton state.
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Figure 3-4: A cold-cavity model for the systems shown in Fig. 3-3(b) using the adiabatic-
passage loading mechanism. Here, we have assumed that the only levels that can be popu-
lated are the dark states in each memory, which in this figure correspond to the cavity mode
operators b̂S and b̂I . Each cavity has a time-dependent decay rate governed by the Rabi
frequency associated with the control field.

the state |e+〉S |e−〉I − |e−〉S |e+〉I , where the subscript S/I refers to the atom that is driven

by the signal/idler photon.

The above problem can be reduced to the two simpler problems shown in Fig. 3-3(b)

by using the linearity in the input superposition state. This is the same technique that

we used in Section 2.4 to reduce a V -level atom to a pair of two-level atoms. Now that

our problem has reduced to the loading problem for two Λ-level atoms, we can employ

the adiabatic and non-adiabatic loading mechanisms introduced in Section 2.3 to solve the

MIT-NU loading problem. The following two subsections provide analytical results for the

loading probability associated with either of the systems shown in Fig. 3-3(b), which can be

directly applied to the case shown in Fig. 3-3(a), or equivalently, to our approximation to

the MIT-NU loading problem. Because the two subsystems in Fig. 3-3(b) have essentially

the same loading behavior—independent of the polarization of the incoming photons—we

simplify our notation in the forthcoming sections by omitting the polarization information.

3.2.1 MIT-NU adiabatic loading

In this section, we assume that all the conditions required for adiabatic passage are satisfied

so that we can neglect the probability of populating the bright state. In this case, as we

showed in Section 2.3.1, each quantum memory can be modeled by a cold cavity with a

time-dependent coupling rate κ cos2 θ(t), where cos θ(t) = Ω(t)/
√

g2
c + Ω2(t). Then, our

loading problem reduces to the case of two empty cavities illuminated by a biphoton state,

schematically shown in Fig. 3-4. The driving state in this case is as follows

|ψ0〉 =

∫

dωS

∫

dωIφ(ωS , ωI)|1ωS 〉S |1ωI 〉I , (3.8)
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where
∫

dωS

∫

dωI |φ(ωS , ωI)|2 = 1, and the subscripts S and I refer to the two independent

reservoirs that interact with our memory cells. The above state is a superposition of its

infinitesimal two-photon elements φ(ωS , ωI)|1ωS 〉S |1ωI 〉IdωSdωI . As was noted in the previ-

ous chapter, the governing Schrödinger equations that model the evolution of the reservoirs

and cavities are linear, hence the system behaves linearly in response to its initial state.

In particular, if we denote the probability amplitude of having one excitation in the sig-

nal cavity and one excitation in the idler cavity, both at time t, by βcc(t), then we have

βcc(t) =
∫

dωS

∫

dωIβωS ,ωI (t), where βωS ,ωI (t) is the probability amplitude for having one

excitation in each cavity associated with the input state φ(ωS , ωI)|1ωS 〉S |1ωI 〉I . This input

state is a product state of two single photons each illuminating a separate cavity. As a

result, we have reduced the two-photon loading problem of Fig. 3-4 to two single-photon

single-cavity loading problems of the type studied in Section 2.1. In particular, from (2.10),

we obtain

e2iω0tβωS ,ωI (t)dωSdωI = −κ
π

∫ t

0
dτ

∫ t

0
dτ ′ cos θ(τ) cos θ(τ ′)e−2K(t)+K(τ)+K(τ ′)

×φ(ωS , ωI)dωSdωIe
−i(ωS−ω0)τe−i(ωI−ω0)τ ′

. (3.9)

The loading probability is then calculated as follows:

Ploading(t) ≡ |βcc(t)|2

=

∣

∣

∣

∣

∫

dωS

∫

dωIβωS ,ωI (t)

∣

∣

∣

∣

2

=

∣

∣

∣

∣

κ

π

∫ t

0
dτ

∫ t

0
dτ ′ cos θ(τ) cos θ(τ ′)e−2K(t)+K(τ)+K(τ ′)Φb(τ, τ

′)

∣

∣

∣

∣

2

, (3.10)

where Φb(τ, τ
′) =

∫

dωS

∫

dωIe
−i(ωS−ω0)τe−i(ωI−ω0)τ ′

φ(ωS , ωI).

Similar to what we found in the single-atom case for Ω(t), as given by (2.48), cos θ(t)

is independent of gc, and therefore, our cold-cavity model for adiabatic passage, so long as

it prevails, does not reveal any information about the required value of gc. We can again

employ a numerical approach to finding the loading probability. This time, however, the

number of equations that model the system evolution is much larger than in the single-

atom case, which makes their numerical evaluation much more challenging. In the following

subsection, we will provide analytical results for the loading probability in the case of a time-
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Figure 3-5: A two-level-atom model for the systems shown in Fig. 3-3(b). Here, we have
assumed that the Rabi frequency Ω is a constant and we have adiabatically eliminated the
upper state in the Λ-level atoms. The effective coupling rate is g = gcΩ/∆1. The effective
detuning ∆ can be made zero by a proper choice of other parameters, as described in Fig. 2-8.

independent Ω, and we will demonstrate how the loading probability changes as a function

of system parameters.

3.2.2 MIT-NU non-adiabatic loading

As we showed in Section 2.3.2, for a time-independent Ω, each Λ-level atom can be approx-

imated by a two-level atom with an effective coupling rate g = gcΩ/∆1 and a detuning ∆

that can be made zero by a proper choice of parameters. This reduces the loading problem

in Fig. 3-3(b) to the one shown in Fig. 3-5, in which a pair of trapped two-level atoms are

illuminated by a biphoton state |ψ0〉 as given by (3.8). Here, the loading event corresponds

to populating both atomic excited states, i.e., to ending up in the state |e〉S |e〉I .
To analyze this loading problem, we can again use the superposition trick that we used

in the previous subsection to find βee(t), the slowly-varying probability amplitude at time t

associated with |e〉S |e〉I . Denoting the slowly-varying probability amplitude at time t asso-

ciated with |e〉S |e〉I in response to the two-photon state φ(ωS , ωI)|1ωS 〉S |1ωI 〉I by βωS ,ωI (t),

we have

βee(t) =

∫

dωS

∫

dωIβωS ,ωI (t), (3.11)

where, from (2.29),

βωS ,ωI (t)dωSdωI =
κg2

πξ2

∫ t

0
dτ

∫ t

0
dτ ′dωSdωIφ(ωS , ωI)e

−i(ωS−ω0)τe−i(ωI−ω0)τ ′

×(e−κ+(t−τ) − e−κ−(t−τ))(e−κ+(t−τ ′) − e−κ−(t−τ ′)). (3.12)

The above equation results in the following expression for the time-dependent probability
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amplitude for being in the state |e〉S |e〉I :

βee(t) =
κg2

πξ2

∫ t

0
dτ

∫ t

0
dτ ′Φb(τ, τ

′)(e−κ+(t−τ) − e−κ−(t−τ))(e−κ+(t−τ ′) − e−κ−(t−τ ′)). (3.13)

Note that in the above integral only the symmetric part of the pulse shape, [Φb(τ, τ
′) +

Φb(τ
′, τ)]/2, results in a nonzero value for βee(t). Also, it has been implicitly assumed that

the pulse shape Φb(τ, τ
′) is nonzero only for τ, τ ′ > 0, otherwise we have to change the lower

limits of the above double integral.

3.2.3 Numerical results

In this section, we present some numerical results for the performance of MIT-NU non-

adiabatic loading mechanism. Our goal is to find the dependence of the loading probability

on the bandwidth of the input pulse shape as well as on the atom-light coupling rate. This

loading probability is given by |βee(t)|2 as obtained in (3.13). The input pulse shape that

we consider here corresponds to the output of an SPDC, which is given by [46]

φ(ωS , ωI) = Aφ+(ωS , ωI)φ−(ωS , ωI). (3.14)

In this expression, A is a normalization factor, and

φ+(ωS , ωI) =

√
ωSωI

nS(ωS)nI(ωI)
φP (ωS + ωI)

∼= ω0

nS(ω0)nI(ω0)
φP (ωS + ωI), (3.15)

where nS/I is the downconversion crystal’s refractive index for the signal/idler beam and

φP (ω) is the pump spectral pulse shape. The other term in (3.14) is the phase-matching

function,

φ−(ωS , ωI) =
sin[∆k(ωS , ωI)L/2]

∆k(ωS , ωI)/2
, (3.16)

where L is the crystal length, and ∆k(ωS , ωI) ≡ kP (ωS + ωI) − kS(ωS) − kI(ωI), with

kS/I/P being the wave number of the signal/idler/pump beam. We assume that the crystal

is phase matched at degeneracy, i.e., kP (2ω0) = kS(ω0) + kI(ω0), and that it also satisfies

the extended phase-matching condition, k′P (2ω0) − k′S(ω0) = k′I(ω0) − k′P (2ω0) ≡ δk, where

k′X(ω), X = S, I, P , is the derivative of kX with respect to ω. We then get the following
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Figure 3-6: (a) MIT-NU loading probability for different values of g/κ at κT = κT0 = 2.
The maximum probability in each graph is a function of g/κ, which implies the existence
of an optimum value for g/κ. (b) MIT-NU loading probability for different values of κT0 at
g/κ = 1 and κT = 2. In all graphs, we have used a secant hyperbolic pulse shape for the
pump beam with γ′ = 0.

linear approximation to ∆k(ωS , ωI), for δω ≡ ωS − ω0 and δω′ ≡ ωI − ω0:

∆k(ωS , ωI) = ∆k(ω0 + δω, ω0 + δω′)

= kP (2ω0 + δω + δω′) − kS(ω0 + δω) − kI(ω0 + δω′)

∼= kP (2ω0) + (δω + δω′)k′P (2ω0) − kS(ω0) − δωk′S(ω0) − kI(ω0) − δω′k′I(ω0)

= (δω − δω′)δk = (ωS − ωI)δk. (3.17)

Consequently, φ±(ωS , ωI) is only a function of the sum/difference frequency ωS±ωI . Denot-

ing φ±(ωS , ωI) by φ±(ωS ± ωI), the temporal baseband pulse shape needed for our loading

probability calculation is therefore

Φb(t, u) = A

∫

dδω

∫

dδω′φ+(δω + δω′ + 2ω0)φ−(δω − δω′)e−iδωte−iδω′u

=
A′

2
Φb

(

t+ u

2

)

Φ−

(

t− u

2

)

, (3.18)

where A′ = Aω0/[nS(ω0)nI(ω0)], Φb(t) ≡ e2iω0t
∫

dωφP (ω)e−iωt is the baseband pump pulse

shape, and Φ−(t) ≡
∫

dωφ−(ω)e−iωt = (2π/δk)[u(t+ T0/2) − u(t− T0/2)], for T0 = δk L.

Figure 3-6 shows the loading probability for the architecture in Fig. 3-5 using a secant

hyperbolic pulse shape1 Φb(t) =
√

2/T sech[4(t − T0 − 2T )/T ]. We have shifted the pump

1As we noticed in Fig. 2-5, the choice of pulse shape has a minor effect on the loading probability so long
as different pulse shapes have similar bandwidths.
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Figure 3-7: (a) The optimum value of g/κ versus κT and κT0 for the MIT-NU non-adiabatic
loading problem. (b) The corresponding maximum loading probability at (g/κ)opt. In all
graphs, we have used a secant hyperbolic pulse shape for the pump beam with γ′ = 0.

pulse shape by 2T + T0 so that, effectively, Φb(t, u) = 0 for t < 0 or u < 0. Now, in

addition to its dependence on g/κ and κT , the loading probability also depends on κT0,

which represents the bandwidth of our downconversion process. In Fig. 3-6(a), we have

plotted the loading probability for different values of g/κ for fixed values of κT and κT0 at

γ′ = 0. Similar to what we found in the single-atom case, this figure shows that there exists

an optimum value of g/κ whose corresponding peak loading probability is maximum. Hence,

if we turn the control field off at this particular time, the chance of finding both atoms in

their excited states is maximum. Figure 3-6(b) shows the same property from a different

perspective. It plots the loading probability with κT and g/κ fixed for several values of

κT0. Here, we see that there is an optimum value of κT0 for which the loading probability

is maximum.

Figure 3-7 shows the optimum value of g/κ and its corresponding loading probability as

a function of κT and κT0 at γ′ = 0. From Fig. 3-7(a), we observe that higher values of κT or

κT0, lead to lower values of g/κ. This is another manifestation of the trade-off between the

input pulse bandwidth and the required coupling rate. The lower the bandwidth is the lower

the optimum coupling rate will be. Note that this regime of operation is not applicable to the

adiabatic-passage approach on the two-photon resonance, in which the higher the coupling

rate is the higher the loading probability will be; see Fig. 2-9. As a result, the non-adiabatic

loading mechanism has an advantage in that it allows us to use larger cavities with higher

input bandwidth. The price is, however, in the value of loading probability that can be

achieved, which as shown in Fig. 3-7(b), is typically on the order of 70%–80%—rather than
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100%. From this figure, we achieve higher loading probabilities for κT0, κT ≥ 2, where the

cavity linewidth is wider than the bandwidths associated with the input pulse.

The initial plan for the MIT-NU architecture calls for cavities with κ ≈ 5 MHz and

gc ≈ 10 MHz. That leaves a lot of room for choosing Ω and ∆1 to operate at the optimum

coupling rate g = gcΩ/∆1. On the other hand, in order to have a high-throughput system

it is required to have optical sources with narrow bandwidths comparable to κ. This can be

achieved with the recent progress in building cavity-enhanced SPDCs [47]. Overall, although

the loading probabilities that we have obtained in this chapter are under somewhat idealized

conditions, their values are high enough to make the 5 dB fixed loss used in Fig. 3-2, not an

unduly optimistic, but a conceivably conservative assumption.
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Chapter 4

Quantum Communication with

Atomic Ensembles

As we mentioned earlier in Chapter 1, a key challenge of trapped-atom quantum memories

is the loading problem, which is due to the weak coupling between a single atom and a single

photon. On the photon’s side, this interaction can be enhanced by confining the photon’s

energy in the small volume of an optical cavity. On the atom’s side, this coupling can be

enhanced by employing a many-atom system, i.e., an atomic ensemble. In the last two

chapters, we considered quantum communication systems that employed trapped atoms in

optical cavities as quantum memories. In this chapter, we switch gears and describe one of

the systems that uses atomic ensembles as quantum memories and study its mechanism for

entanglement distribution, as well as its repeater and teleportation schemes. This system,

first proposed by Duan, Lukin, Cirac, and Zoller (termed DLCZ, hereafter) [29], uses the

from-the-memory configuration in Fig. 1-4 to accomplish entanglement distribution. It is

based on weak coherent pumping of a Raman transition in each ensemble followed by path-

erasing photodetection. More specifically, collective excitation of an ensemble will radiate

a single photon in a well-defined spatial mode. The output modes from the two ensembles

are then routed to a common location, e.g., via optical fiber, combined on a 50/50 beam

splitter, and detected by a pair of single-photon counters. Because the ensembles are coher-

ently pumped, because the probability that both will emit Raman photons will be very low

compared to the single-ensemble emission probability, and because the beam splitter com-

bining erases any which-way information, observation of a photocount on one—and only
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one—detector heralds the entanglement of the two ensembles.

In the following sections we provide a detailed performance analysis for the DLCZ system,

and compare it to that of the MIT-NU architecture. We consider the fundamental limitation

on the entanglement-distribution performance—throughput and fidelity— that exists for

both the DLCZ and MIT-NU architectures: multi-excitation Gaussian input states. For the

DLCZ architecture, the input states in question are the joint state of each atomic ensemble

and its Stokes-light output. For the MIT-NU architecture, the entangled-Gaussian input

states are those for the signal and idler beams of its dual optical parametric amplifier photon

source. We also examine the fidelity achieved by the DLCZ teleportation and repeater

protocols, under the assumption that successful entanglement distribution has occurred.

These results, which are original to this thesis, constitute the first complete performance

analysis of the DLCZ system.

4.1 DLCZ entanglement distribution

The DLCZ protocol for entangling two nonlocal atomic ensembles is shown schematically

in Fig. 4-1(a). The two ensembles—each consisting of Na identical atoms with Λ-level

configurations, as shown in Fig. 4-1(b)—are coherently pumped using a weak, off-resonant

laser such that the probability of occurrence of a Raman transition from the ground level

|g〉 to the metastable level |s〉, is very low. Because each atom in the left (L) or right (R)

ensemble is equally likely to undergo a Raman transition, the resulting Raman photon is

matched to the symmetric collective atomic mode represented by the operator

ŜA =
1√
Na

Na
∑

n=1

|g〉An An
〈s|, (4.1)

where the sum is over the atoms in ensemble A, for A ∈ {L,R}. The forward-scattered

Stokes light from such a Raman transition in each ensemble is routed over an L0-km-long

path to the midpoint between the locations of the two ensembles. There, the outputs from

these optical channels are combined on a 50/50 beam splitter (BS) prior to measurement

by a pair of single-photon detectors, D1 and D2, whose dark-count rates will be assumed

to be negligible. Assume that the setups for the generation, distribution, and detection of

Raman photons are completely symmetric. Furthermore, suppose that only one ensemble
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Figure 4-1: (a) DLCZ architecture for entanglement distribution. A coherent laser source,
located at the midpoint between two atomic ensembles, induces Raman transitions in these
ensembles. Occurrence of a single click on one—and only one—detector heralds the pro-
tocol’s success, i.e., the atomic ensembles are then expected to be entangled. (b) Λ-level
structure for the atoms in the ensembles: Ω is the Rabi frequency associated with the off-
resonant (detuning ∆) pumping of the |g〉 → |e〉 transition; and gc is the coupling coefficient
for the |e〉 → |s〉 transition.

undergoes a Raman transition, and this transition is detected by detector Dj registering

a count. Then, because the pumping is coherent and the beam splitter erases which-path

information the two ensembles will be left in the entangled state

|ψj〉 ≡ (|0〉L|1〉R + (−1)j |1〉L|0〉R)/
√

2, for j = 1, 2, (4.2)

where

|0〉A ≡
Na
⊗

n=1

|g〉An and |1〉A ≡ S†
A|0〉A for A = L,R, (4.3)

are the atomic ground state and symmetric collective excited state of ensemble A.

There are a variety of ways by which DLCZ entanglement distribution can err. First,

there is the possibility that more than one Raman transition has occurred, e.g. two tran-

sitions in one ensemble or one transition in each. A single detector click might still occur

in this case. For example, all but one of these multiple Raman photons might be lost

en route to the detection setup, or all but one might fail to be detected because of sub-

unity detector quantum efficiency. Alternatively, if the single photon detectors in Fig. 4-

1(a) are Geiger-mode avalanche photodiodes (APDs)—which are incapable of distinguishing

multiple-photon pulses from single-photon pulses—then the clicking of one and only one of

the two detectors would not guarantee that only one Raman photon had been seen. In all

of these circumstances the DLCZ protocol would announce that the ensembles were now

entangled, according to (4.2), when in fact the joint state of these two ensembles would not
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be given by this expression. Hence any reliance on (4.2), say for the performance of qubit

teleportation, would be unwarranted.

Another reason that the DLCZ ensembles might not be left in one of the maximally

entangled states from (4.2) is due to asymmetries in the system. For example, an imbalance

between the total loss seen by each Raman photon and/or different pump power at each

ensemble will strengthen the |1〉L|0〉R component of (4.2) relative to its |0〉L|1〉R component

or vice versa. Phase mismatch, arising from different pump phases and/or unequal accumu-

lated phases en route to the detectors, can also severely degrade the fidelity of entanglement

distribution. We will assume that any systematic (deterministic) phase mismatch has been

compensated by means of additional phase shifters, but we will include a random phase

offset to account for possible errors in this process.

Other error mechanisms for DLCZ entanglement distribution include detector dark

counts, which can masquerade as Raman photon detections, and the spatial-mode mis-

match, which arises in a 3D treatment of the atomic ensembles [48]. The dark-count rates of

silicon Geiger-mode APDs are sufficiently low, at wavelengths of interest for several atomic

species, that we shall neglect dark counts in our analysis. Moreover, we neglect the sub-

tleties that arise in a 3D treatment of the problem by assuming a pencil-shaped ensemble

with almost unity Fresnel number (ensemble cross-sectional area divided by the product of

its length and the pump-laser’s wavelength) [49]. We also neglect the effects of spontaneous

emission, whose significance is reduced by the off-resonant pumping and the signal-to-noise

ratio enhancement afforded by the collective atomic behavior [29]. Finally, we assume that

the coherence time of the ensembles is long enough to allow for a few runs of each protocol

in a long-distance scenario [50, 51].

In what follows, we will derive the performance of DLCZ entanglement distribution

when it is limited by the possibility of multiple Raman-transition events. We start from

the Gaussian entangled-state characterization of the atomic ensembles and their associated

Stokes light, allowing for pump phase/amplitude errors. The Stokes light is then propa-

gated through to the detection system, considering propagation losses as well as sub-unity

quantum efficiencies. The resulting transformed Gaussian state is then used to evaluate the

fidelity and throughput of the DLCZ protocol when we employ either non-resolving photon

detectors (NRPDs), i.e., detectors that are incapable of distinguishing single-photon from

multiple-photon events, or photon-number resolving detectors (PNRDs) that can draw such
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distinctions.

4.1.1 Atomic-photonic initial joint state

Neglecting spontaneous emission, the joint state of a Λ-level atomic ensemble—held within a

ring cavity of decay rate κ and pumped for t∆ sec at Rabi frequency Ω and detuning ∆—and

its associated Stokes light is the entangled (two-mode squeezed) state [29]:

|ψ〉 =
1

cosh r

Na
∑

n=0

(Ŝ†
aâ

†
p eiθ tanh r)n |0a〉 |0p〉

n!
. (4.4)

In (4.4), Ŝa and âp are the annihilation operators for the symmetric collective atomic mode

and the effective mode for the Stokes light, respectively, θ is the pump-phase offset, and

cosh r = exp(2Na |Ωgc|2 t∆/∆2κ), (4.5)

specifies the squeeze parameter, r, for this state. Our calculations below will rely on an

equivalent specification for this joint state, i.e., its antinormally-ordered characteristic func-

tion [52]:

χνµ
A (ζa, ζp) ≡

〈

D̂A(Ŝa, ζa)D̂A(âp, ζp)
〉

= exp
[

− |µ|2 (|ζa|2 + |ζp|2) − 2Re(µνζ∗aζ
∗
p)

]

, (4.6)

where ν = − sinh r exp(iθ), µ = cosh r, and D̂A(â, ζ) ≡ e−ζ∗âeζâ†
is the antinormally-ordered

displacement operator. Because χνµ
A is a Gaussian form, we say that |ψ〉 is a Gaussian state.

Using (4.6), we have that the joint state, ρ̂in, of the two atomic ensembles and their

Stokes light at the optical channel inputs in Fig. 4-1(a) has the following antinormally-

ordered characteristic function:

χρ̂in
A (ζL

a , ζ
R
a , ζ

L
p , ζ

R
p ) = χνLµL

A (ζL
a , ζ

L
p )χνRµR

A (ζR
a , ζ

R
p ), (4.7)

where νA/µA =
√
pcA exp(iθA) and A ∈ {L,R}. Here, θL and θR model the phase offsets

for the left and right ensembles, respectively. They include the pump-phase jitter as well as

the residual phase shifts accumulated by the Stokes photons along the optical channel. We

will ultimately treat these phase shifts as zero-mean random variables by assuming that a
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Figure 4-2: Notional model for the optical channels shown in Fig. 4-1(a). Fictitious beam
splitters are used to account for the loss of Raman photons and the quantum noise introduced
by propagation from the atomic ensembles to the 50/50 beam splitter in Fig. 4-1(a), and by
the sub-unity quantum efficiencies of the detectors appearing in that figure. The detectors
in Fig. 4-2 have unity quantum efficiencies.

phase-compensating mechanism is being employed. For now, however, we will regard them as

known constants for a single round of entanglement distribution. From (4.4), the probability

of exciting a single Raman transition in ensemble A is pcA(1− pcA), which becomes pcA ≪ 1

under weak pumping conditions.

4.1.2 Optical channel output

Figure 4-2 depicts our model for the optical channels shown in Fig. 4-1(a). Here, propagation

losses between the atomic ensembles and the 50/50 coupling beam splitter from Fig. 4-

1(a) are represented by fictitious beam splitters whose free input ports inject vacuum-state

quantum noise. Additional fictitious beam splitters are placed after the 50/50 coupling

beam splitter—again with vacuum-state quantum noise injected through their free input

ports—to account for the sub-unity quantum efficiencies of the detectors shown in Fig. 4-

1(a). Thus, detectors D1 and D2 in Fig. 4-2 are taken to have unity quantum efficiencies.

The transmissivity, vacuum field, and output field associated with each beam splitter have

been shown in the figure. We assume that any phase offsets accumulated in propagation for

the left and right arms have been incorporated into θL and θR in (4.7). The optical channel

consists of linear optical elements for which we can write input-output operator relations.

Doing that, we then have that the annihilation operators for the fields reaching the Fig. 4-2

detectors are [53]

65



â1 =

√

η1

2
(
√
ηRâR +

√

1 − ηRâVR
)

−
√

η1

2
(
√
ηLâL +

√

1 − ηLâVL
) +

√

1 − η1âV1 (4.8a)

â2 =

√

η2

2
(
√
ηRâR +

√

1 − ηRâVR
)

+

√

η2

2
(
√
ηLâL +

√

1 − ηLâVL
) +

√

1 − η2âV2 , (4.8b)

where âVL,R
and âV1,2 are in their vacuum states, and âL and âR are, respectively, the asso-

ciated field operators for the Raman photons originating from the left and right ensembles.

These linear transformations preserve the Gaussian-state nature of their inputs. In partic-

ular, using (4.8), we have that the joint state, ρ̂out, of the two atomic ensembles and their

Stokes light arriving at the Fig. 4-2 detectors has an antinormally-ordered characteristic

function given by

χρ̂out

A (ζL
a , ζ

R
a , ζp1, ζp2) ≡

〈

D̂A(ŜL, ζ
L
a )D̂A(ŜR, ζ

R
a )D̂A(â1, ζp1)D̂A(â2, ζp2)

〉

= χρ̂in
A (ζL

a , ζ
R
a ,

√
ηLζ

−
p ,

√
ηRζ

+
p )

× exp
[

−(1 − η1) |ζp1|2 − (1 − η2) |ζp2|2
]

× exp
[

−(1 − ηL)
∣

∣ζ−p
∣

∣

2 − (1 − ηR)
∣

∣ζ+
p

∣

∣

2
]

, (4.9)

where

ζ±p =

√

η2

2
ζp2 ±

√

η1

2
ζp1 . (4.10)

Then, by employing (4.6) and (4.7) in (4.9), we get

χρ̂out

A (ζL
a , ζ

R
a , ζp1, ζp2) = exp

[

−αL

2

∣

∣ζL
a

∣

∣

2 − βL

2

∣

∣ζ−p
∣

∣

2

−γLRe{eiθLζL
a
∗
ζ−p

∗} − δRe{ζ+
p ζ

−
p
∗}

−γRRe{eiθRζR
a
∗
ζ+
p
∗} − αR

2

∣

∣ζR
a

∣

∣

2 − βR

2

∣

∣ζ+
p

∣

∣

2
]

, (4.11)
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where

αA = 2|µA|2 = 2/(1 − pcA) , (4.12a)

βA = ηApcAαA + (η1 + η2)/(η1η2) , (4.12b)

γA =
√
ηApcAαA , (4.12c)

δ = (η1 − η2)/(η1η2) , (4.12d)

for A = L,R. Therefore, we can think of the complex vector [ζL
a , ζ

−
p , ζ

+
p , ζ

R
a ] as a zero-

mean Gaussian random vector whose covariance matrix can be determined from (4.11),

see Appendix B for details. In our subsequent analysis we will use this fact to evaluate

probabilities of interest via Gaussian moment relations.

The output density operator can be written in terms of its respective antinormally-

ordered characteristic function via the following operator-valued inverse Fourier transform

relation:

ρ̂out =

∫

d2ζL
a

π

∫

d2ζR
a

π
D̂N (ŜL, ζ

L
a )D̂N (ŜR, ζ

R
a )

×
∫

d2ζp1

π

∫

d2ζp2

π
χρ̂out

A (ζL
a , ζ

R
a , ζp1, ζp2)D̂N (â1, ζp1)D̂N (â2, ζp2) , (4.13)

where D̂N (â, ζ) ≡ e−ζâ†
eζ

∗â is the normally-ordered displacement operator, and
∫

d2ζ ≡
∫ ∫

dζrdζi, where ζr and ζi are, respectively, the real and imaginary parts of ζ. We use this

convention throughout the paper.

4.1.3 Measurement modules

The occurrence of a detection click on one, and only one, of the photodetectors D1 and

D2 is used to herald entanglement distribution in the DLCZ protocol. We shall consider

both non-resolving single-photon detectors (NRPDs), which are incapable of distinguishing

multiple-photon pulses from single-photon pulses, as well as photon-number resolving de-

tectors (PNRDs), which are capable of making such distinctions. The latter, which were

not considered in the original DLCZ protocol, allow suppression of error events that were

undetectable with NRPDs, i.e., the PNRD version of the entanglement-distribution proto-

col heralds entanglement distribution when exactly one photon is detected by the {D1, D2}
pair.
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Let M̂1 and M̂2 be measurement projectors on the joint state space of the â1 and â2

modes that represent DLCZ heralding events in which detections occur on D1 and D2,

respectively. For example, M̂1, in the NRPD case, implies the detection of a single click

(one or more photons) on detector D1 and none on detector D2; in the PNRD case this

operator implies the detection of exactly one photon on D1 and none on D2. From these

descriptions we get the following explicit forms for M̂1 and M̂2:

M̂1 =











|1〉1 1〈1| ⊗ |0〉2 2〈0| , PNRD

(Î1 − |0〉1 1〈0|) ⊗ |0〉2 2〈0| , NRPD,

(4.14)

M̂2 =











|0〉1 1〈0| ⊗ |1〉2 2〈1| , PNRD

|0〉1 1〈0| ⊗ (Î2 − |0〉2 2〈0|), NRPD,

(4.15)

where Î1 and Î2 denote the identity operators for the â1 and â2 modes, respectively.

Suppose that the DLCZ protocol (with either NRPDs or PNRDs) has heralded entangle-

ment distribution, based on observing a click from Dj and no click from Di, where i, j = 1, 2

and i 6= j. The post-measurement joint density operator for the two atomic ensembles, ρ̂pmj
,

can be found by projecting with M̂j , tracing out the photonic variables, and renormalizing,

viz.

ρ̂pmj
=

tr1,2(ρ̂outM̂j)

Pj
, (4.16)

where

Pj = tr(ρ̂outM̂j) (4.17)

is the probability that the conditioning event M̂j has occurred. The total probability that

the DLCZ protocol heralds an entanglement distribution is then Pherald = P1 + P2. Note

that Pherald is not the probability that the atomic ensembles have been placed into the

entangled state |ψj〉 if M̂j has occurred. The success probability, Psuccess, for creating this

entanglement is

Psuccess = P1〈ψ1|ρ̂pm1
|ψ1〉 + P2〈ψ2|ρ̂pm2

|ψ2〉, (4.18)

i.e., the heralding probabilities, Pj , must be multiplied by their associated fidelities, Fj ≡
〈ψj |ρ̂pmj

|ψj〉, for successful entanglement distribution. These fidelities will be less than

unity, because of higher-order (multiple-photon) components in the input state ρ̂in.
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In the remainder of this section, we shall find the post-measurement states, {ρ̂pmj
}, the

heralding probabilities, {Pj}, and the fidelities of entanglement, {Fj}, for DLCZ entangle-

ment distribution. Both PNRD and NRPD systems will be considered.

Photon-number resolving detectors

It can be easily verified that for any single-mode annihilation operator a and complex variable

ζ, we have

〈0|D̂N (â, ζ)|0〉 = 1 and 〈1|D̂N (â, ζ)|1〉 = 1 − |ζ|2 . (4.19)

Using these results, together with (4.13) and (4.16) plus the PNRD cases from (4.14) and

(4.15), we get

ρ̂pmj
=

1

Pj

∫

d2ζL
a

π

∫

d2ζR
a

π
D̂N (ŜL, ζ

L
a )D̂N (ŜR, ζ

R
a )

×
∫

d2ζp1

π

∫

d2ζp2

π
χρ̂out

A (ζL
a , ζ

R
a , ζp1, ζp2)

(

1 − |ζpj |2
)

, (4.20)

whence, by means of (4.17) and the identity tr(D̂N (â, ζ)) = πδ(ζ),

Pj =

∫

d2ζp1

π

∫

d2ζp2

π
χρ̂out

A (0, 0, ζp1, ζp2)
(

1 − |ζpj |2
)

. (4.21)

The above integral can be evaluated from moments that are directly identifiable from the

Gaussian characteristic function in (4.11), and we obtain (see Appendix B for details)

Pj =
4

η1η2(βLβR − δ2)

(

1 − βL + βR − 2(−1)jδ

ηj(βLβR − δ2)

)

, for j = 1, 2. (4.22)

In the special case of a symmetric setup, in which ηL = ηR, η1 = η2, θL = θR, and

pcL = pcR ≡ pc, the preceding expression reduces to

Pj =
(1 − pc)

2ηspc

(ηspc + 1 − pc)3
, for j = 1, 2, (4.23)

where ηs = ηLη1 is the system efficiency. In this case P1 = P2 holds, owing to the symmetry

of the optical channels and the measurement modules. More generally, η1 = η2 implies

P1 = P2, because this condition suffices to make D1 and D2 photon detections equally

likely.
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Non-resolving photon detectors

Similar to the PNRD case, we start from

tr
[

D̂N (â, ζ) (I − |0〉 〈0|)
]

= πδ(ζ) − 1 (4.24)

along with (4.19), (4.13), (4.16) plus the NRPD cases from (4.14) and (4.15), and obtain

ρ̂pmj
=

1

Pj

∫

d2ζL
a

π

∫

d2ζR
a

π
D̂N (ŜL, ζ

L
a )D̂N (ŜR, ζ

R
a )

×
∫

d2ζp1

π

∫

d2ζp2

π
χρ̂out

A (ζL
a , ζ

R
a , ζp1, ζp2) (πδ(ζpj) − 1), (4.25)

where

Pj =

∫

d2ζp1

π

∫

d2ζp2

π
χρ̂out

A (0, 0, ζp1, ζp2) (πδ(ζpj) − 1)

=
4

ηi(βL + βR − 2(−1)jδ)
− 4

η1η2(βLβR − δ2)
, for i, j = 1, 2, i 6= j. (4.26)

For the symmetric setup, the above probability simplifies to

Pj =
(1 − pc)ηspc

(ηspc + 1 − pc)2
, for j = 1, 2. (4.27)

As was the case for PNRDs, η1 = η2 is again enough to ensure that P1 = P2. Comparison

of (4.23) and (4.27) reveals that Pj for the NRPD case is higher than Pj for the PNRD

case. This is to be expected, because the heralding events included in the latter probability

are a proper subset of those included in the former. None of the heralding probabilities

depends on the phase offset, because our measurement modules are only sensitive to the

photon number. The impact of phase offset will appear when we calculate the fidelity of

entanglement.
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4.1.4 Fidelity of DLCZ entanglement distribution

The DLCZ fidelities of entanglement realized with PNRD and NRPD systems are

Fj ≡ 〈ψj |ρ̂pmj
|ψj〉

=
1

Pj

∫

d2ζL
a

π

∫

d2ζR
a

π

(

1 −
∣

∣ζL
a + (−1)jζR

a

∣

∣

2
/2

)

×
∫

d2ζp1

π

∫

d2ζp2

π
χρ̂out

A (ζL
a , ζ

R
a , ζp1, ζp2)

(

1 − |ζpj |2
)

, (4.28)

for j = 1, 2 in the PNRD case, and

Fj =
1

Pj

∫

d2ζL
a

π

∫

d2ζR
a

π

(

1 −
∣

∣ζL
a + (−1)jζR

a

∣

∣

2
/2

)

×
∫

d2ζp1

π

∫

d2ζp2

π
χρ̂out

A (ζL
a , ζ

R
a , ζp1, ζp2) (πδ(ζpj) − 1) , (4.29)

for j = 1, 2 in the NRPD case, where we have used

〈ψj |D̂N (ŜL, ζ
L
a )D̂N (ŜR, ζ

R
a )|ψj〉 = 1 −

∣

∣ζL
a + (−1)jζR

a

∣

∣

2

2
. (4.30)

Both (4.28) and (4.29) can be evaluated via moment analysis from the Gaussian nature of

(4.11), yielding

Fj = [ηj(1 − pcL)(1 − pcR)/(4Pj)]

×(ηLpcL + ηRpcR + 2
√
ηLpcLηRpcR cos(θL − θR)), for j = 1, 2, (4.31)

where for each detection scheme we use its corresponding heralding probability Pj . Note that

FjPj is identical for both PNRD and NRPD systems. This can be qualitatively justified

as follows. Fj is the conditional probability of a successful entanglement creation given

that a heralding event has occurred. Hence, FjPj is the joint probability of successfully

loading the ensembles in state |ψj〉 and the occurrence of the M̂j event. This joint event

occurs when one—and only one—of the ensembles undergoes a single Raman transition to

produce exactly one photon, and this photon is detected by photodetector Dj . Photon-

number resolution is not required for detecting a single photon, therefore both PNRD and

NRPD systems have the same likelihood of a loading success. It follows that the success
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probability, Psuccess, is the same for the PNRD and NRPD systems, so in Appendix B we

will only present a derivation of (4.31) for the PNRD case.

The fidelity in (4.31) is independent of which detector has clicked, provided that the

detectors have the same efficiency, viz. η1 = η2. In this case, we have Psuccess = FEPherald,

where FE ≡ F1 = F2. (Here, the subscript E emphasizes that we are concerned with the

fidelity of entanglement.) This means that the lower heralding probability of the PNRD

system, relative to that of its NRPD counterpart, is exactly compensated by its higher

fidelity of entanglement.

It is interesting to compare the behavior of the NRPD and PNRD fidelities of entan-

glement as we vary key system parameters. For this purpose, it is easier to consider what

happens in the symmetric case, when everything is identical for both ensembles and their

corresponding Raman photons. We then have

Psuccess = 2ηspc(1 − pc)
2, symmetric setup (4.32)

and

FE,sym =











(ηspc + 1 − pc)
3, PNRD

(1 − pc)(ηspc + 1 − pc)
2, NRPD.

(4.33)

The success probability of a symmetric setup, given by (4.32), can also be obtained by the

following simple argument. A success occurs whenever one—and only one—of the ensembles

produces a Raman photon and this photon is detected. In (4.32), Psuccess is the product of

pc(1− pc) (the probability of one excitation) times 1− pc (the probability of no excitations)

times ηs/2 (the survival probability for one photon) times 4 (the number of possibilities, all

equiprobable, for emitting a single photon and getting a detector click).

From (4.33), we see that both the PNRD and NRPD FE expressions approach (1−pc)
3 ≃

1 − 3pc for pc ≪ 1 as the system efficiency ηs approaches zero; this limit is in accord with

preliminary results reported in the DLCZ paper [29]. In Fig. 4-3(a), we have plotted FE

versus ηs for the PNRD and NRPD systems. From this figure we see that the PNRD system

realizes perfect fidelity in the absence of loss (ηs = 1), whereas FE = 1 − pc for lossless

operation of the NRPD system. Figure 4-3(b) shows that the NRPD system is more sensitive

to excitation probability (pc) variations than is the PNRD system. For pc ≪ 1, both systems

approach perfect fidelity, but significant fidelity degradations occur for larger values of pc.
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Figure 4-3: Fidelity of entanglement, FE , versus (a) system efficiency, ηs, and (b) excitation
probability, pc, for DLCZ entanglement distribution. In both (a) and (b), we assume that
the system setup is symmetric.

Indeed, from (4.33), we find that the NRPD system has zero fidelity at pc = 1, whereas the

PNRD system achieves FE = η3
s . Overall, in a practical operating regime in which pc ≈ 0.01

and ηs ≈ 0.01− 0.1 prevail, the PNRD and NRPD systems have very similar entanglement-

distribution performance. This is important because NRPD technology is more advanced

than PNRD technology.

4.1.5 Asymmetric setup and state preparation

DLCZ entanglement distribution in an asymmetric configuration can be looked at in two

different, but interrelated, ways. The first, which is the approach we have taken in deriving

(4.31), is to quantify the asymmetry-induced fidelity loss with respect to the maximally-

entangled (singlet or triplet) states. Deviations from complete symmetry, however, will

make one path more probable than the other, and/or introduce relative phase terms. Hence,

the pure state for the two ensembles that is the best fit to their post-heralding joint density

operator is, in general, a partially-entangled state of the form dL|1〉L|0〉R+dR|0〉L|1〉R, where

dL and dR are functions of system parameters. This leads us to the second point of view,

i.e., finding the most-likely (maximum-fidelity) pure state for the asymmetric setup. The

answer to this question provides us with a prescription for preparing the two ensembles in

an arbitrary partially-entangled state. In Appendix B we show that the fidelity-maximizing
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state is

|ψj〉max =

√
ηLpcL√

ηLpcL + ηRpcR

|1〉L|0〉R + (−1)jei(θR−θL)

×
√
ηRpcR√

ηLpcL + ηRpcR

|0〉L|1〉R, for j = 1, 2, (4.34)

and the fidelity maximum that it achieves is

Fj,max ≡ max〈ψj |ρ̂pmj
|ψj〉max

=
ηj(1 − pcL)(1 − pcR)(ηLpcL + ηRpcR)

2Pj
, (4.35)

for j = 1, 2. This is an intuitive result. The joint probability that Dj clicks and that

this click heralds successful loading of the state |ψj〉max is PjFj,max, which is given by the

probability, pcL/R
(1 − pcL)(1 − pcR), of having exactly one excitation in only the left/right

ensemble times the probability, ηjηL/R/2, that the associated Raman photon is detected by

Dj .

A similar argument holds for the maximum-fidelity state in (4.34). Here, the ratio be-

tween the probability of being in state |1〉L|0〉R rather than in state |0〉L|1〉R is ηLpcL/(ηRpcR),

as expected. This ratio does not depend on the detector efficiencies, because the 50/50 beam

splitter gives Raman photons an equal chance to be directed to D1 or D2. On the other

hand, the coherence between states |1〉L|0〉R and |0〉L|1〉R is impacted by the phase offset

difference between the two ensembles, as accounted for by the term exp[i(θR − θL)].

Figure 4-4(a) plots the maximum fidelity versus ηL and ηR for the PNRD case. Here, we

assume all other parameters are the same for both ensembles. We see that the maximum

fidelity degrades in response to decreasing either ηL or ηR. Path loss affects fidelity in a

PNRD system when multiple-excitation events are possible because loss allows multiple-

photons events to masquerade as single-photon events, which can erroneously herald for

success. Therefore, when there is no path loss in a PNRD system its fidelity is unity.

The degradation in the fidelity of entanglement arising from path-loss asymmetry, from

(4.31), is shown in Fig. 4-4(b) to be increasingly severe as either ηL or ηR tends to zero. In

this extreme case, we have almost complete which-path information on a photon detection;

hence, noting that Fj = |〈ψj |ψj〉max|2Fj,max, the fidelity becomes approximately 1/2. The

asymptote is slightly less than 1/2, owing to multiple-excitation errors. Greater tolerance
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Figure 4-4: (a) Maximum fidelity, Fmax ≡ F1,max = F2,max, for a DLCZ system with asym-
metric path loss. In this case, the fidelity-maximizing state is partially entangled. (b) and
(c) Fidelity of entanglement (for a singlet/triplet state) versus left-path and right-path ef-
ficiencies, for DLCZ entanglement distribution. In all plots the only system asymmetry is
ηL 6= ηR, and pc = 0.01, η1 = η2 = 1 are assumed.
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for path-loss asymmetry occurs at high values of ηL and ηR, with asymmetry sometimes

increasing the fidelity. Figure 4-4(c) shows this effect in the vicinity of ηL = ηR = 0.7: for

ηR = 0.7 the peak fidelity occurs at ηL ≈ 0.78. This is due to the fact that the projection

|〈ψj |ψj〉max| is still very close to one for {ηL = 0.78, ηR = 0.7}, and that the value of Fj,max

evaluated at {ηL = 0.78, ηR = 0.7} is higher than its value for ηL = ηR = 0.7. On the other

hand, fidelity always decreases if we degrade the system efficiency in either path.

Now let us examine the effect of phase asymmetry in the absence of any other sources

of asymmetry. Equation (4.31) assumes that θL and θR are deterministic phase shifts.

Although systematic (deterministic) phase shifts may be present in a real system, it is

more important to study the effects of random phase errors. Presuming θL and θR to be

independent, identically distributed, zero-mean, Gaussian random variables with common

variance σ2
θ , we obtain

FE = FE,sym[1 + exp(−σ2
θ)]/2 , (4.36)

by averaging (4.31) over these phase-offset statistics. It follows that σ2
θ ≪ 1 is a necessary

condition for achieving high fidelity of entanglement in the DLCZ protocol.

4.2 MIT-NU versus DLCZ entanglement distribution

Using (4.32) and (4.33) for the DLCZ protocol, and (3.1) and (3.2) for the MIT-NU archi-

tecture, let us compare the behaviors of the fidelities and throughputs of entanglement for

these two systems. The latter, defined to be RPsuccess, where R is the rate at which either

protocol is run, presumes that there are arrays of atomic ensembles (for DLCZ entanglement

distribution) or trapped-atom quantum memories (for the MIT-NU architecture) that are

loaded in succession. In Fig. 4-5(a) we have plotted the fidelities of entanglement versus

the total distance 2L0 (in km) between the two atomic ensembles (DLCZ) or the two quan-

tum memories (MIT-NU), and in Fig. 4-5(b) we have plotted the associated throughputs.

The DLCZ curves assume the following parameter values: zero phase offsets; pc = 0.01

excitation probability; ηL = ηR corresponding to 0.2 dB/km fiber loss; η1 = η2 = 0.5, and

R = 500 kHz. The MIT-NU curves assume: zero pump-phase offsets; |G|2 = 0.01; ηf corre-

sponding to 0.2 dB/km fiber loss; γγc/ΓΓc = 10−0.5 (5 dB fixed loss per source-to-memory

path); Γc/Γ = 0.5; and R = 500 kHz. [Note that pc = 0.01 for the DLCZ protocol is an

equivalent source rate to |G|2 = 0.01 for the MIT-NU architecture.]
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Figure 4-5: Performance comparison of the MIT-NU and DLCZ entanglement-distribution
architectures. (a) Fidelity of entanglement versus total distance between quantum memo-
ries in km. (b) Throughput (entangled pairs/sec) versus total distance between quantum
memories in km. The parameter values assumed in these plots are given in the text.

Figure 4-5(a) shows that the DLCZ protocol has a slight advantage in fidelity of en-

tanglement as compared to the MIT-NU architecture. This advantage, however, may well

disappear due to random phase offsets. In particular, if we let θ1 and θ2, in the MIT-NU

architecture, be independent, identically-distributed, zero-mean Gaussian random variables

with common variance σ2
θ , then averaged over this randomness the fidelity of entanglement

from (3.2) reduces to

FE =
N2 + ñ2[1 + exp(−σ2

θ)]

4N2 + 2ñ2
, (4.37)

which should be compared with (4.36). Superficially, it would seem that both the DLCZ

and MIT-NU systems suffer similar phase-offset degradations. However, the MIT-NU ar-

chitecture needs to stabilize the pump phases for two co-located OPAs, whereas the DLCZ

protocol must stabilize the phases at a pair of atomic ensembles that are separated by a

long distance (2L0). The latter task will surely be far more difficult than the former.

Figure 4-5(b) shows that the DLCZ protocol has better throughput-versus-distance scal-

ing than does the MIT-NU architecture. This behavior has a simple physical explanation.

The DLCZ protocol relies on one Raman photon successfully traversing a distance L0 and

being detected, whereas the MIT-NU architecture requires two photons—a signal photon

and an idler photon—to successfully traverse a distance L0 and be stored. It should be

noted, however, that all applications of the DLCZ scheme require two pairs of entangled

ensembles [29]. That reduces the effective throughput of the system by a multiplicative

factor of 1/2.
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photons at a 50/50 beam splitter. Observing one—and only one—photon at one of detectors
heralds protocol success, viz. L1 and R2 are now entangled. (b) Notional model for the
measurement modules in (a): beam splitters with vacuum-state quantum noise injected
through their free input ports account for all loss and inefficiency effects; the single-photon
detectors are assumed to have unity quantum efficiencies.

4.3 Quantum communication with atomic ensembles

In this section, we study some quantum communication applications of entangled atomic en-

sembles, as proposed in [29]. Given that the prescription described in Sec. 4.1 provides high

fidelity of entanglement ensembles, we will assume that ideal, maximum entanglement has

been established between any two ensembles of interest in the quantum communication anal-

yses that follow. We could, instead, start our quantum communication studies from the joint

density operator for the post-heralded state—found by accounting for multiple-excitation

events by means of Gaussian-state analysis—for each pair of ensembles that has undergone

DLCZ entanglement distribution. It can be shown, however, that such an approach is un-

necessary so long as the overall quantum communication performance is dominated by other

parameters, such as loss in the measurement modules.

4.3.1 Quantum repeaters and entanglement swapping

Truly long-distance quantum communication, e.g. for transcontinental applications, will

require quantum repeaters to enable entanglement distribution over such extraordinary dis-

tances. This can be done by performing entanglement swapping [31] on two pairs of entangled

ensembles in the cascade configuration shown in Fig. 4-6(a). Here, ensembles L1 and R1

are entangled and L km away from each other, as are L2 and R2, with R1 and L2 being

co-located. Entanglement swapping can be done by performing a Bell-state measurement

(BSM) on ensembles R1 and L2. This measurement entangles the L1 and R2 ensembles—

separated by 2L km—in a Bell state that is determined by the result of the BSM.
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To perform a BSM on two atomic ensembles, we use detection of the anti-Stokes photons

that can be produced by pumping the |s〉 → |e〉 transitions in the {R1, L2} ensembles. With

strong retrieval pulses we can guarantee the emission of anti-Stokes (|e〉 → |g〉 transition)

photons from every ensemble that was in its symmetric collective atomic state. Because

these photons will be emitted in well-defined spatial modes, they can be routed to a 50/50

beam splitter—as shown in Fig. 4-6(a)—which is followed by two single-photon detectors

(either NRPDs or PNRDs). Full BSM is not possible using only linear optics [21], so the

Fig. 4-6(a) measurement scheme can only provide a partial BSM determining only two—out

of four—Bell states. Observation of a single click on one, and only one, of the detectors

{D1, D2}, heralds completion of the DLCZ quantum-repeater protocol. It is therefore a

conditional protocol, whose fidelity and probability of success will be derived in this section.

Without loss of generality, we shall assume that {L1, R1} and {L2, R2} have been placed

in singlet states, and focus our attention on the losses and detector inefficiencies in the

measurement module shown in Fig. 4-6(a). As we did in our treatment of DLCZ entangle-

ment distribution, we shall model the losses and detector inefficiencies by beam splitters, of

transmissivities ηc and ηd, that inject vacuum-state quantum noise through their free input

ports, and take the detectors to have unity quantum efficiencies, see Fig. 4-6(b). The initial

state of all four ensembles is thus

|ψin〉 =
|1〉L1 |0〉R1 − |0〉L1 |1〉R1√

2
⊗ |1〉L2 |0〉R2 − |0〉L2 |1〉R2√

2
. (4.38)

The above state consists of four orthogonal-state terms, each producing an orthogonal state

after passing through the linear module of Fig. 4-6(b). To find the heralding and success

probabilities of the repeater it therefore suffices to find the corresponding figures of merit

for each of these terms. Then, because of symmetry in the measurement module, the re-

peater fidelity, FR, is just the ratio Psuccess/Pherald. We will use Pij to denote the heralding

probability—i.e., having a click on either D1 or D2 but not both—that is due to state

|i〉R1 |j〉L2 . Then, defining ηm ≡ ηcηd to be the measurement efficiency, we have

Pherald = (P00 + P10 + P01 + P11)/4

=











ηm(2 − ηm)/2, PNRD

ηm(2 − ηm/2)/2, NRPD

(4.39)
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and

Psuccess = (P01 + P10)/4

= ηm/2, (4.40)

where we used

P00 = 0, (4.41a)

P01 = P10 = ηm, (4.41b)

P11 =











2ηm(1 − ηm), PNRD

2ηm(1 − ηm/2), NRPD.

(4.41c)

The preceding results show that the main source of error in the system is due to P11,

i.e., when we have two indistinguishable photons at the input of the 50/50 beam splitter.

In this case, the L1 and R2 ensembles are in their ground states after the herald occurs,

and thus the heralding event does not imply a successful entanglement swap. That such

an erroneous heralding can occur is due to quantum interference. When a pair of indistin-

guishable photons enter a 50/50 beam splitter—one through each input port—they undergo

quantum interference that makes both exit from the same output port [54]. Now, if we are

using NRPDs, these two photons will reach one of the detectors with probability η2
m and

erroneously herald for success. Note that a PNRD system can identify this type of error.

However, if one—and only one—of the two photons is absorbed en route to the PNRDs,

then they too can be fooled into heralding an entanglement swap when no such swap has

occurred. This loss event occurs with probability 2(1−ηc)ηm+2η2
cηd(1−ηd) for both NRPD

and PNRD systems. The sum of these probabilities results in (4.41c). It follows that the

maximum fidelity, achieved at ηm = 1, of a PNRD-based repeater is unity, whereas for an

NRPD-based system it is only 2/3. In general, from (4.39) and (4.40), we obtain

FR = Psuccess/Pherald

=











1/(2 − ηm), PNRD

1/(2 − ηm/2), NRPD.

(4.42)
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Figure 4-7: DLCZ scheme for conditional teleportation. Two pairs of entangled atomic
ensembles {L1, R1} and {L2, R2} are used to teleport the quantum state of ensembles {I1, I2}
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by one, and only one, of the single-photon detectors in each measurement module heralds
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4.3.2 DLCZ teleportation

The DLCZ teleportation scheme is a conditional protocol for teleporting a qubit from one

pair of atomic ensembles to another, see Fig. 4-7, [29]. It assumes that ensembles {L1, R1}
and {L2, R2} have each been entangled in singlet states by means of the entanglement

distribution protocol described in Sec. 4.1—perhaps augmented by quantum repeaters to

achieve even longer distances than can be realized by entanglement distribution alone—

where ensembles {L1, L2} are co-located, as are ensembles {R1, R2}, with the latter pair

being a distance L away from the former. The qubit to be teleported is the state

|ψin〉I1I2 ≡ d0|1〉I1 |0〉I2 + d1|0〉I1 |1〉I2 , where |d0|2 + |d1|2 = 1, (4.43)

stored in two other ensembles, {I1, I2}, which are co-located with {L1, L2}. Such a state

can be prepared by using the asymmetric setup as discussed in Sec. 4.1.5. Our objective

is to make a measurement that transfers the {d0, d1} coherence to the remote ensembles

{R1, R2}.
To accomplish this teleportation, we need two simultaneous entanglement swaps: a

BSM on L1 and I1, and a BSM on L2 and I2. As depicted in Fig. 4-7, the required BSM is

performed by the same measurement module used in the DLCZ quantum repeater. Thus,

DLCZ teleportation is conditional, hence it can only be used if {I1, I2} can be restored to
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the state |ψin〉 when the heralding event fails to occur. In what follows we will sketch a

derivation of the fidelity of DLCZ teleportation,

FT ≡ P+ R1R2〈ψ+
out|ρ̂+

out|ψ+
out〉R1R2 + P− R1R2〈ψ−

out|ρ̂−out|ψ−
out〉R1R2 , (4.44)

where P+ is the probability of heralding on {DL
1 , D

L
2 } or {DI

1, D
I
2}, P− is the probability of

heralding on {DL
1 , D

I
2} or {DI

1, D
L
2 },

|ψ±
out〉R1R2 ≡ d0|1〉R1 |0〉R2 ± d1|0〉R1 |1〉R2 , (4.45)

are the desired output states for the {R1, R2} ensembles, and ρ̂±out are their actual output

states, conditioned on there being a P± heralding event.

The initial state of all six ensembles is

|ψin〉 ≡
(

d0 |1〉I1 |0〉I2 + d1 |0〉I1 |1〉I2
)

⊗
(

|0〉L1
|1〉R1

− |1〉L1
|0〉R1

)

/
√

2

⊗
(

|0〉L2
|1〉R2

− |1〉L2
|0〉R2

)

/
√

2 . (4.46)

We can quickly home in on the output state ρ̂out by multiplying out in (4.46), throwing away

all terms that cannot lead to heralding, and then renormalizing. The resulting “short-form”

input state is

|ψin〉short = − d0√
2
|0〉L1

|1〉I1 |1〉L2
|0〉I2 |1〉R1

|0〉R2

− d1√
2
|1〉L1

|0〉I1 |0〉L2
|1〉I2 |0〉R1

|1〉R2

+
d0√
2
|1〉L1

|1〉I1 |1〉L2
|0〉I2 |0〉R1

|0〉R2

+
d1√
2
|1〉L1

|0〉I1 |1〉L2
|1〉I2 |0〉R1

|0〉R2
. (4.47)

The success or failure of DLCZ teleportation—given that a heralding event has occurred—

can be understood by scrutinizing |ψin〉short. A heralding event generated by the first two

terms (the good terms) on the right-hand side of (4.47) yields the desired teleportation result,

but a heralding event that is due to the last two terms (the bad terms) in this equation leaves

the {R1, R2} ensembles in their ground states. Physically, it is easy to see what leads to this

behavior. Heralding that is due to the good terms results from exactly two photons being
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detected: one from ensemble L1 (or I1) in the upper measurement module of Fig. 4-7(a),

and one from ensemble I2 (or L2) in the lower measurement module in that figure. The

measurement-module beam splitters erase which-way information, and thus teleportation is

completed. Now, suppose that we have perfect measurement efficiency (ηm ≡ ηcηd = 1) and

consider what happens when the heralding is due to one of the bad terms. In this case three

photons enter the measurement modules: either one each from L1 and I1 plus one from L2,

or one from L1 and one each from L2 and I2. In either case the {R1, R2} ensembles are left

in their ground states, hence the resulting ρ̂out will be outside the Hilbert space spanned by

|ψ±
out〉R1R2 . So, whether or not the bad terms degrade DLCZ teleportation fidelity depends

on whether the measurement modules can distinguish the good terms in (4.47) from the bad

ones.

To evaluate the teleportation fidelity, we can use the heralding probabilities we obtained

in Sec. 4.3.1 along with the distinction we have drawn between good and bad terms to obtain

FT =











1/(3 − 2ηm), PNRD

1/(3 − ηm), NRPD,

(4.48)

where we used

Psuccess = P01P10/4 = η2
m/4 (4.49)

and

Pherald = (P01P10 + P11P01)/4

=











η2
m(3 − 2ηm)/4, PNRD

η2
m(3 − ηm)/4, NRPD.

(4.50)

It follows that with perfect measurement efficiencies, the teleportation fidelity of the PNRD-

based system is FT = 1 and that of the NRPD-based system is FT = 1/2. In Fig. 4-8 we

have plotted FT versus ηm for the PNRD and NRPD cases. The NRPD system never attains

high fidelity because of its inability to suppress heralding from the bad terms in |ψin〉short.

The PNRD does realize high teleportation fidelity, but only when its measurement efficiency

is similarly high.

DLCZ teleportation is rather different from MIT-NU teleportation. The DLCZ approach
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Figure 4-8: Fidelity of DLCZ teleportation, FT , versus measurement efficiency, ηm.

is conditional, hence it can only be used if the {I1, I2} ensembles in Fig. 4-7(a) can be

restored to the state |ψin〉 when the heralding event fails to occur. The MIT-NU approach

is unconditional, and there seems to be no fundamental problems in achieving a close-

to-unity fidelity. On the other hand, the measurements required by the DLCZ scheme—

high measurement-efficiency PNRD modules—seem significantly less challenging, given the

current state of technology, than what is needed by the MIT-NU system, viz. BSMs on

trapped atoms.
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Chapter 5

Continuous-time Cross-phase

Modulation and Quantum

Computation

Despite all the interest in developing an atomic quantum memory suitable for quantum

computation [30, 29, 8, 9], none has succeeded in providing such a basic computational unit.

The trapped-atom approach is far more demanding than can be implemented on a large scale.

Atomic-ensemble memories are still plagued with short coherence times, and they are not

the best candidates for two-qubit operations. Trapped ions are the most promising atomic-

memory technology, but it has been difficult to couple a single photon to a single ion in free

space. These challenges keep the optics-based approaches to quantum computation, which

enjoy the well-developed technology of photonics, still promising and attractive. Photons can

carry quantum information either in the form of polarization or number of excitations. Using

beam splitters, phase shifters, and wave plates it is possible to generate entangled states, to

perform interferometric measurements, and to apply single-qubit rotations. To complete a

universal gate set for quantum computation, all that is then needed is an appropriate two-

qubit quantum gate such as a controlled-NOT (cnot) gate. For quantum communication

purposes, it is also crucial to build a full Bell-state measurement (BSM) device. These are

major obstacles facing optics-based solutions to quantum computing, because the interaction

between two single photons is generally quite weak.

There are several proposals for realizing an optical cnot gate. In one approach, we post-
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pone the interaction between two photons until the very end, when a measurement provides

us with the required coupling [55, 56]. To achieve high fidelities, these approaches either

require highly efficient (number-resolving) photodetectors, and/or their desired operations

are conditional on observing certain measurement outcomes. It is also possible to use hy-

perentangled photons—where each single photon is entangled in two degrees of freedom—to

implement a cnot gate [57]. The hyperentanglement approach, however, is not scalable,

hence it is only useful for few-qubit applications. There is another method, proposed by

Chuang and Yamamoto [58], which relies on a strong nonlinear interaction between two

single photons via a Kerr medium. They proposed to use this Kerr interaction to construct

a quantum phase gate from which a cnot gate can be realized. With recent advances in

cavity QED [59], photonic crystals [60], as well as hollow fibers [61], it may be possible

to provide the very strong nonlinearity demanded by these gates, however, their fidelity of

operation needs to be scrutinized. A recent work by J. H. Shapiro [35], which employs a

continuous-time field-operator approach to modeling the input-output relationship of a Kerr

medium, shows that the phase-gate fidelity is at most 2/3.

One last idea for implementing an optics-based cnot gate, which will be the focus of

this chapter, is to use a distributed gate in which a single photon interacts with a bus, which

is carrying a strong coherent beam, via a weak nonlinear Kerr medium. The bus can interact

with other qubits along its way to accomplish a multi-qubit gate. Using this idea, a group

of researchers from HP Labs have described a distributed parity gate, and shown how it can

be used to implement a deterministic cnot gate [33]. This parity gate can also be used to

realize a full BSM device. Ideal performance of this gate is achieved under a single-mode

treatment of cross-phase modulation (XPM). It has been shown, however, that to properly

account for the quantum behavior of self-phase modulation (SPM), a continuous-time multi-

mode theory must be employed [62]. In this chapter, we introduce a similar theory for the

XPM case [35], assuming that there is no SPM, and we use our new theory to find the fidelity

of the parity gate proposed in [33]. The main features of our theory are a non-instantaneous,

causal response function for the medium, and a corresponding phase noise that accompanies

the output fields. This phase noise is responsible for the degradation of fidelity because its

mean-squared strength is proportional to the response function’s amplitude.

The rest of this chapter is organized as follows. Section 5.1 describes our model for the

Kerr nonlinearity, in which we discuss different regimes of operation. It turns out that in
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order to observe a significant nonlinearity imparted by a single photon, we need to operate

in the slow-response regime, i.e., the temporal pulse shape of the photon should be much

shorter than that of the response function. In Section 5.2, we consider a simple gate in

which a single-photon pulse induces some phase shift on a coherent-state probe beam. We

then describe the parity gate operation and find, for the first time, its fidelity in the ideal

case of no loss, no dispersion, and no SPM using our continuous-time multi-mode model.

5.1 Continuous-time cross-phase modulation

In this section, we describe the continuous-mode model for XPM, first introduced in [35].

This model applies to the Kerr interactions that occur in a length of a macroscopic material,

e.g. an optical fiber. Hence, input and output fields are best modeled by traveling waves.

Whereas discrete modes are used to model the light confined in a cavity, for a traveling

beam, or, equivalently, when the length of the cavity tends to infinity, it is more appropriate

to employ a continuous-time formalism [38]. In this formalism, we associate with each

frequency ω an annihilation operator â(ω) for which we have

[â(ω), â†(ω′)] = δ(ω − ω′). (5.1)

The positive-frequency field operator associated with a +z-going plane-wave electric field,

in a well-defined polarization, can then be written as follows [38]

Ê(z, t) = i

∫

dω

√

~ω

4πǫ0cA
â(ω)e−iω(t−z/c), (5.2)

where A is a finite cross-sectional area of interest. The limits of integration in (5.2) are from

0 to ∞. However, assuming that our optical source is narrowband, with central frequency

ω0, we can extend the integral’s limits to run from −∞ to +∞. Moreover, we can normalize

Ê(z, t) by i
√

~ω0/(2ǫ0cA) to obtain a photon-units positive-frequency field operator

Ê(t) =

∫

dω√
2π
â(ω)e−iωt, (5.3)

where we have replaced t− z/c with t. For any constant value of z, using the narrowband-

source assumption, there exist an extra phase factor exp(iω0z/c), which will be taken into
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Figure 5-1: Modeling the cross-Kerr nonlinearity using input-output field operators. Here,
ξ̂S and ξ̂P represent phase noise operators, and µ̂S/P is a function of the probe/signal beam’s
flux operator as well as the medium’s response function.

account when needed. Ê(t) is the inverse Fourier transform of â(ω), and therefore, using

(5.1), it can be seen that it has the following commutator with its adjoint

[Ê(t), Ê†(t′)] = δ(t− t′). (5.4)

For our later calculations it will be useful to write our field operators in terms of a discrete

set of basis functions:

Ê(t) =
∑

i

φi(t)âi, (5.5)

where {φi} is a complete orthonormal set of functions satisfying

∫

dtφi(t)φ
∗
j (t) = δij , (5.6)

∑

i φ
∗
i (t)φi(t

′) = δ(t− t′), (5.7)

and âi =
∫

dtφ∗i (t)Ê(t) is a discrete-mode annihilation operator, which satisfies [âi, â
†
j ] = δij .

Equation (5.5) provides us with a prescription for converting a continuous-time field operator

to a sum of discrete-mode operators, where each mode has a pulse shape orthogonal to that

of the other modes. We will use this formalism frequently in forthcoming sections.

Now, let us begin consideration of the Kerr medium. We will assume that there is no loss,

no dispersion, and no SPM in this medium. Furthermore, we denote the input field operators

by ÊS(t) for the signal beam and ÊP (t) for the probe beam, whose respective output field

operators are Ê′
S(t) and Ê′

P (t); see Fig. 5-1. Then, the input-output relationship for this

material is as follows [35]:

Ê′
K(t) = eiξ̂K(t)eiµ̂K(t)ÊK(t), K = S, P , (5.8)
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where we have suppressed the group delay, and

µ̂S(t) ≡ κ
∫

dτh(t− τ)Ê†
P (τ)ÊP (τ)

µ̂P (t) ≡ κ
∫

dτh(t− τ)Ê†
S(τ)ÊS(τ) (5.9)

give the XPM phase shifts on the signal and the probe beams, respectively. κ is the XPM

coupling coefficient, and h(t) is a causal response function, which has been normalized to

satisfy
∫

dth(t) = 1. Equation (5.9) is in accord with our semiclassical understanding of

the Kerr effect, in which we assume that the nonlinear operators responsible for the Kerr

effect are proportional to the photon-flux operators. However, in order to make the theory

self-consistent and to preserve the following output commutation relations

[Ê′
J(t), Ê′

K(t′)] = 0, J,K = S, P ,

[Ê′
S(t), Ê′†

P (t′)] = 0,

[Ê′
K(t), Ê′†

K(t′)] = δ(t− t′), K = S, P , (5.10)

we need to consider two Langevin noise operators. These noise operators stand for the cou-

pling of the traveling light to the localized oscillators that typically represent the molecular

vibrations in the medium, and result in Hermitian phase-noise operators ξ̂S(t) and ξ̂P (t).

The coupling coefficient between the light and the corresponding reservoir mode at frequency

ω turns out to be proportional to
√

Hi(ω), where

Hi(ω) =

∫

dt h(t) sin(ωt) (5.11)

should be non-negative for ω ≥ 0, so that all the damping coefficients are positive. Further-

more, (5.10) requires that [35]

[ξ̂S(t), ξ̂P (u)] = iκ[h(u− t) − h(t− u)]. (5.12)

In thermal equilibrium, ξ̂S(t) and ξ̂P (t) can be taken to be in zero-mean joint Gaussian
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states with the following symmetrized correlation function

〈ξ̂K(t)ξ̂K(u) + ξ̂K(u)ξ̂K(t)〉 = κ

∫

dω

π
Hi(ω) coth[~ω/(2kBT )] cos[ω(t− u)], K = S, P ,

(5.13)

where T is the absolute temperature in Kelvin.

The above model for XPM raises several questions. First of all, why do we need a non-

instantaneous response function? What happens if we assume h(t) → δ(t)? Secondly, why

is the phase-noise variance nonzero even if T → 0? Finally, how strong is the nonlinearity

imparted by a single photon? In the next subsections, we provide answers to the above

questions.

5.1.1 Instantaneous response function

When two classical fields co-propagate through a cross-Kerr effect medium, each induces a

nonzero phase shift on the other that is proportional to the inducing field’s strength. To

understand this classical behavior in the context of the quantum theory for XPM suppose

that

h(t) =







1/∆, 0 < t < ∆,

0, otherwise,
(5.14)

and assume that the input fields are in coherent states |ES(t)〉 and |EP (t)〉, for which

ÊK(t)|EK(t)〉 ≡ EK(t)|EK(t)〉 and |EK(t)|2 < ∞, for K = S, P . The phase noise term in

(5.8) is not affected by the input pulses, but we expect that an XPM signature from the

input signal beam should appear in the 〈eiµ̂P (t)〉 term of the average output probe beam.

However, this is not the case for an instantaneous response function as shown below

〈eiµ̂P (t)〉 = exp

[
∫

dτ |ES(τ)|2(eiκh(t−τ) − 1)

]

= exp

[
∫ t

t−∆
dτ |ES(τ)|2(eiκ/∆ − 1)

]

→ 1, as ∆ → 0, (5.15)

where we have used the following formula [38]

exp

[
∫

dtg(t)Ê†(t)Ê(t)

]

= ℵ
{

exp

[
∫

dt(eg(t) − 1)Ê†(t)Ê(t)

]}

, (5.16)

90



Figure 5-2: Photon-number preserving Feynman diagrams contributing to the phase noise in
a Kerr medium. In these figures, dashed lines represent matter excitations with frequencies
Ω close to a resonance of the medium.

where ℵ{f(Ê†, Ê)} is the normally-ordered form of operator f in which all creation operators

stand to the left of all the annihilation operators. This result is in conflict with experimen-

tally observed data for XPM, and therefore, an instantaneous XPM is not possible. The

expected delay for XPM in optical fibers is on the order of 1–10 fs [62].

5.1.2 Phase noise at T = 0K

If the phase noise is due to molecular vibrations, we may expect that at T = 0K, there

should not be any noise. However, from (5.13), we can see that in this limit we have

〈ξ̂2K(t)〉 = (κ/π)

∫ ∞

0
dωHi(ω) > 0, K = S, P , (5.17)

where the inequality follows because the frequency response associated with a real-valued

causal impulse response cannot be purely real, and Hi(ω) ≥ 0 for ω > 0 is intrinsic to our

quantum model for XPM.

The reason for this behavior can better be understood by considering the three photon-

number preserving Feynman diagrams, shown in Fig. 5-2, that are responsible for molecular

vibrations in our Kerr medium [62]. At high temperatures, all these processes contribute

evenly to the phase noise term. At low temperatures, however, the first process is the most

significant scattering process, and it gives nonzero noise variances for ξ̂S(t) and ξ̂P (t) even

at T = 0K. Nevertheless, we expect that the optimum performance of any XPM-based

system will be achieved in this low-temperature limit.
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5.1.3 Slow versus fast response regimes

An essential figure of merit for the application of Kerr-effect XPM to optics-based quantum

computation is the amount of phase shift induced by a single photon. In the field-operator

formalism, a single photon in the signal pulse can be represented by the following state

|1〉S =

∫

dtφ(t)|1t〉S . (5.18)

Here, |1t〉S is a multi-mode state that represents a single photon at time t; it satisfies

ÊS(t′)|1t〉S = δ(t− t′)|0〉S , where |0〉S is the multi-mode vacuum state for the signal beam.

|φ(t)|2 is the probability of observing this photon at time t, and therefore
∫

dt|φ(t)|2 = 1.

Equivalently, we can use the non-continuous formalism introduced in (5.5). We just need to

build up a complete orthonormal basis, for which φ1(t) = φ(t), using well known methods

from linear algebra. Given that we have such a basis, |1〉S represents a state for which â1 is

in the number state |1〉a1 , and all other operators in (5.5) are in their vacuum states. Now,

the average phase shift introduced by this single photon on the probe beam is given by

〈eiµ̂P (t)〉 =

∫

dτ |φ(τ)|2eiκh(t−τ), (5.19)

where we have again used (5.16).

It is interesting to study the phase-shift behavior in two extreme cases. The first regime,

which we call the fast-response regime, is for photon pulse shapes whose full-width at half

maximum (FWHM), τ0, is much longer than that of the response function, ∆. In this case,

the response function, h(t), behaves like an impulse function that picks a small portion of

the pulse shape and produces a phase shift proportional to that part. To clarify this point

let’s consider an example. Suppose h(t) is given by (5.14) and τ0 ≫ ∆. Then, from (5.19)

and Fig. 5-3(a), we have

〈eiµ̂P (t)〉 ≈ 1 − ∆|φ(t)|2 + ∆eiκ/∆|φ(t)|2

= 1 − ∆|φ(t)|2(1 − eiκ/∆)

≈ 1 − iκ|φ(t)|2, κ/∆ ≪ 1

≈ e−iκ|φ(t)|2 , κ|φ(t)|2 ≪ 1. (5.20)
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Figure 5-3: A schematic of (a) fast (∆ ≪ τ0) versus (b) slow (∆ ≫ τ0) response regimes.
In the slow-response regime, we can impose a time separation th between the signal and the
probe pulses in order to maximize the nonlinear effect.

Now, if the probe pulse has the same duration, τ0, as the signal pulse, the above result

implies that the average phase shift would not be uniformly present over the pulse shape.

Even worse, if we consider the point-process picture introduced in [35], we realize that the

point in time on the probe pulse that receives the nonzero phase shift is randomly distributed

with probability density function |φ(t)|2. This property of the fast-response regime precludes

its being used for any computational purposes.

Let’s see how things change when we operate in the slow-response regime, i.e., when

τ0 ≪ ∆. In this case, |φ(t)|2 behaves like δ(t − t0), where t0 is the time around which the

pulse shape is centered. From (5.19), we then obtain

〈eiµ̂P (t)〉 = eiκh(t−t0), (5.21)

where we have assumed that h(t) does not change appreciably over a time scale τ0 [see

Fig. 5-3(b)]. Now, if the probe pulse shape is φ(t− t′), then the phase shift induced by our

single photon on the probe’s pulse is κh(t′). We can maximize this phase shift by choosing

t′ = th, where h(th) = maxt[h(t)].

Given that ∆ ≈ 1 − 10 fs for optical fiber, it may seem impractical to work in the slow-

response regime in such a medium. However, this is the only regime in which a useful

quantum interaction may be seen. Therefore, in our subsequent sections this regime of

operation is presumed. If promising results are obtained, it will then behoove us to find a

Kerr medium with a more useful response time1.

1In the above analysis, we have assumed that there is no SPM in our nonlinear material. It turns out
that even if the SPM effect is present in the medium, it can be suppressed by operating in the slow-response
regime. This SPM suppression occurs when h(th) ≫ hSPM(0), where hSPM(t) is the SPM response function
for the probe beam.

93



5.2 Kerr nonlinearity between a single-photon pulse and a

coherent-state pulse

Suppose we have a Kerr medium with XPM coupling constant κ and a response function

h(t). Moreover, suppose that there is no loss, dispersion, or SPM in this material. We

illuminate this medium by two pulses, a signal pulse in a superposition of a vacuum state

and a single-photon state with pulse shape φ(t+ th), as given below

|ψin〉S = α|0〉S + β

∫

dtφ(t+ th)|1t〉S , (5.22)

where |α|2 + |β|2 = 1, and a probe beam in a coherent field state |αPφ(t)〉. In the mode-

decomposition formalism, we can think of the signal pulse as being in the superposition state

|ψS〉 = α|0〉aS + β|1〉aS , where |n〉aS is the Fock state associated with the discrete operator

âS ≡
∫

dtφ∗(t+ th)ÊS(t). Similarly, the probe beam can be taken to be in a coherent state

|ψP 〉 = |αP 〉aP associated with the discrete operator âP ≡
∫

dtφ∗(t)ÊP (t). All other input

modes are in their vacuum states. The time shift between the signal and probe pulses results

in the signal’s inducing the maximum nonlinear phase shift on the probe pulse in the slow-

response regime. The goal of this section is to determine the output density operator for

this simple gate, which is a building block for the parity gate that will be introduced in the

next section.

In order to find the density operator, we pursue the same procedure that we used in

the previous chapter by first finding the normally-ordered characteristic function for the

output fields. Here, however, the situation is more complicated because we are dealing with

continuous-mode operators, and therefore, the parameter ζ should in general be a continuous

function of time. However, for operation within the slow-response regime, it is sufficient to

employ the non-continuous picture, characterized by the âS and âP modes, for the input

field operators, i.e.,

ÊS(t) = φ(t+ th)âS + vacuum-state modes (5.23)

ÊP (t) = φ(t)âP + vacuum-state modes (5.24)
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because the slow-response condition ensures that the output field operators will then obey

Ê′
S(t) = φ(t+ th)eiξ̂S(−th)eiµ̂S(−th)âS + vacuum-state modes (5.25)

Ê′
P (t) = φ(t)eiξ̂P (0)eiµ̂P (0)âP + vacuum-state modes. (5.26)

The joint normally-ordered characteristic functional for the output field operators Ê′
S(t)

and Ê′
P (t) is

χN (ζS(t), ζP (t)) ≡
〈

e
R

dtζS(t)Ê′†
S (t)e

R

dtζP (t)Ê′†
P (t)e−

R

dtζ∗P (t)Ê′
P (t)e−

R

dtζ∗S(t)Ê′
S(t)

〉

. (5.27)

However, if
∫

dtζ∗S(t)φ(t+ th) = 0 or
∫

dtζ∗P (t)φ(t) = 0, then we are averaging over the

vacuum modes, whose normally-ordered characteristic function is unity. Hence, the only

parameters for which the value of χN (ζS(t), ζP (t)) is nontrivial are ζS(t) = ζSφ(t+ th) and

ζP (t) = ζPφ(t). An equivalent characteristic function to (5.27) can then be obtained using

discrete-mode operators

â′S ≡ eiξ̂S(−th)eiµ̂S(−th)âS (5.28)

â′P ≡ eiξ̂P (0)eiµ̂P (0)âP , (5.29)

where

µ̂S(−th) = κ

∫

dτh(−th − τ)Ê†
P (τ)ÊP (τ)

≈ κh(−th)

∫

dτÊ†
P (τ)ÊP (τ)

= κh(−th)â†P âP = 0, (5.30)

and similarly,

µ̂P (0) ≈ θâ†S âS , where θ ≡ κh(th), (5.31)

where, in both (5.30) and (5.31), we have omitted number-operator terms for modes that

are in their vacuum states. Equation (5.30) reflects the fact that the probe beam does not

phase shift the signal pulse, because it lags the signal pulse in time and the cross-Kerr effect

is causal. On the other hand, the signal pulse induces a phase shift θ on the probe beam,
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as shown in (5.31). Our new characteristic function will then read

χN (ζS , ζP ) ≡ 〈L̂′
SL̂

′
P L̂P L̂S〉, (5.32)

where

L̂S ≡ e−ζ∗S â′
S = e−ζ∗S exp[iξ̂S(−th)]âS , (5.33)

L̂′
S ≡ eζS â′†

S = eζS â†
S exp[−iξ̂S(−th)], (5.34)

L̂P ≡ e−ζ∗P â′
P = e−ζ∗P exp[iξ̂P (0)] exp[iθâ†

S âS ]âP , (5.35)

L̂′
P ≡ eζP â′†

P = eζP â†
P exp[−iξ̂P (0)] exp[−iθâ†

S âS ]. (5.36)

Our strategy for calculating χN (ζS , ζP ) is as follows. We first take the average over the

initial signal and probe states by finding L̂P L̂S |ψS〉|ψP 〉. Then we convert the phase noise

operators into classical random variables, which remain intact until we average over them

in the next section, when we calculate the fidelity. Finally the output density matrix is

obtained by finding the inverse Fourier transform of the characteristic function. Given that

|ψS〉 has at most one photon, we have

L̂S |ψS〉 =
(

1 − ζ∗Se
iξ̂S(−th)âS

)

(α|0〉aS + β|1〉aS )

=
(

α− ζ∗Sβe
iξ̂S(−th)

)

|0〉aS + β|1〉aS , (5.37)

which results in

L̂P L̂S |ψP 〉|ψS〉 = e−ζ∗P exp[iξ̂P (0)] exp[iθâ†
S âS ]âP |αP 〉aP L̂S |ψS〉

= e−ζ∗P exp[iξ̂P (0)] exp[iθâ†
S âS ]αP

[(

α− ζ∗Sβe
iξ̂S(−th)

)

|0〉aS + β|1〉aS

]

|ψP 〉

= e−ζ∗P αP exp[iξ̂P (0)]
(

α− ζ∗Sβe
iξ̂S(−th)

)

|0〉aS |ψP 〉

+ βe−ζ∗P αP exp[iξ̂P (0)] exp[iθ]|1〉aS |ψP 〉. (5.38)

Similarly, by finding the Hermitian adjoint of the above equation and replacing ζK with
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−ζK , K = S, P , we find

〈ψP |〈ψS |L̂′
SL̂

′
P = aS 〈0|〈ψP |

(

α∗ + ζSβ
∗e−iξ̂S(−th)

)

eζP α∗
P exp[−iξ̂P (0)]

+ aS 〈1|〈ψP |β∗eζP α∗
P exp[−iξ̂P (0)] exp[−iθ]. (5.39)

From the preceding equations, we obtain

〈ψP |〈ψS |L̂′
SL̂

′
P L̂P L̂S |ψP 〉|ψS〉 = |α|2e−2iIm{αP ζ∗P exp[iξ̂P (0)]}

− |ζS |2|β|2e−iξ̂S(−th)e−2iIm{αP ζ∗P exp[iξ̂P (0)]}eiξ̂S(−th)

+ |β|2e−2iIm{αP ζ∗P exp[iξ̂P (0)] exp[iθ]}

+ αβ∗ζSe
−iξ̂S(−th)e−2iIm{αP ζ∗P exp[iξ̂P (0)]}

− α∗βζ∗Se
−2iIm{αP ζ∗P exp[iξ̂P (0)]}eiξ̂S(−th). (5.40)

Now, using ÂeB̂Â−1 = exp(ÂB̂Â−1) (see (3.13) in [63]), we have

e−iξ̂S(−th)e−2iIm{αP ζ∗P exp[iξ̂P (0)]}eiξ̂S(−th) = exp
[

e−iξ̂S(−th)(−2iIm{αP ζ
∗
P e

iξ̂P (0)})eiξ̂S(−th)
]

= e−2iIm{αP ζ∗P exp[iξ̂P (0)] exp[iθ]}, (5.41)

where in the last equality, we used the following well-known formula (see (3.20) in [63])

eÂ+B̂ = eÂeB̂e−1/2[Â,B̂] = eB̂eÂe1/2[Â,B̂], if [Â, [Â, B̂]] = [B̂, [Â, B̂]] = 0, (5.42)

to interchange the order of e−iξ̂S(−th) and eiξ̂P (0). Plugging (5.41) into (5.40), we find

χN (ζS , ζP ) = |α|2〈e−2iIm{αP ζ∗P exp[iξ̂P (0)]}〉

+ |β|2(1 − |ζS |2)〈e−2iIm{αP ζ∗P exp[iξ̂P (0)] exp[iθ]}〉

+ αβ∗ζS〈e−iξ̂S(−th)e−2iIm{αP ζ∗P exp[iξ̂P (0)]}〉

− α∗βζ∗S〈e−2iIm{αP ζ∗P exp[iξ̂P (0)]}eiξ̂S(−th)〉, (5.43)

where the averaging is taken over the phase-noise terms ξ̂S(−th) and ξ̂P (0). In order to

perform the averaging in (5.43), we will rewrite the phase-noise terms in a normally-ordered

form by introducing an annihilation operator b̂, whose quadrature components are the Her-
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mitian operators b̂1 ≡ Re{b̂} = ξ̂S(−th)/
√

2θ and b̂2 ≡ Im{b̂} = ξ̂P (0)/
√

2θ. Because

[ξ̂S(−th), ξ̂P (0)] = iθ, we see that b̂ satisfies [b̂, b̂†] = 1. Moreover, because ξ̂S and ξ̂P are in

a thermal state, that will be the case for b̂ as well. As a consequence, if N ≡ 〈b̂†b̂〉, then

σ2 ≡ 〈ξ̂2S(−th)〉 = 〈ξ̂2P (0)〉

= (2N + 1)θ/2 (5.44)

= κ

∫

dω

2π
Hi(ω) coth[~ω/(2kBT )]. (5.45)

In our new formalism, we can replace 〈f(b̂†)g(b̂)〉 with 〈f(β∗)g(β)〉β , where 〈•〉β denotes

statistical averaging over β ≡ β1 + iβ2, which is a classical, zero-mean, circular-complex

Gaussian random variable with variance N . Using this fact along with (5.42), we obtain for

arbitrary complex parameters λ and η

〈eλiξ̂S(−th)eηiξ̂P (0)〉 = 〈eλ′(b̂+b̂†)eη
′(b̂−b̂†)〉, where λ′ = λi

√

θ/2, η′ = η
√

θ/2

= 〈eλ′b̂†eλ
′b̂eλ

′2/2e−η′b̂†eη
′b̂e−η′2/2〉

= 〈e(λ′−η′)b̂†e(λ
′+η′)b̂eλ

′2/2−η′2/2−λ′η′〉

= 〈e(λ′−η′)β∗

e(λ
′+η′)βeλ

′2/2−η′2/2−λ′η′〉β

= 〈eλiβSeηiβP e−λ2θ/4−η2θ/4−ληiθ/2〉βS ,βP
, βS =

√
2θβ1 , βP =

√
2θβ2

= 〈eλi(βS+γS)eηi(βP +γP )e−ληiθ/2〉βS ,βP ,γS ,γP

= e−ληiθ/2〈eλiξSeηiξP 〉ξS ,ξP
, (5.46)

where γS and γP are independent, identically distributed, zero-mean Gaussian random

variables with variance θ/2, that are statistically independent of βS and βP . In (5.46),

ξK ≡ βK + γK , for K = S, P , are independent, identically distributed, zero-mean Gaussian

variables with variance Nθ+θ/2 = σ2. An interesting observation is that for nonzero values

of λ and η, there exists a nontrivial phase shift e−ληiθ/2 even if the phase noise variance σ2

approaches zero. This is a consequence of the non-commuting phase noise operators ξ̂S(−th)

and ξ̂P (0).

The above formula makes it possible to handle the phase-noise averaging in (5.43). In
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particular, for the first two terms in (5.43) we have

〈e−2i Im{γ exp[iξ̂P (0)]}〉 = 〈e−γ exp[iξ̂P (0)]eγ
∗ exp[−iξ̂P (0)]〉

=
∞

∑

n=0

(−γ)n

n!

∞
∑

m=0

(γ∗)m

m!
〈e(n−m)iξ̂P (0)〉

=

∞
∑

n=0

(−γ)n

n!

∞
∑

m=0

(γ∗)m

m!
〈e(n−m)iξP 〉ξP

= 〈e−2i Im{γ exp[iξP ]}〉ξP
, (5.47)

where γ = αP ζ
∗
P for the first term, and γ = αP ζ

∗
P exp(iθ) for the second term. Similarly,

for the third and the fourth terms in (5.43), we have

〈e−iξ̂S(−th)e−2i Im{γ exp[iξ̂P (0)]}〉 =
∞

∑

n=0

(−γ)n

n!

∞
∑

m=0

(γ∗)m

m!
〈e−iξ̂S(−th)e(n−m)iξ̂P (0)〉

=

∞
∑

n=0

(−γ)n

n!

∞
∑

m=0

(γ∗)m

m!
〈e−iξSe(n−m)iξP e(n−m)iθ/2〉ξS ,ξP

= 〈e−iξSe−2i Im{γ exp[i(ξP +θ/2)]}〉ξS ,ξP
, (5.48)

and

〈e−2i Im{γ exp[iξ̂P (0)]}eiξ̂S(−th)〉 = 〈eiξ̂S(−th)e−2i Im{γ exp[î(ξP (0)+θ)]}〉

= 〈e−2i Im{γ exp[i(ξP +θ/2)]}eiξS 〉ξS ,ξP
, (5.49)

where γ = αP ζ
∗
P in both cases. Then, it is easy to verify that the following density matrix

corresponds to the characteristic function χN (ζS , ζP )

ρ̂SP (α, β) = 〈 |α|2|0〉a′
S
〈0| ⊗ |αP e

iξP 〉a′
P
〈αP e

iξP |

+ |β|2|1〉a′
S
〈1| ⊗ |αP e

i(ξP +θ)〉a′
P
〈αP e

i(ξP +θ)|

+ α∗βeiξS |1〉a′
S
〈0| ⊗ |αP e

i(ξP +θ/2)〉a′
P
〈αP e

i(ξP +θ/2)|

+ αβ∗e−iξS |0〉a′
S
〈1| ⊗ |αP e

i(ξP +θ/2)〉a′
P
〈αP e

i(ξP +θ/2)| 〉ξS ,ξP
. (5.50)

The final averaging over the classical variables will be applied later, when we calculate

the fidelity of the parity gate. It is interesting, however, to note that the density matrix

predicted by a single-mode treatment of the XPM is not identical to the above density matrix
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Figure 5-4: An optics-based distributed parity gate that uses a weak cross-Kerr nonlinearity.
Alice and Bob encode their qubits (single photons) in horizontal and vertical polarization
modes. The polarizing beam splitters (PBS) guide the Alice’s horizontal beam and Bob’s
vertical beam to a Kerr medium in which they interact with a coherent-state probe beam.
As a result of this interaction, they may induce a phase shift θ on the probe beam. The
−θ phase shifter deterministically changes the probe’s phase, and the final beam splitter
(BS), with near-unity transmissivity η, models a displacement operator that we need before
performing a photon-number resolving measurement.

calculated at ξS = ξP = 0, i.e., zero-variance phase noise terms. Whereas the first two terms

in (5.50) also appear in the density matrix associated with a single-mode treatment, this is

not the case for the last two terms. The reason for this difference is the extra phase term

that appeared in (5.46) because of the non-commuting phase noise operators for the signal

and the probe beam.

5.3 Parity-gate fidelity analysis

Using the interaction between a single-photon pulse and a coherent-state pulse, described

in the previous section, a group of researchers in HP labs have devised a distributed parity

gate, from which a cnot gate can be realized [33]. A parity gate accepts two input qubits,

let’s say in the general form |ψin〉 = β0|11〉AB + β1|10〉AB + β2|01〉AB + β3|00〉AB, and it

gives us a classical outcome, which heralds whether the output state is the even-parity state

β0|11〉AB + β3|00〉AB or the odd-parity state β1|10〉AB + β2|01〉AB. Figure 5-4 shows the

optics-based parity gate, proposed in [33], that uses a weak cross-Kerr nonlinearity. In this

scheme, Alice (A) and Bob (B) encode their qubits in two orthogonal polarization modes

of single photons, let’s say horizontal (H) and vertical (V ), but only Alice’s H mode and

Bob’s V mode interact with a coherent-state bus mode. A single photon on Alice’s H mode

will impart a phase shift θ to the probe beam, as will a single photon on Bob’s V mode.

Because of the weak nonlinearity, θ ≪ 1. However, if we have a strong enough probe beam,

it may be possible to distinguish between even and odd parity states.

100



To better understand how the parity gate operates, let’s first consider a single-mode

treatment of its operation, as presented in [33]. Suppose that the bus (probe) beam is in a

coherent state |αP 〉P , and Alice and Bob are initially in the state β0|HH〉AB +β1|HV 〉AB +

β2|V H〉AB + β3|V V 〉AB. Each of these terms induce a different phase shift on the coherent

mode. For instance, if Alice and Bob are in the state |HV 〉AB, that imposes a phase shift

2θ on the probe beam and takes it to |αP e
2iθ〉P . After the phase shift −θ and a −αP

field displacement provided by injecting an appropriate coherent state at the final (highly

transmitting) beam splitter, we end up with the state |αP (eiθ − 1)〉P . Doing a similar

calculation for all other input terms, we find that the following output state is present

immediately before performing the photodetection:

|ψout〉 = (β0|HH〉AB + β3|V V 〉AB)|0〉P

+ β1|HV 〉AB|αP (eiθ − 1)〉P + β2|V H〉AB|αP (e−iθ − 1)〉P

≈ (β0|HH〉AB + β3|V V 〉AB)|0〉P

+ β1|HV 〉AB|iθαP 〉P + β2|V H〉AB| − iθαP 〉P , θ ≪ 1. (5.51)

Suppose that the number-resolving detector has unity quantum efficiency, and that the

coherent-state strength is such that exp(−θ2|αP |2) ≪ 1. Then, if our detector’s output is

zero counts, we will assume that Alice and Bob are in the even-parity state

|ψ0〉AB =
β0|HH〉AB + β3|V V 〉AB

√

|β0|2 + |β3|2
(5.52)

because |〈0| ± iθαP 〉|2 = exp(−θ2|αP |2) ≪ 1. If we detect n ≥ 1 photons, the post-

measurement joint state for Alice and Bob is as follows

|ψn〉AB =
P 〈n|ψout〉

√

tr[P 〈n|ψout〉〈ψout|n〉P ]

=
β1 P 〈n|iθαP 〉P |HV 〉AB + β2 P 〈n| − iθαP 〉P |V H〉AB

√

tr[P 〈n|ψout〉〈ψout|n〉P ]
, θ ≪ 1

=
β1|HV 〉AB + (−1)nβ2|V H〉AB

√

|β1|2 + |β2|2
, n ≥ 1 (5.53)

where we have used P 〈n|α〉P = αne−|α|2/2/
√
n! . When n is an odd integer, we can apply a

π-rad phase shift to make all the n ≥ 1 observations result in the odd-parity output state
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(β1|HV 〉AB + β2|V H〉AB)/
√

|β1|2 + |β2|2.
As a figure of merit for system performance, we calculate the success probability, i.e., the

probability of being in the desired state |ψn〉AB upon detection of n photons in the probe

beam for n ≥ 0. The total success probability is then given by

Psuccess ≡
∞

∑

n=0

|P 〈n|AB〈ψn|ψout〉|2

= Peven + Podd, (5.54)

where [•] denotes the Bloch-sphere averaging,

Peven ≡ |P 〈0|AB〈ψ0|ψout〉|2

= |β0|2 + |β3|2 = 1/2 (5.55)

is the average success probability for the even-parity case, and

Podd ≡
∞

∑

n=1

|P 〈n|AB〈ψn|ψout〉|2

=

∞
∑

n=1

∣

∣

∣

∣

AB〈ψn|
(

β1
(iθαP )ne−θ2|αP |2/2

√
n!

|HV 〉AB + β2
(−iθαP )ne−θ2|αP |2/2

√
n!

|V H〉AB

)∣

∣

∣

∣

2

= (|β1|2 + |β1|2)
∞

∑

n=1

|iθαP |2e−θ2|αP |2/n!

=
1 − e−θ2|αP |2

2
(5.56)

is the average success probability for the odd-parity case.

The above single-mode treatment of the cross-Kerr effect implies that by forcing θ|αP | ≫
1, we can achieve a near-unity success probability. In the opposite limit of θ|αP | ≪ 1, the

success probability approaches 1/2, because, in this case, we have no chance of distinguishing

between the odd- and even-parity states in |ψout〉. The single-mode model, however, does

not account for the causality-induced phase noise that we described in our continuous-time

theory. To evaluate the fidelity of the parity gate, for the slow-response regime continuous-

time theory, we employ the formalism introduced in the previous section. For simplicity, we
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assume Alice and Bob are in a tensor-product state |ψA〉|ψB〉, where

|ψA〉 = α|0〉A + β|1〉A and |ψB〉 = α′|0〉B + β′|1〉B, (5.57)

and

|0〉K = |0〉K , K = A,B,

|1〉K =
∫

dtφ(t+ th)|1t〉K , K = A,B. (5.58)

Here, |1〉K , K = A,B, represents the qubit that has nonlinear interaction with the probe

beam. Hence,

|0〉A = |V 〉A and |1〉A = |H〉A

|0〉B = |H〉B and |1〉B = |V 〉B. (5.59)

The probe beam is in the time-shifted coherent state |αPφ(t)〉P that receives the maximum

nonlinearity from Alice’s and Bob’s qubits. Then, the output density matrix for Alice, Bob,

and the probe can be obtained using the density matrix in (5.50) twice; once for the Alice-

probe interaction and once for the Bob-probe interaction. Note that the density matrix

for the state associated with field operators Ê′
A(t) and Ê′

P (t) is given exactly by (5.50),

by replacing the S subscripts with A’s. From that point, the probe beam could possibly

be in four different coherent states, given by (5.50), where for each case we can employ

(5.50) again to obtain the output density matrix. The final step is to replace αP e
iγ with

αP (ei(γ−θ)−1) to incorporate the effects of phase shifter and the displacement operation. The

final density operator is then given by the following equation, in which all states correspond

to one of the output operators â′A =
∫

dtφ∗(t+ th)Ê′
A(t), â′B =

∫

dtφ∗(t+ th)Ê′
B(t), or

â′′P =
∫

dtφ∗(t)Ê′′
P (t):

ρ̂APB(α, β, α′, β′) =
〈

|α|2|0〉AA〈0|ρ̂(00)
PB + |β|2|1〉AA〈1|ρ̂(11)

PB

+ α∗βeiξA |1〉AA〈0|ρ̂(10)
PB + αβ∗e−iξA |0〉AA〈1|ρ̂(01)

PB

〉

ξA,ξB ,ξP

(5.60)

103



where

ρ̂
(00)
PB = |α′|2|0〉BB〈0| ⊗

∣

∣

∣
αP (ei(ξP−θ) − 1)

〉

PP

〈

αP (ei(ξP−θ) − 1)
∣

∣

∣

+ |β′|2|1〉BB〈1| ⊗
∣

∣

∣
αP (eiξP − 1)

〉

PP

〈

αP (eiξP − 1)
∣

∣

∣

+ α′∗β′eiξB |1〉BB〈0| ⊗
∣

∣

∣
αP (ei(ξP−θ/2) − 1)

〉

PP

〈

αP (ei(ξP−θ/2) − 1)
∣

∣

∣

+ α′β′∗e−iξB |0〉BB〈1| ⊗
∣

∣

∣
αP (ei(ξP−θ/2) − 1)

〉

PP

〈

αP (ei(ξP−θ/2) − 1)
∣

∣

∣
, (5.61)

ρ̂
(11)
PB = |α′|2|0〉BB〈0| ⊗

∣

∣

∣
αP (eiξP − 1)

〉

PP

〈

αP (eiξP − 1)
∣

∣

∣

+ |β′|2|1〉BB〈1| ⊗
∣

∣

∣
αP (ei(ξP +θ) − 1)

〉

PP

〈

αP (ei(ξP +θ) − 1)
∣

∣

∣

+ α′∗β′eiξB |1〉BB〈0| ⊗
∣

∣

∣
αP (ei(ξP +θ/2) − 1)

〉

PP

〈

αP (ei(ξP +θ/2) − 1)
∣

∣

∣

+ α′β′∗e−iξB |0〉BB〈1| ⊗
∣

∣

∣
αP (ei(ξP +θ/2) − 1)

〉

PP

〈

αP (ei(ξP +θ/2) − 1)
∣

∣

∣
, (5.62)

ρ̂
(10)
PB = ρ̂

(01)
PB = |α′|2|0〉BB〈0| ⊗

∣

∣

∣
αP (ei(ξP−θ/2) − 1)

〉

PP

〈

αP (ei(ξP−θ/2) − 1)
∣

∣

∣

+ |β′|2|1〉BB〈1| ⊗
∣

∣

∣
αP (ei(ξP +θ/2) − 1)

〉

PP

〈

αP (ei(ξP +θ/2) − 1)
∣

∣

∣

+ α′∗β′eiξB |1〉BB〈0| ⊗
∣

∣

∣
αP (eiξP − 1)

〉

PP

〈

αP (eiξP − 1)
∣

∣

∣

+ α′β′∗e−iξB |0〉BB〈1| ⊗
∣

∣

∣
αP (eiξP − 1)

〉

PP

〈

αP (eiξP − 1)
∣

∣

∣
, (5.63)

and the above average is taken over the phase noise terms ξA, ξB, and ξP , which are

statistically independent zero-mean Gaussian random variables with respective variances

σ2
A = σ2

B = σ2 and σ2
P = 2σ2.

Using the above density matrix we can easily find the heralding probability for detecting

n photons in the probe beam:

Pn = tr(P 〈n|ρ̂APB|n〉P ), (5.64)

as well as the success probability upon detecting n photons in the probe beam:

PnFn = P 〈n|AB〈ψn|ρ̂APB|ψn〉AB|n〉P , (5.65)
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where, from (5.52) and (5.53), the desired state |ψn〉AB upon detection of n photons is as

follows

|ψ0〉AB =
βα′|10〉AB + αβ′|01〉AB

√

|αβ′|2 + |α′β|2
=
βα′|HH〉AB + αβ′|V V 〉AB

√

|αβ′|2 + |α′β|2
(5.66)

and

|ψn〉AB =
ββ′|11〉AB + (−1)nαα′|00〉AB

√

|αα′|2 + |ββ′|2
=
ββ′|HV 〉AB + (−1)nαα′|V H〉AB

√

|αα′|2 + |ββ′|2
, n ≥ 1.

(5.67)

Fn denotes the gate fidelity in the event of observing n photons. Using (5.64), the heralding

probability is given by

Pn = (|αα′|2 + |ββ′|2)fn(αP , θ)

+ (|αβ′|2 + |α′β|2)fn(αP , 0), (5.68)

where

fn(αP , θ) = fn(αP ,−θ) ≡
〈

∣

∣

∣P 〈n|αP (ei(ξP +θ) − 1)〉P
∣

∣

∣

2
〉

ξP

=

〈

|αP (ei(ξP +θ) − 1)|2n

n!
e−|αP (ei(ξP +θ)−1)|2

〉

ξP

≈
〈 |αP (ξP + θ)|2n

n!
e−|αP (ξP +θ)|2

〉

ξP

, σP + θ ≪ 1,

=
|αP |2ne−θ2|αP |2/(1+2σ2

P |αP |2)

n!
√

1 + 2σ2
P |αP |2

〈Y 2n〉Y (5.69)

where Y is a Gaussian random variable with mean θ/(1 + 2σ2
P |αP |2) and variance σ2

P /(1 +

2σ2
P |αP |2). Similarly, using (5.65), we obtain

P0F0 = |αβ′|4+|α′β|4+2|αβα′β′|2e−σ2
P /4

|αβ′|2+|α′β|2
f0(αP , 0) (5.70)

PnFn = |αα′|4+|ββ′|4

|αα′|2+|ββ′|2
fn(αP , θ) + (−1)ne−σ2

P /4 2|αβα′β′|2

|αα′|2+|ββ′|2
fn(αP , 0), n ≥ 1. (5.71)

Now, assuming that the Alice’s and Bob’s initial states are independent and uniformly

distributed over their respective Bloch spheres, the average success probability for the even-
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parity case is given by

Peven = P0F0

= f0(αP , 0)

[ |αβ′|4 + |α′β|4
|αβ′|2 + |α′β|2 +

2|αβα′β′|2
|αβ′|2 + |α′β|2 e

−σ2
P /4

]

∼= 1
√

1 + 2σ2
P |αP |2

(A+Be−σ2
P /4), when σP ≪ 1, (5.72)

where

A ≡
[

|αβ′|4+|α′β|4

|αβ′|2+|α′β|2

]

∼= 0.432 (5.73)

B ≡
[

2|αβα′β′|2

|αβ′|2+|α′β|2

]

∼= 0.068, (5.74)

and [•] denotes Bloch-sphere averaging. Similarly, noting that
∑∞

n=1 fn(αP , θ) = 1 −
f0(αP , θ) and

∑∞
n=1 (−1)nfn(αP , θ) = f0(

√
2αP , θ) − f0(αP , θ), the average success proba-

bility for the odd-parity case is given by:

Podd =
∞

∑

n=1

PnFn

=

[ |αα′|4 + |ββ′|4
|αα′|2 + |ββ′|2

]

[1 − f0(αP , θ)]

+ e−σ2
P /4

[

2|αβα′β′|2
|αα′|2 + |ββ′|2

]

[

f0(
√

2αP , 0) − f0(αP , 0)
]

≈ A



1 − e−θ2|αP |2/(1+2σ2
P |αP |2)

√

1 + 2σ2
P |αP |2





+ Be−σ2
P /4





1
√

1 + 4σ2
P |αP |2

− 1
√

1 + 2σ2
P |αP |2



 , σP + θ ≪ 1. (5.75)

The total success probability of the gate is again given by Psuccess = Peven+Podd. Psuccess

is a measure of how often our gate performs the required task. So, ideally it should be close

to one. That occurs when both of its constituents, Peven and Podd, take their maximum

values of 1/2. For Peven, from (5.72), that ideal condition occurs when σ2
P |αP |2 ≪ 1 and

σ2
P ≪ 1. This is in contrast to what we obtained in (5.55) using the single-mode model, for

which Peven is always 1/2. For Podd, the second term in (5.75) vanishes for σ2
P |αP |2 ≪ 1

and for σ2
P |αP |2 ≫ 1, and the first term is at its maximum when θ2|αP |2 ≫ 1, in which
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Figure 5-5: Success probability versus phase noise variance for |αP | = 100 and θ = 20 mRad.
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Figure 5-6: Success probability versus θ|αP | for σ2
P = 10−6 and |αP | = 100.

case Podd = A = 0.43. Again, this is in contrast to what we obtained in (5.56) using

the single-mode model, for which Podd approaches 1/2 for θ2|αP |2 ≫ 1. The reason for

this difference could lie in what we noticed in equations (5.46) and (5.50) regarding the

extra phase terms due to the non-commuting nature of phase noise operators. Overall,

based on our continuous-time theory for the cross-Kerr effect, it seems that for the optimum

performance of the gate we have to satisfy the following three conditions simultaneously:

θ2|αP |2 ≫ 1, σ2
P |αP |2 ≪ 1, σ2

P ≪ 1. (5.76)

In Figs. 5-5–5-7, we have plotted the success probability by varying one of the three
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Figure 5-7: Success probability versus the probe parameter |αP | for θ|αP | = 2 and σ2
P =

10−4. By fixing θ|αP | and changing |αP |, we are implicitly varying the nonlinearity of the
material.

variables σ2
P , |αP |, and θ|αP |, with the other two fixed. Here, we have assumed that it is

possible to change the phase variance σ2
P without affecting θ, even though both are related

to the material response function. Fig 5-5 shows that Peven is very sensitive to the phase

noise, and it drops significantly if σ2
P |αP |2 > 1. On the other hand, Podd only drops slightly

for moderate values of σ2
P , and it achieves its maximum value again for large values of σ2

P .

Its maximum, however, is bound to the value of A = 0.43. In Fig. 5-6, it can be seen

that whereas Peven is independent of θ, Podd requires θ|αP | > π/2 to achieve a reasonable

performance. That justifies the use of θ|αP | = 2 in the Figs. 5-5, 5-7, and 5-8. Finally,

one may be interested in the effect of |αP |, as shown in Fig. 5-7. In the weak nonlinear

regime, we need a large value of |αP | in order to achieve a sufficiently high value of θ2|αP |2.
That imposes a large amount of phase noise because the value of σ2

P |αP |2 also increases.

However, if we have a material with a large cross-Kerr coupling constant κ and a low phase-

noise variance, then we only need a moderate value for |αP |. In the extreme case of |αP | ≪ 1,

Podd again goes to zero because f0(αP , θ) → 1. In Fig. 5-7, we have calculated f0 numerically

because the condition σP + θ ≪ 1 in (5.69) no longer holds when |αP | = 2/θ ≪ 1.

So far, we have assumed that we independently vary θ and σ2
P . This, however, is not

the case in our cross-Kerr effect model. Because of (5.44), both σ2
P and θ are functions of

h(t). In order to increase the maximum of h(t) while keeping its area constant, we need to
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Figure 5-8: Success probability versus the probe parameter |αP | using the double-pole re-
sponse function for the medium at T = 0K and γ0 → 0.

make it narrower. That however increases the frequency content of h(t), which may increase

σ2
P . On the other hand, σ2

P ∝ κ and θ ∝ κ. Therefore, in order to satisfy both θ2|αP |2 > 1

and σ2
P |αP |2 ≪ 1 conditions, one needs a high ratio of θ2/σ2

P , or equivalently, a large value

for κ. This is not a desired behavior for a system that was designed to operate in the

weak-nonlinear regime.

To clarify the above points, let’s consider a concrete example. Suppose h(t) is the two-

pole response function associated with the frequency response

H(ω) =

∫

dth(t)eiωt =
Ω2

0

Ω2
0 − ω2 − iωγ0

, (5.77)

where Ω0 is the vibrational resonance frequency of the medium and γ0 is a damping rate.

It has turned out [35] that the best performance is achieved in the underdamped single

resonance regime 0 < γ0/2 < Ω0, for which

h(t) =
Ω2

0e
−γ0t/2 sin

(

√

Ω2
0 − γ2

0/4 t
)

√

Ω2
0 − γ2

0/4
, t ≥ 0. (5.78)

Moreover, the ideal performance is achieved when T = 0K and γ0 → 0, in which case, we
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have
∫ ∞

0
dωHi(ω) = πh(th)/2, where h(th) = Ω0, (5.79)

and therefore,

σ2
P = (2κ/π)

∫ ∞

0
dωHi(ω) = κh(th) = θ. (5.80)

Figure 5-8 shows the success probability for the underdamped two-pole response at T = 0 K

plotted versus |αP | at θ|αP | = 2. It can be seen that the optimum performance of the system

is achieved at a low value of |αP |, for which Psuccess is only about 0.55. This agrees with

what we observed before. For large values of |αP |, we have that σ2
P |αP |2 = θ|αP |2 = 2|αP |

also has a large value, which, in turn, degrades the even-parity performance. For low values

of |αP |, Podd → 0 as was seen before in Fig. 5-7.

5.3.1 Further discussion

The results shown in Fig. 5-8 demonstrate that our causal, non-instantaneous model for the

cross-Kerr effect precludes the distributed parity gate’s achieving high success-probability

operation. One should also bear in mind that the fidelity we have derived is for the ideal

case of no loss, no SPM, and no dispersion. Each of these issues can by itself significantly

deteriorate the system performance. Moreover, the above performance has been achieved

under the slow-response conditions, which makes its practicality and applicability question-

able. However, there are still two other issues that should be addressed before coming to a

definite conclusion about the parity gate’s feasibility. First, within the range of validity of

our model, we may still be able to do better if we choose an optimum response function for

our medium. The material’s response function h(t) must satisfy the following conditions

h(t) = 0, for t < 0

∫

dth(t) = 1

Hi(ω) ≥ 0 for ω > 0, (5.81)

which define a convex set of functions. In this set, we are interested in finding the function

h(t) that maximizes the success probability of the gate. An easier problem is to find the

function h(t) that maximizes the ratio θ/σP . Both these problems are analytically, as well as

numerically, difficult. Even if we knew such a function, it will be difficult to find a material

110



which has the desired response function. Nevertheless, it would be interesting to find the

ultimate possible performance of the parity gate using our continuous-time model for the

cross-Kerr effect.

The second issue is the validity of our model when we are dealing with atomic systems,

possibly under electromagnetically induced transparency (EIT) conditions [64], illuminated

by single photons. There are several proposals that use such systems to provide an effective

cross-Kerr nonlinearity for single photons [59, 65, 66]. Our model may or may not be

applicable to such scenarios. In our model, we translate what we expect to occur classically

in a pure cross-Kerr medium into a quantum field-operator language, and then, we make it

self-consistent by introducing phase noise operators with appropriate commutators. This is

not necessarily what happens when a photon interacts with a single atom or a small ensemble

of atoms. In these atom-interaction scenarios we expect to get some pulse-shape broadening,

but how we can relate this effect to our medium response function, is yet to be investigated.

Moreover, if the physical reason behind the phase noise and the non-instantaneous response

function is molecular vibrations, it is logical to ask how much vibrational noise a single

photon may cause. In other words, if we don’t expect that atomic vibrations are at all

significant at a single-photon level, do we need to worry about phase noise or not? These

concerns prevents us from generalizing our assessment of the parity gate to all its possible

implementations. The relationship between our model and an atom-based model, such as

those we used for analyzing quantum memory units, is as interesting topic to be pursued,

and it is one of possible routes for extending the work done in this thesis.
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Chapter 6

Summary and Future Work

This thesis has been devoted to analyzing the performance of various distributed quantum

architectures from a system-level standpoint, using analytical tools from physics and en-

gineering. The systems we are interested in all employ neutral atoms, and some relevant

metastable levels therein, to store and process quantum data. This can be accomplished with

single atoms trapped in high-Q optical cavities, or with atomic ensembles in free-space or

low-finesse cavities. Depending on their energy-level configurations, the atoms can interact

with and store the photon-number or the polarization-state information from an incoming

light beam. Neutral atoms can also be treated as constituents of a nonlinear medium that

enable interactions between a pair of light beams.

6.1 Thesis summary

In Chapter 2, we studied the loading problem for a variety of trapped-atom quantum memo-

ries. We used a system-reservoir approach to model a quantum-memory system illuminated

by a single photon. We studied the cold-cavity and the two-level hot-cavity loading prob-

lems in detail, and we showed that other more complicated configurations, such as Λ-level,

V -level, and double-Λ-level atoms, could be reduced to these basic cases. In particular, for

the off-resonant Raman transition in a Λ-level atom, driven by a single photon on one leg

and a classical control field on the other leg, we studied and compared two loading mech-

anisms. The main goal of our investigation was to find out about the dependence of the

loading probability on the key system parameters, e.g., atom-light coupling rate as well as

the input photon bandwidth. In the first approach, based on known techniques for adiabatic
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transfer, we realized that the ideal system performance could only be achieved long enough

input pulses. If we are operating under the two-photon-resonance condition, then the higher

the coupling rate is the higher the loading probability will be. In this adiabatic scheme, the

coupling rate can only be increased, however, by using a shorter cavity, which results in a

more demanding implementation. We proposed and analyzed a non-adiabatic approach—in

which the control field was turned off at the peak of the loading probability—and showed

that, for a fixed input bandwidth, its performance was optimized at an atom-light coupling

rate that could be lower than what was needed in the adiabatic approach. This optimum

coupling rate approaches zero, although very slowly, as we decrease the bandwidth associ-

ated with the driving photon. A preliminary report of this work has been presented at the

2006 Quantum Electronics and Laser Science Conference [67], and a journal paper is under

preparation.

In Chapter 3, we analyzed the MIT-NU loading problem. The MIT-NU architecture uses

a pair of trapped-rubidium-atom quantum memories, which are illuminated by the signal

and idler outputs from an ultrabright doubly-resonant dual-OPA source of polarization-

entangled photons. By approximating these outputs as a general biphoton state, we derived,

analytically, the loading probabilities for adiabatic and non-adiabatic loading. In the latter

case, we again observed the existence of an optimum coupling rate as a function of the

driving pulse parameters. We showed that loading probabilities above 80% were achieveable

at these optimum coupling rates, provided that the bandwidths associated with the input

pulse is narrower than that of optical cavities. This work was also partially presented in

[67].

We also studied the DLCZ system, proposed by Duan, Lukin, Cirac, and Zoller, which

uses atomic ensembles as its quantum memories. We presented the first performance analysis

for the DLCZ entanglement-distribution, repeater, and teleportation schemes that carefully

treats errors arising from multiple-pair emissions and the use of non-resolving photon detec-

tors. Our results show that the DLCZ protocol for entanglement distribution has a better

throughput-versus-distance behavior than that of the MIT-NU architecture. Because of

the linear optical module used for performing a partial Bell-state measurement, the DLCZ

teleportation (repeater) protocol is a conditional scheme with maximum success probability

of 1/4 (1/2). The MIT-NU system is capable of performing a full Bell-state measurement

provided that we can successfully trap and manipulate single atoms in optical microcavities.
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The DLCZ teleportation/repeater system requires highly efficient photon-number resolving

detectors to achieve acceptable fidelity performance. These results have appeared in [68, 69].

Finally, in Chapter 5, we studied an optical solution to quantum computing based on the

cross-Kerr nonlinearity in optical fibers. This system, proposed by a group of researchers

in HP Laboratories, seeks to realize a universal set of quantum gates in the optical do-

main. We analyzed the cross-Kerr interaction between a single-photon pulse and a coherent-

state pulse—which is at the core of the proposed scheme for two-qubit operations—using a

continuous-mode formalism for the Kerr effect. The main features of our model are a finite

response time for the medium as well as an accompanying phase noise at the output. We

showed that, because of the response function’s being non-instantaneous, a quantum opera-

tion is only feasible in the slow-response regime, in which the durations of the optical pulses

are much shorter than that of the response function. Even in the slow-response regime, the

output phase noise—whose mean-squared strength is proportional to the response function’s

amplitude—precludes achieving a high fidelity of operation. These results will be presented

at the 2006 Conference on Quantum Communication, Measurement, and Computing [70].

6.2 Future work

There are several directions in which this thesis could be extended. Among them are:

1. The cavity-quantum-electrodynamic analysis given in Chapter 2 is applicable to a va-

riety of other problems in quantum optics and quantum computing. Strong coupling

regimes can be mimicked in quantum-dot systems embedded in semiconductor micro-

cavities [71, 72, 73] as well as in Cooper pair boxes in superconductor devices [74].

Furthermore, qubit teleportation is not the only protocol for quantum communication

[26, 27]. For instance, in [27], one can transfer a quantum state from one cavity to

another by local entanglement, operations, and measurements. In this scheme, there

are two atoms in each cavity; one serves as the main memory and the other as an aux-

iliary/backup qubit. The state transfer is done via a single photon traveling between

cavities. This system has been analyzed using quantum Monte Carlo simulation. It

would be interesting to study the system using the analytical tools we employed in

Chapter 2 to enable a fair comparison with other quantum communication systems.

2. Single atoms can be trapped in potential wells in free space much easier than in a
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Figure 6-1: A from-the-memory architecture for entanglement distribution using ensembles
of atoms with the level configuration as shown in (a). In (b), atomic ensembles L and R are
assumed to be polarization entangled if one photon is detected at each photodetector.

cavity. Such trapped atoms can be used in controlled single-photon sources [75]. Using

from-the-memory configuration, we can also employ them to distribute polarization

entanglement. It would be interesting to study such systems within our mathematical

framework.

3. Our treatment of the MIT-NU loading problem is only an approximation to the real

scenario in which the output of the dual-OPA source is in a Gaussian state. This im-

plies that, for a more complete analysis, we have to account for higher order terms, i.e.,

multiple-photon cases. This analysis of full Gaussian-state loading may be intractable,

but it should be possible to analyze cases with at most two photons each in the signal

and idler beams.

4. One major problem that makes the DLCZ teleportation scheme inefficient is its depen-

dence on the exact number of photons. We can circumvent this problem by switching

to polarization states. One way to do that is to use atoms with the atomic configu-

rations shown in Fig. 6-1(a). In Fig. 6-1(a), we drive the transition |g〉 → |e〉 by an

external field; the atom in the upper state can then undergo a Raman transition to the

state |0〉 or |1〉, which corresponds, respectively, to the emission of a photon in the hor-

izontal or vertical polarization. Now, by pumping two of these atoms coherently, and

combining their outputs at a polarizing beam splitter [76], as shown in Fig. 6-1(b),

one can show that both single-photon detectors will click whenever the two atomic

systems are in the singlet state [76]. Because this scheme requires both detectors to

register photocounts, it can be more reliable than the DLCZ system, which works on

the basis of a single photodetection event. It is foreseeable that this method has a

lower throughput.
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Alternatively, with recent advances in light-matter qubit conversion [50, 51, 32]—by

which we can transfer the state of a single photon to the collective state of an atomic

ensemble and vice versa—we can use a memory-to-memory configuration to generate

a photon, whose polarization is either H or V , entangled with an atomic ensemble,

and let this photon load the other party’s memory [32]. The entanglement between

these two memories can then be verified by a setup similar to Fig. 6-1(b). We can also

use the light-matter conversion technique to absorb a pair of polarization-entangled

photons. This entangled pair can either be produced by the downconversion process

or by two-photon processes in atomic ensembles [77]. In none of the above schemes,

however, are we capable of verifying the establishment of the entanglement without

destroying it.

5. Another issue in dealing with atomic ensembles is the possibility of emitting or ab-

sorbing more than one photon. This precludes us from extending some well-known

techniques for treating single atoms to the atomic-ensemble case. There is a new

blockade mechanism by which we can prevent the atomic ensemble from absorbing

more than one excitation, thus treat the atomic ensemble as a two-level atom. This is

based on the light-shift imbalance in a Raman transition [78], and it has been proposed

for realizing quantum communication and computation systems with atomic ensembles

[79]. It would be interesting to employ the techniques that we learned in Chapters 2

and 4 to analyze these systems.

6. As mentioned earlier, our treatment of the cross-Kerr effect in Chapter 5 is applicable

to the nonlinear media, such as optical fiber, whose constituent atoms or molecules are

bound to their environments, thus inducing photon-phonon interactions. This may not

be the case if we use single trapped atoms [59] or atomic ensembles [66] as the source

of nonlinearity. The relationship between our continuous-time formalism in Chapter 5

and the above atomic schemes is an interesting topic for future investigation.

Quantum information science is an emerging discipline whose theoretical progress to

date has far outstripped its experimental achievements. Although it has not fundamentally

changed our understanding of the physical universe, it has definitely motivated us to look

closer at it. This thesis was an attempt to dig deeper into some physical phenomena to help

us obtain a more accurate detailed understanding of their impact on neutral-atom based
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quantum communication and computation. Whether this refined knowledge will result in

concrete, useful applications is the main challenge of years to come.
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Appendix A

Hot-cavity Loading: A

Heisenberg-Langevin Analysis

In this appendix, we present alternative derivations to what we obtained in Sections 2.2 and

2.4 for, respectively, two-level and V -level atoms illuminated by single photons. Our new

approach is based on Heisenberg-Langevin (HL) equations of motion, which we introduced

in Section 2.1 for the cold-cavity loading problem. We can easily extend those results to

include any intracavity system that interacts with a reservoir of modes through the linear

coupling term ~Γ
∫

dω(a†ωb+ b†aω) in its Hamiltonian1, where b is the cavity-mode operator

that connects the outside world to the internal system. Gardiner and Collett [37] have

shown that the Heisenberg equation of motion for any intracavity operator a can be written

as follows:

ȧ = −(i/~)[a,Hsys] − [a, b†](κb−
√

2κAin) + (κb† −
√

2κA†
in)[a, b], (A.1)

where all operators are evaluated at time t, Hsys is the intracavity Hamiltonian, and Ain(t) =

(−i/
√

2π)
∫

dω exp(−iωt)aω(0). Note that there is a factor −i in front of the integral as

compared to what we had in Chapter 2. This is only for the notational convenience and has

no effect on our final results. The above equation can be derived along the same lines of

derivation that we gave in (2.11) and (2.12).

In the following, we first consider a two-level atom inside a cavity illuminated by a

1(a) Because of the abundance of operators in this Appendix, we denote any quantum operator â by a.
(b) Unless otherwise noted, we use the same notation that we used in Chapter 2.
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single photon. An HL loading analysis for this problem was performed by V. Giovannetti

and L. Maccone (GM) [80]. Their work provides the basis for the other problems that we

consider in this appendix. Thus we begin, in Section A.1, by rederiving the GM solution,

and then follow, in Section A.2, by extending the solution to the case of an atom in the V

configuration. In the latter problem, the two atomic transitions are excited by an optical

beam in an arbitrary polarization state. Finally, in Section A.3, we consider a pair of

two-level atoms illuminated by a pair of photon-number-entangled photons.

A.1 A two-level atom in a cavity with external single-photon

excitation

Consider the two-level atom in Fig. 2-2. In order to analyze the intracavity evolution, it

suffices to find the HL equations for b, σee, and σeg. Using (A.1), these equations are as

follows:

ḃ(t) = −(iω0 + κ)b(t) − igσge(t) +
√

2κAin(t), (A.2)

σ̇ee(t) = ig[σge(t)b
†(t) − σeg(t)b(t)], (A.3)

σ̇eg(t) = iωaσeg(t) + ig[σgg(t) − σee(t)]b
†(t). (A.4)

For our loading problem, we assume the Langevin operator is initially in the state given

by (2.1). Then, the loading probability, i.e., the probability that, at time t, the photon has

been absorbed and the atom is in its excited state, is given by 〈σee(t)〉. To evaluate this

average, we can repeatedly use (A.2)–(A.4) until we obtain a closed set of linear equations

that can be solved by well-known methods such as the Laplace transform. The main issue

that helps us get to this point is the fact that there is only one excitation in the whole

system. As a result, there are only certain states that are possible for the intracavity system

as we saw in Section 2.2. For instance, knowing that the atom is in its excited state implies

that the field operator b is in the vacuum state. There is a little bit of subtlety, however, in

dealing with this problem, which can be formulated in the following lemma.

Lemma A.1. For any function f(t, t′) = fa(t)fp(t)fin(t′), where fa(t) is an atomic operator,

fp(t) is a photonic operator (inside the cavity), and fin(t′) is a function of the input Langevin

operator, all in the Heisenberg picture, we have
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(a) 〈f(t, t′)〉 =
〈

〈fa(t)fp(t)〉c fin(t′)
〉

, and therefore, 〈fa(t)fp(t)〉c = 0 ⇒ 〈f(t, t′)〉 = 0. Here,

〈·〉c denotes averaging over the intracavity system.

(b) 〈fa(t)fp(t)〉c is a function of Ain. It is zero if 〈ψ1|fa(0)fp(0)|ψ2〉 = 0, where

|ψ1〉 , |ψ2〉 ∈ {|g〉 |0〉b , |g〉 |1〉b , |e〉 |0〉b}. (A.5)

The above three states represent all possible intracavity scenarios: no photon absorption,

absorption by the cavity, and absorption by the atom. For example, b(0)σee(0) takes all

these states to 0, and therefore, 〈b(t)σee(t)fin(t′)〉 = 0.

Now, we can start finding a closed set of first-order linear differential equations from

which 〈σee(t)〉 can be obtained. The first equation comes directly from (A.3), which intro-

duces a new term W (t) = b(t)σeg(t) for which we have (hereafter, we may neglect to write

t explicitly in our expressions)

Ẇ = ḃσeg + bσ̇eg

=
[

−(iω0 + κ)b− igσge +
√

2κAin

]

σeg + b
[

iωaσeg + ig(σgg − σee)b
†
]

= −(i(ω0 − ωa) + κ)W − igσgg + igbσggb
† − igbσeeb

† +
√

2κAinσeg

= −(i(ω0 − ωa) + κ)W + igb†σggb− igσee − igb†σeeb+
√

2κAinσeg, (A.6)

where we used [b, b†] = 1 in the last step. Defining new terms

A0 = 2Re〈W 〉 and A1 = −2Im〈W 〉 = i〈W 〉 − i〈W 〉∗, (A.7)

we have

Ȧ0 = −κA0 − (ω0 − ωa)A1 + Re{F1(t, t)} (A.8)

and

Ȧ1 = −κA1 + (ω0 − ωa)A0 + 2g〈σee〉 + 2gA2 − Im{F1(t, t)} (A.9)

where from Lemma A.1,
〈

b†bσee

〉

= 0,

A2 =
〈

b†(σee − σgg)b
〉

= −
〈

b†σggb
〉

(A.10)

120



and

F1(t, t
′) = 2

√
2κ

〈

σeg(t)Ain(t′)
〉

. (A.11)

Repeating the same procedure for the above new terms, we obtain (using σ̇gg + σ̇ee = 0)

Ȧ2 = −
〈

ḃ†σggb
〉

−
〈

b†σgg ḃ
〉

+
〈

b†σ̇eeb
〉

(A.12)

where using (A.2)

ḃ†σggb =
[

(iω0 − κ)b† + igσeg +
√

2κA†
in

]

σggb

=⇒
〈

ḃ†σggb
〉

= −(iω0 − κ)A2 + ig〈W 〉 +
√

2κ
〈

A†
inσggb

〉

(A.13)

plus

b†σgg ḃ = b†σgg

[

−(iω0 + κ)b− igσge +
√

2κAin

]

=⇒
〈

b†σgg ḃ
〉

= (iω0 + κ)A2 − ig〈W 〉∗ +
√

2κ
〈

b†σggAin

〉

(A.14)

and using
〈

b†bbσeg

〉

c
= 0 along with (A.3), we have

〈

b†σ̇eeb
〉

= ig
〈

b†
(

σgeb
† − σegb

)

b
〉

= 0. (A.15)

Using the above results, we obtain

Ȧ2 = −2κA2 − gA1 + Re{F2(t, t)} (A.16)

where

F2(t, t
′) = 2

√
2κ

〈

b†(t)(σee(t) − σgg(t))Ain(t′)
〉

= −2
√

2κ
〈

b†(t)σgg(t)Ain(t′)
〉

. (A.17)

Among all new terms introduced so far, only F1 and F2 explicitly include the input noise

operator. In fact, because A0, A1, and A2, are all initially zero, F1 and F2 play the role

of driving forces for the other terms. For instance, if the noise operator is initially in the

vacuum state, then, F1 and F2 are both zero at all times, and there will be no evolution in
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σee(t) according to (A.8), (A.9), and (A.16). This is also the case for σgg(t), and we have

〈σgg(t)〉 = 〈σgg(0)〉 = 1 , no input photons. (A.18)

Now, we derive the evolution of the driving forces and show that they will close the set

of required equations. From (A.11) and (A.4), we have

∂

∂t
F1(t, t

′) = iωaF1(t, t
′) − igF2(t, t

′) (A.19)

Also, from (A.17), (A.2), and (A.3), we have

∂

∂t
F2(t, t

′) = (iω0 − κ)F2(t, t
′) − igF1(t, t

′) − 4κ
〈

A†
in(t)σgg(t)Ain(t′)

〉

(A.20)

where, from Lemma A.1,
〈

b†(t)(σge(t)b
†(t) − σeg(t)b(t))Ain(t′)

〉

= 0. The last term in (A.20)

can be simplified further using (2.15). Now, using (A.18) and (2.15), we get

∂

∂t
F2(t, t

′) = −igF1(t, t
′) + (iω0 − κ)F2(t, t

′) − 4κΦ(t′)Φ∗(t). (A.21)

Equations (A.8), (A.9), (A.16), (A.19), and (A.21) plus 〈σ̇ee〉 = −gA1, summarized in

Table A.1, comprise a set of linear equations that can be solved using Laplace transforms.

In particular, the driving terms F1 and F2 can be obtained from (A.19) and (A.21) using

the initial conditions F1(0, t
′) = F2(0, t

′) = 0. The results are as follows:

F1(t, t
′) = −i4gκΦ(t′)

ξ′

∫ t

0
dτΦ∗(τ)

(

eα+(τ−t) − eα−(τ−t)
)

(A.22)

and

F2(t, t
′) = −4κΦ(t′)

∫ t

0
dτΦ∗(τ)

(

β+e
α+(τ−t) + β−e

α−(τ−t)
)

(A.23)

where

α± = −iωa +
κ− i(ω0 − ωa) ± ξ′

2

β± =
1

2
± κ− i(ω0 − ωa)

2ξ′

ξ′ =
√

[κ− i(ω0 − ωa)]2 − 4g2. (A.24)
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Moment Equations Moment Definitions

〈σ̇ee〉 = −gA1

Ȧ0 = −κA0 − (ω0 − ωa)A1 + Re{F1(t, t)}
Ȧ1 = 2g 〈σee〉 + (ω0 − ωa)A0 − κA1 + 2gA2 − Im{F1(t, t)}

Ȧ2 = −gA1 − 2κA2 + Re{F2(t, t)}
∂
∂t

F1(t, t
′) = iωaF1(t, t

′) − igF2(t, t
′)

∂
∂t

F2(t, t
′) = −igF1(t, t

′) + (iω0 − κ)F2(t, t
′) − 4κΦ(t′)Φ∗(t)

A0 =
˙

b†σge + bσeg

¸

A1 = −i
˙

b†σge − bσeg

¸

A2 =
˙

b†(σee − σgg)b
¸

F1(t, t
′) = 2

√
2κ 〈σegAin(t′)〉

F2(t, t
′) = −2

√
2κ

˙

b†σggAin(t′)
¸

Table A.1: The set of moment equations for a two-level atom in a cavity illuminated by a
single photon.

Now solving for 〈σee〉, in the on-resonance case ω0 = ωa, we find the following result for

the time-dependence of the absorption probability:

〈σee(t)〉 = − g

2ξ′

∫ t

0
dτ Im{F1(τ, τ)}e−κ(t−τ)

(

e−ξ′(t−τ) − eξ
′(t−τ)

)

+
1

2ξ′2

∫ t

0
dτ

(

2g2Re{F2(τ, τ)} − gκIm{F1(τ, τ)}
)

e−κ(t−τ)

×
(

2 − e−ξ′(t−τ) − eξ
′(t−τ)

)

. (A.25)

Although it may not be clear at the first glance, the above equation is equivalent to the

compact result that we obtained in (2.27).

A.2 A trapped three-level atom in the V configuration illumi-

nated by an arbitrarily polarized single photon

In this section, we extend our solution for the two-level atom to the case of a three-level

V -configuration atom, as shown in Fig. A-1. A photon in the cavity mode governed by field

operator b+, corresponding to the σ+ polarization, can stimulate the transition |g〉 → |2〉.
Likewise, a photon in the cavity mode associated with field operator b−, corresponding to

the σ− polarization, can stimulate the transition |g〉 → |3〉. The problem we are interested

in is how such an atom can absorb a photon with an arbitrary polarization. To answer

this question, we follow the same steps we took in the previous section starting with the

intracavity Hamiltonian

Hc = ~ω0

(

b†+b+ + b†−b−

)

+ ~ωa (σ22 + σ33)

+~g
(

b†+σg2 + b+σ2g + b†−σg3 + b−σ3g

)

(A.26)
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Figure A-1: A single V-configuration atom illuminated by a single photon with an arbitrary
polarization.

where the first two terms are, respectively, the field and the atom Hamiltonians, and the

last term models their interaction. We assume all intracavity operators are initially at rest,

and the input field is in a polarization state:

|ψ0〉 = |g〉 ⊗ |0〉b+ ⊗ |0〉b− ⊗
∫

dωφ(ω)
(

α |1ω〉σ+
+ β |1ω〉σ−

)

, (A.27)

where |1ω〉σ±
represents a single photon at the frequency ω with the polarization σ±.

The parameter we are interested in is the probability of loading the atom with the

following normalized state

|e〉 = α|2〉 + β|3〉 (A.28)

or, equivalently, 〈σee〉. Using a similar treatment to the previous section, we can write a

system of HL equations based on (A.26), from which a set of linear differential equations

can be obtained. In this way, it can be shown that the V-level system behaves like three

two-level systems, one for each of transitions g ↔ 2, g ↔ 3, and 2 ↔ 3. There is a shortcut

to this approach by introducing a new basis for the problem consisting of |e〉, |f〉, and |g〉,
where

|f〉 = β∗|2〉 − α∗|3〉. (A.29)

Here, |f〉 is an unwanted state; it represents an atom loaded with an orthogonal state to the

desired state |e〉. We define the fidelity of loading by the ratio 〈σee〉 /(〈σee〉 + 〈σff 〉). The

Hamiltonian (A.26) takes the following form in the new basis:

Hc = ~ω0b
†b+ ~ωaσee + ~g

(

b†σge + bσeg

)

+~ω0b
†
⊥b⊥ + ~ωaσff + ~g

(

b†⊥σgf + b⊥σfg

)

(A.30)
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where

b = α∗b+ + β∗b− and b⊥ = βb+ − αb− (A.31)

represent two independent field operators, i.e., [b, b⊥] = [b, b†⊥] = 0 and [b, b†] = [b⊥, b
†
⊥] = 1.

We can see that the Hamiltonian (A.30) is the sum of two independent two-level-atom

Hamiltonians. Thus we obtain the same HL equations, as in (A.2) and (A.3), for the

current definitions of b and σee, respectively, where for the present problem

Ain = α∗A
(+)
in + β∗A

(−)
in (A.32)

with

A
(±)
in (t) =

−i√
2π

∫

dωe−iωta±(ω) (A.33)

and a±(ω)|1ω′〉σ± = δ(ω−ω′)|0〉R± , where R± denotes the reservoir corresponding to the σ±

polarization. There are some additional terms to the HL equations for σeg and σgg, however,

which arise from the ground state’s coupling to both |e〉 and |f〉. We have

σ̇eg(t) = iωaσeg(t) + ig[σgg(t) − σee(t)]b
†(t) − igb†⊥(t)σef (t) (A.34)

and

σ̇gg(t) = −ig[σge(t)b
†(t) − σeg(t)b(t)] − ig[σgf (t)b†⊥(t) − σfg(t)b⊥(t)]. (A.35)

Using the same treatment as in the previous section, we can obtain the same set of

equations as in Table A.1 for 〈σee〉. The reason that the 〈σee〉 equations are unaffected by

the additional terms in (A.34) and (A.35) is that the new resulting moments from these

additional terms are all zero. For instance, 〈bb†⊥σef 〉 = 0 because if the atom is in the state

|e〉 or |f〉, then there is no photon left in any field operators including b. This results in

no changes in W , and therefore in (A.8) and (A.9). By the same token, 〈b†⊥σef 〉 = 0 which

results in no changes in (A.19). Similarly, 〈b†bb†⊥σgf 〉 = 0 and 〈b†b†⊥σgf 〉 = 〈b†b⊥σfg〉 = 0,

which leave (A.16) and (A.21) unchanged, respectively. This proves that these two problems

have the same dynamical evolution as far as average quantities are concerned. Moreover,

writing the HL equation for b⊥, we find that it involves a noise operator A⊥
in = βA

(+)
in −αA(−)

in ,

which takes the initial state (A.27) to zero. This leaves no driving forces in (A.21) and results

in 〈σff 〉 = 0. It follows that the fidelity of the loading process is unity, i.e., there is no chance
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Figure A-2: Two two-level single atoms trapped in two similar cavities illuminated by a pair
of photons in an entangled state.

to load the atom with something outside the state space spanned by the desired state |e〉 and

the ground state |g〉. The results of this section are independent of α and β, and therefore

they hold regardless of the polarization state of the input light.

A.3 Loading a pair of two-level atoms with a pair of entangled

photons

Teleportation protocols begin by preparing their two parties in an entangled state. For

scenarios in which two-level atoms are being used as QMUs, this entangled state can be rep-

resented by a superposition of ground-excited states. In this section, we study the problem

of loading two atoms with such an entangled state by means of a pair of photons entangled in

photon number, here either zero or one. Figure A-2 shows a schematic of this architecture.

Each atom in Fig. A-2 can be individually modeled by a two-level atom Hamiltonian and

the set of HL equations (A.2)–(A.4). The Hamiltonian for the system of two cavities is then

simply the sum of these two (we label the atoms S and I corresponding to the signal and

idler beams of the photon source):

Hc = HS +HI , (A.36)

where

Hk = ~ω0b
†
kbk + ~ωaσ

(k)
22 + ~g(b†kσ

(k)
12 + bkσ

(k)
21 ), (A.37)

where σ
(k)
ij = |i〉kk〈j|, k ∈ {S, I}.

The atoms, cavity operators, and input noise operators to each cavity, A
(S)
in and A

(I)
in ,

are initially in the following state

|ψ0〉 = |1〉S ⊗ |1〉I ⊗ |0〉bS
⊗ |0〉bI

⊗
∫

dωφ(ω)
(

α |1ω〉S |0〉RI
+ β |0〉RS

|1ω〉I
)

, (A.38)
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where |1ω〉S/I represents a single photon at the frequency ω in the signal/idler beam. Here

we are interested in finding 〈σee(t)〉 where

|e〉 = α|2〉S |1〉I + β|1〉S |2〉I (A.39)

Similar to the previous section, we start by rewriting the Hamiltonian in a new basis that

will simplify the analysis. We need the ground state |g〉 = |1〉S |1〉I , the unwanted state

|f〉 = β∗|2〉S |1〉I − α∗|1〉S |2〉I , and the inaccessible (because only one photon is available)

state |d〉 = |2〉S |2〉I to complete the basis. In this new basis, the Hamiltonian (A.36) satisfies

Hc = Heg +Hfg +Hd (A.40)

where

Heg = ~ω0b
†b+ ~ωaσee + ~gbσeg + ~gσgeb

† (A.41)

represents a two-level system between |e〉 and |g〉,

Hfg = ~ω0b
†
⊥b⊥ + ~ωaσff + ~gb⊥σfg + ~gσgfb

†
⊥ (A.42)

represents a two-level system between |f〉 and |g〉, and

Hd = 2~ωaσdd + ~g(bσdf ′ + σf ′db
†) + ~g(b⊥σdf ′′ + σf ′′db

†
⊥) (A.43)

represents the transitions to the two-excitation state |d〉. In these equations

|f ′〉 = 2α∗β∗|e〉 + (|β|2 − |α|2)|f〉 = β∗|2〉S |1〉I + α∗|1〉S |2〉I

|f ′′〉 = (|β|2 − |α|2)|e〉 − 2αβ|f〉 = −α|2〉S |1〉I + β|1〉S |2〉I (A.44)

and

b = α∗bS + β∗bI and b⊥ = βbS − αbI (A.45)

are the two independent intracavity field operators. From (A.40), we obtain the following
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HL equations for the above system,

ḃ(t) = −(iω0 + κ)b(t) − igσge(t) − igσf ′d(t) +
√

2κAin(t)

σ̇ee(t) = ig[σge(t)b
†(t) − σeg(t)b(t)] − 2ig[α∗β∗σed(t)b

†(t) − αβσde(t)b(t)]

− (|β|2 − |α|2)ig[σed(t)b
†
⊥(t) − σde(t)b⊥(t)]

σ̇eg(t) = iωaσeg(t) + ig[σgg(t) − σee(t)]b
†(t) + 2αβigσde(t)b(t)

+ (|β|2 − |α|2)igσde(t)b⊥(t) (A.46)

where

Ain = α∗A
(S)
in + β∗A

(I)
in (A.47)

with

A
(k)
in (t) =

−i√
2π

∫

dωe−iωtak(ω) (A.48)

and ak(ω)|1ω′〉k = δ(ω − ω′)|0〉Rk
, k ∈ {S, I}.

The rest of the game is the same as previous sections. We use the HL equations (A.46)

to find a closed set of linear equations from which 〈σee(t)〉 can be obtained. We use the

same tricks we used in the previous sections to meticulously manipulate all the moments of

interest. The main thing that simplifies this calculation is the fact that all transitions to the

upper state |d〉 are forbidden, in the context of the present problem, because there is only

one photon altogether in the input beams, and we start with no photons in the cavities and

both atoms in their ground states. Therefore, all moments of the form 〈fpσdx〉, where fp is

any photonic operator and |x〉 is any atomic state, vanish. Using this fact, we find that the

same set of equations as in Table A.1 is also applicable to the current problem, and 〈σee(t)〉
is still given by (A.25).
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Appendix B

DLCZ Fidelity Analysis

In this appendix, we derive the fidelity of entanglement for the DLCZ architecture. We

assume photon-number resolving detectors (PNRDs) are being used in the detection setup,

and we find the fidelity Fj,d of being in an arbitrary pure state |ψd〉 = dL|1〉L|0〉R+dR|0〉L|1〉R
after the occurrence of event M̂j as defined in (4.14) and (4.15). From (4.20), and the fact

that 〈ψd|D̂N (ŜL, ζ
L
a )D̂N (ŜR, ζ

R
a )|ψd〉 = 1 − |d∗LζL

a + d∗Rζ
R
a |2, we obtain

Fj,d ≡ 〈ψd|ρ̂pmj
|ψd〉

=
1

Pj

∫

d2ζL
a

π

∫

d2ζR
a

π

(

1 −
∣

∣d∗Lζ
L
a + d∗Rζ

R
a

∣

∣

2
)

×
∫

d2ζp1

π

∫

d2ζp2

π
χρ̂out

A (ζL
a , ζ

R
a , ζp1, ζp2)

(

1 − |ζpj |2
)

, PNRD, j = 1, 2,(B.1)

where Pj has been obtained in (4.21). The key technique to evaluating the above integral

lies in the Gaussian form of χρ̂out

A (ζL
a , ζ

R
a , ζp1, ζp2), as described in (4.11). This function can

be written in the following form

χρ̂out

A (ζL
a , ζ

R
a , ζp1, ζp2) = (2π)4

√
detKG(ζ,K), (B.2)

where

ζ = [ζL
ar, ζ

L
ai, ζ

−
pr, ζ

−
pi, ζ

+
pr, ζ

+
pi, ζ

R
ar, ζ

R
ai]

T , (B.3)

G(x,C) = (2π)−n/2(detC)−1/2 exp (−xT
C

−1x/2), (B.4)
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and x = [x1, . . . , xn]T is a real-valued column vector. The function G(x,C) represents the

joint probability density function for n zero-mean Gaussian random variables X1, . . . , Xn,

with covariance matrix C, evaluated at point x. The covariance matrix elements are Cij =

Ex{XiXj}, where Ex{·} denotes the statistical averaging over X1, . . . , Xn. With this new

notation, the integral in (B.1) can be written as follows

Fj,d =
16
√

detK

η1η2Pj
Eζ

{

1 − |ζpj |2 −
∣

∣d∗Lζ
L
a + d∗Rζ

R
a

∣

∣

2
+ |ζpj |2

∣

∣d∗Lζ
L
a + d∗Rζ

R
a

∣

∣

2
}

, (B.5)

where the factor η1η2 is due to the change of variables from {ζp1, ζp2} to {ζ+
p , ζ

−
p } using

(4.10). The above moments can be written in terms of the elements of the covariance

matrix K. The latter can be found by inverting K
−1, which can be easily obtained from

(4.11). The resulting symmetric matrix has been summarized in Table B.1. It can be shown

that
√

detK = η1η2/(4αLαR). Now, we can simplify (B.5), by noting that

Eζ

{

|ζpj |2
}

=
Eζ

{

|ζ+
p |2 + |ζ−p |2 + 2(−1)jℜ{ζ+

p ζ
−
p
∗}

}

2ηj

=
[K55 + K66 + K33 + K44 + 2(−1)j(K35 + K46)]

2ηj

= 1. (B.6)

Also, by using the moment-factoring theorem for Gaussian variables, we obtain

Eζ

{

|ζpj |2
∣

∣d∗Lζ
L
a + d∗Rζ

R
a

∣

∣

2
}

=
∣

∣Eζ

{

ζpj(d
∗
Lζ

L
a + d∗Rζ

R
a )

}
∣

∣

2

+
∣

∣Eζ

{

ζ∗pj(d
∗
Lζ

L
a + d∗Rζ

R
a )

}∣

∣

2

+Eζ

{

|ζpj |2
}

Eζ

{

∣

∣d∗Lζ
L
a + d∗Rζ

R
a

∣

∣

2
}

, (B.7)

in which

Eζ

{

ζpj(d
∗
Lζ

L
a + d∗Rζ

R
a )

}

=

√

ηj

2

(

(−1)j−1√ηLpcLd
∗
Le

iθL −√
ηRpcRd

∗
Re

iθR

)

(B.8)

and

Eζ

{

ζ∗pj(d
∗
Lζ

L
a + d∗Rζ

R
a )

}

= 0. (B.9)

Plugging (B.6)–(B.9) into (B.5), we finally obtain
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Table B.1: The elements of the covariance matrix K.
K11 = K22 = (1 − pcL)/2 + ηLpcL(η1 + η2)/4

K24 = K42 = −K13 = −K31 = (η1 + η2)
√
ηLpcL cos θL/4

K14 = K23 = K32 = K41 = −(η1 + η2)
√
ηLpcL sin θL/4

K15 = K51 = −K26 = −K62 = (η1 − η2)
√
ηLpcL cos θL/4

K16 = K25 = K52 = K61 = (η1 − η2)
√
ηLpcL sin θL/4

K17 = K28 = K71 = K82 = (η2 − η1)
√
ηLpcLηRpcR cos(θL − θR)/4

K18 = K81 = −K27 = −K72 = (η2 − η1)
√
ηLpcLηRpcR sin(θR − θL)/4

K33 = K44 = K55 = K66 = (η2 + η1)/4
K35 = K53 = K46 = K64 = (η2 − η1)/4

K37 = K73 = −K48 = −K84 = (η1 − η2)
√
ηRpcR cos θR/4

K38 = K47 = K74 = K83 = (η1 − η2)
√
ηRpcR sin θR/4

K68 = K86 = −K57 = −K75 = (η1 + η2)
√
ηRpcR cos θR/4

K58 = K67 = K76 = K85 = −(η1 + η2)
√
ηRpcR sin θR/4

K77 = K88 = (1 − pcR)/2 + ηRpcR(η1 + η2)/4
K12 = K21 = K34 = K43 = K36 = K63 = K45 = K54 = K56 = K65 = K78 = K87 = 0

Fj,d =
ηj(1 − pcL)(1 − pcR)

2Pj

∣

∣

∣

√
ηLpcLd

∗
Le

iθL + (−1)j√ηRpcRd
∗
Re

iθR

∣

∣

∣

2
, j = 1, 2. (B.10)

From (B.10), it can be easily seen that the maximum fidelity is achieved by the state given

by (4.34). Also, by assuming dL = ±dR = 1/
√

2, we find the fidelities of entanglement for

the singlet and triplet states as given by (4.31). Although we only derived (B.10) for PNRD

systems, one can verify that it also holds for NRPD systems.

The heralding probabilities in (4.22) can be derived from (4.21) by noting that

χρ̂out

A (0, 0, ζp1, ζp2) = (2π)2
√

detK′G(ζ′,K′), (B.11)

where ζ′ = [ζ−pr, ζ
−
pi, ζ

+
pr, ζ

+
pi]

T , and

K
′ =

1

βLβR − δ2

















βR 0 −δ 0

0 βR 0 −δ
−δ 0 βL 0

0 −δ 0 βL

















(B.12)

with
√

detK′ = 1/(βLβR − δ2). The rest of derivation is straightforward; it parallels what

we have done for the fidelities and will be omitted.
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