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ABSTRACT: By incorporating the improved empirical atom−atom
dispersion corrections from DFT-D3 [Grimme, S.; Antony, J.; Ehrlich, S.;
Krieg, H. J. Chem. Phys. 2010, 132, 154104], two long-range corrected (LC)
hybrid density functionals are proposed. Our resulting LC hybrid functionals,
ωM06-D3 and ωB97X-D3, are shown to be accurate for a very wide range of
applications, such as thermochemistry, kinetics, noncovalent interactions,
frontier orbital energies, fundamental gaps, and long-range charge-transfer
excitations, when compared with common global and LC hybrid functionals.
Relative to ωB97X-D [Chai, J.-D.; Head-Gordon, M. Phys. Chem. Chem. Phys.
2008, 10, 6615], ωB97X-D3 (reoptimization of ωB97X-D with improved
dispersion corrections) is shown to be superior for nonbonded interactions,
and similar in performance for bonded interactions, while ωM06-D3 is shown
to be superior for general applications.

1. INTRODUCTION
Over the past two decades, Kohn−Sham density functional
theory (KS-DFT)1,2 has become one of the most popular
methods for the study of large ground-state systems, owing to
its favorable balance between accuracy and efficiency.3−6 Its
extension for treating electron dynamics and excited-state
systems, time-dependent density functional theory (TDDFT),
has also been actively developed and widely applied.7,8

In KS-DFT, the exact exchange-correlation (XC) energy
functional Exc[ρ] remains unknown and needs to be
approximated. Accurate density functional approximations to
Exc[ρ] have been successively developed to extend the
applicability of KS-DFT to a wide range of systems.9,10

Among them, semilocal density functionals perform satisfac-
torily for some applications but can produce erroneous results
in situations where the accurate treatment of nonlocality of the
XC hole is important.11,12

Aiming to include nonlocality of the XC hole into Exc[ρ], the
important role of Hartree−Fock (HF) exchange in Exc[ρ] was
demonstrated by Becke, based on the adiabatic connection
argument and numerical support.13 Thereafter, the hybrid DFT
method, combining a fraction of HF exchange with a semilocal
density functional, has gradually gained popularity. However, in
certain situations, especially in the asymptotic regions of
molecular systems, a large fraction (even 100%) of HF
exchange is needed. Commonly used hybrid functionals, such
as B3LYP,13,14 do not qualitatively resolve these problems.
To date, perhaps the most successful approach in practice to

include nonlocal exchange effects for finite systems is provided
by the long-range corrected (LC) hybrid method,15−28

employing 100% HF exchange for the long-range (LR) part
of the interelectron repulsion operator erf(ωr12)/r12, a
semilocal exchange density functional for the complementary
short-range (SR) operator erfc(ωr12)/r12, and a semilocal
correlation density functional, with the parameter ω defining
the partitioning of the interelectronic distance r12. One of the
important issues in the LC hybrid method is the development
of an accurate SR semilocal exchange density functional going
beyond the simple local density approximation.29 Particularly,
several schemes have been proposed to generate a SR semilocal
exchange density functional based on a given semilocal
exchange density functional.15,19,23,28 Recently, we have
developed an accurate scheme, yielding a reliable LC hybrid
functional for a wide range of applications.28

Since the correlation density functionals in typical LC
hybrids are treated semilocally, there are still problems
associated with the lack of dispersion interactions (the missing
of van der Waals (vdW) forces).30 Currently, perhaps the most
popular approach in practice to include the effects of dispersion
interactions is provided by the DFT-D (density functional
theory with empirical dispersion corrections) method, due to
its low cost and robust performance on various noncovalent
systems.31 Recently, Grimme and co-workers have proposed an
improved DFT-D method, denoted as DFT-D3.32 In DFT-D3,
the atom-pairwise dispersion coefficients and cutoff radii are
computed from first principles to reduce the empiricism, and
the coefficients of the eighth-order dispersion terms are

Received: August 14, 2012
Published: November 5, 2012

Article

pubs.acs.org/JCTC

© 2012 American Chemical Society 263 dx.doi.org/10.1021/ct300715s | J. Chem. Theory Comput. 2013, 9, 263−272

pubs.acs.org/JCTC


computed using the established recursion relations. For the first
time in the DFT-D methods, the atomic-pairwise dispersion
coefficients are dependent on system geometry (as they should
be). By labeling the calculated coefficients with fractional
coordination numbers (CN) calculated by a well-designed
function taking the molecular geometry as input, a dispersion
coefficient is interpolated between dispersion coefficients in
different reference chemical environments.
We emphasize that both of the two methods may be

simultaneously needed in some situations, such as intermo-
lecular charge-transfer excitations of dispersion-bound com-
plexes. Therefore, to develop density functionals that are
computationally efficient and generally accurate, in this work,
we propose two LC hybrid functionals with the improved
dispersion corrections from DFT-D3. Our results are compared
with three closely related functionals on diverse test sets.

2. LC HYBRID FUNCTIONALS WITH IMPROVED
DISPERSION CORRECTIONS
2.1. ωM06-D3. The M06-class functionals33−35 share a

common functional form, which can be expressed as a linear
combination of the M0536,37 and VSXC38 functional forms.
Among them, M06-2X33 is the only one without using the
VSXC exchange. Nevertheless, M06-2X performs well for many
applications and remains outstanding among the M06-class
functionals. Therefore, one of our proposed LC hybrid
functionals, denoted as ωM06-D3, is based on modification
of M06-2X (a global hybrid functional).
Following our recently developed scheme,28 the SR semilocal

exchange density functional in ωM06-D3 is denoted as SR-
M06, as it reduces to the M06-2X exchange at ω = 0.

∫∑ ρ ρ= ∇
σ

σ σ σ σ
− −E e f w r( , ) ( ) dx x

SR M06 SR PBE

(1)

where exσ
SR−PBE(ρσ,∇ρσ) is the SR-PBE exchange energy

density39 (σ = α for spin up or β for spin down) and f(wσ)
is the kinetic-energy-density enhancement factor:
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Here, wσ is given by
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being the KS spin kinetic energy density (ψiσ are the occupied
KS orbitals) and

τ π ρ=σ σ
3
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being the LDA spin kinetic energy density.
We use the same form for the correlation functional as the

M0633 (or M06-2X) correlation functional, which includes
terms in the VSXC functional, involving the dimensionless
reduced spin density gradient sσ  |∇ρσ|/ρσ4/3, the variable zσ 3/5 (6π2)2/3(1 − tσ)/tσ, and two functions y and h:
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where b, d0, d1, d2, d3, d4, and d5 are parameters to be
determined. The M06 correlation functional can be decom-
posed into same-spin Ecσσ

M06 and opposite-spin Ecαβ
M06 components

∑= +
σ

σσ αβE E Ec c c
M06 M06 M06

(9)

For the opposite-spin terms,
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and hαβ(sαβ
2 ,zαβ) is defined in eq 8, with sαβ

2  sα
2 + sβ

2 and zαβ zα+zβ. For the same-spin terms,
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hσσ(sσ
2,zσ) is defined in eq 8, and Dσ is a self-interaction

correction factor proposed by Becke40

ρ
ρ τ= −

|∇ |
σ

σ

σ σ
D 1

8

2

(14)

which vanishes for any one-electron system. The correlation
energy densities ecαβ

LDA and ecσσ
LDA are derived from the Perdew−

Wang parametrization of the LDA correlation energy,41 using
the approach of Stoll et al.42 The values of the nonlinear
parameters in gαβ(sαβ

2 ) and gσσ(sσ
2) are taken from ref 36:

γ γ= =αβ σσ0.0031, 0.06 (15)

and the values of the nonlinear parameters in hαβ(sαβ
2 ,zαβ) and

hσσ(sσ
2,zσ) are taken from ref 38:

= =αβ σσb b0.00304966, 0.00515088 (16)

On the basis of the above functional expansions, the
functional form of ωM06-D3 can be written as

= + + +ω ‐ ‐ ‐ ‐E E c E E Ex x x x cxc
M06 D3 LR HF SR HF SR M06 M06

(17)

where Ex
LR−HF is the LR HF exchange, Ex

SR−HF is the SR HF
exchange, and cx is the fraction of SR HF exchange.
The exact uniform electron gas (UEG) limit for ωM06-D3 is

enforced by imposing the following constraints:

+ =αβ αβc d 1,0 ,0 (18)

+ =σσ σσc d 1,0 ,0 (19)

and

+ =a c 1x0 (20)
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Following the general form of the DFT-D method,31 our
total energy is given by

= +‐ ‐E E EDFT D KS DFT disp (21)

which is the sum of a KS-DFT part and an empirical atomic-
pairwise dispersion correction (three-body dispersion contri-
butions are not included) from DFT-D3.32 We choose to use
an unscaled dispersion correction given by

∑ ∑= −
=

E
C

R
f R1

2
(CN , CN )

( )
n AB

n
AB A B

AB
n d n ABdisp

6,8
,

(22)

Here, the second sum is over all atom pairs in the system, and
RAB is the interatomic distance of atom pair AB. The conditions
of zero dispersion correction at short interatomic distances and
correct asymptotic pairwise vdW potentials are enforced by the
damping functions

=
+ αf R

s R R
( ) 1

1 6( / )d n AB
r n

AB
AB

,
, 0

n (23)

where α6 = 14 and α8 = 16. In DFT-D3, a sophisticated
approach to obtain the cutoff radius R0

AB is proposed,32 whereby
a total of 4465 values are precomputed for all atom pairs AB
constituted by the first 94 elements of the periodic table.
In eq 22, CNA is a fractional coordination number of atom A,

calculated as the sum of a distance-dependent “counting”
function over other atoms in the system. C6

AB(CNA,CNB) is a
function to perform two-dimensional interpolation from a few
precomputed dispersion coefficients C6,ref

AB (CNi
A,CNj

B), where
CNi

A is the coordination number of atom A in reference system
i. Because every element in the periodic table forms a stable
hydride (except for the rare gases), the reference systems are
chosen to be the atoms and the hydrides AmHn. By performing
computations over the reference systems, CNi

A and
C6,ref
AB (CNi

A,CNj
B) are published for the elements up to Z = 94.32

The eighth-order dispersion coefficients are computed
according to the established recursion relations

=C C Q Q3AB AB A B
8 6 (24)

where

= ⟨ ⟩
⟨ ⟩

Q s Z r
r42

4

2 (25)

In eq 25, ⟨r4⟩ and ⟨r2⟩ are simple multipole-type expectation
values derived from atomic densities. The value of the factor s42
has been chosen such that reasonable C8

AA values for He, Ne,
and Ar are obtained.32

As can be seen in eq 22, sr,6 and sr,8, the scaling factors of the
cutoff radii R0

AB, are the only parameters to be determined for
the strength of the dispersion corrections of ωM06-D3.

2.2. ωB97X-D3. As a possible improvement of ωB97X-D24

for noncovalent systems, we replace the original dispersion
corrections of ωB97X-D with the improved dispersion
corrections from DFT-D3 (see eq 22) and reoptimize the
new functional on the same training set of ωB97X-D. The
resulting LC hybrid functional is denoted as ωB97X-D3.

2.3. Systematic Optimization. We determined the
optimal ω values, the sr,6 and sr,8 values, the linear expansion
coefficients, and the expansion orders of ωM06-D3 and
ωB97X-D3 by least-squares fittings to the same diverse training
set described in ref 23, which contains 412 accurate
experimental and accurate theoretical results, including the 18
atomic energies from the H atom to the Ar atom,43 the 223
atomization energies of the G3/99 set,44−46 the 40 ionization
potentials (IPs), 25 electron affinities (EAs), eight proton
affinities (PAs) of the G2-1 set,47 the 76 barrier heights of the
NHTBH38/04 and HTBH38/04 sets,48,49 and the 22 non-
covalent interactions of the S22 set.50−52 For the interaction
energies of the S22 set,50 we adopt an updated version of
reference values from S22A.51 The S22 data are weighted 10

Table 1. Optimized Parameters for ωM06-D3 and ωB97X-D3a

ωM06-D3 ω cx sr,6
0.30 bohr−1 0.271519 1.510

i ai cαβ,i cσσ,i dαβ,i dσσ,i
0 0.728481 9.81364 −7.39562 −8.81364 8.39562
1 −0.203715 −14.3222 −6.34101 0.011233 0.140716
2 0.0851649 15.7139 10.2807 −0.0398094 0.0895217
3 1.60545 −18.1878 −8.83082
4 −3.70366
5 −6.78298
6 21.8665
7 11.3064
8 −42.5053
9 −7.41299
10 27.0693
ωB97X-D3 ω cx sr,6 sr,8

0.25 bohr−1 0.195728 1.281 1.094
i cxσ,i ccαβ,i ccσσ,i
0 0.804272 1.000000 1.000000
1 0.698900 2.433266 −4.868902
2 0.508940 −15.446008 21.295726
3 −3.744903 17.644390 −36.020866
4 10.060790 −8.879494 19.177018

aHere, the nonlinear parameters sr,6 and sr,8 are defined in eq 23, while other parameters of ωM06-D3 are defined in eq 17, and those of ωB97X-D3
use the same notations as the parameters of ωB97X-D.24
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times more than the others. All the parameters in ωM06-D3
and ωB97X-D3 are self-consistently determined by a least-
squares fitting procedure described in ref 23. For the nonlinear
parameter optimization, we focus on a range of possible ω
values (0.00, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, and 0.40
Bohr−1) and optimize the corresponding sr,6 and sr,8 values with
suitable steps.
During the optimization procedure, we truncate the

functional expansions of ωM06-D3 and ωB97X-D3, when
their statistical errors of the training set are not significantly
improved. Truncation of redundant terms does not make much
difference in the training-set results but can avoid the
occurrence of large parameters which increases the possibility
of convergence difficulty as well as overfitting effects. The last
VSXC term in eq 8 is found to be insignificant and is discarded
(i.e., we set d3 = d4 = d5 = 0) from ωM06-D3. Besides, the
eighth-order term of the dispersion energy (see eq 22) is also
found to be insignificant and thus discarded for ωM06-D3. This
may be related to the fact that the M06-class functionals33−35

are capable of describing the middle-range correlation effects
correctly. Therefore, double-counting effects and deteriorating
results may occur when the eighth-order term is included in
ωM06-D3. This treatment also agrees with previous work,53

when combining the M06-class functionals with DFT-D3. By
contrast, both the sixth-order and eighth-order terms of the
dispersion energy (see eq 22) are found to be significant for
ωB97X-D3 and are retained.
The optimized parameters of ωM06-D3 and ωB97X-D3 are

summarized in Table 1. Relative to ωB97X-D,24 ωB97X-D3
adopts a slightly larger ω (= 0.25 Bohr−1) and a slightly smaller
fraction of SR-HF exchange cx (≈ 0.20), while ωM06-D3
adopts a larger ω (= 0.30 Bohr−1) and a larger cx (≈ 0.27),
which helps to reduce the self-interaction error of the
functional, as will be seen later.
The overall performance of our new LC hybrid functionals,

ωM06-D3 and ωB97X-D3, will be compared with three closely
related functionals, including the popular global hybrid
functional M06-2X,33 our previous LC hybrid functional
ωM05-D,28 and the popular LC hybrid functional ωB97X-D.24

3. RESULTS FOR THE TRAINING SET
All calculations are performed with a development version of
Q-CHEM 3.2.54 Spin-restricted theory is used for singlet states
and spin-unrestricted theory for others, unless noted otherwise.
For the binding energies of the weakly bound systems, the
counterpoise correction55 is employed to reduce basis set
superposition error (BSSE).
Results for the training set are computed using the 6-311+

+G(3df,3pd) basis set with the fine grid EML(75,302),
consisting of 75 Euler-Maclaurin radial grid points56 and 302
Lebedev angular grid points.57 Boese and co-workers have
studied the role of basis sets in density functional theory and
recommended the large Pople type basis sets (or the triple-ζ
basis set level) for calculations using semilocal density
functionals or hybrid functionals.58 Therefore, the 6-311+
+G(3df,3pd) basis set, which is the largest Pople type basis set,
should suffice for most of the calculations in this work. The
error for each entry is defined as error = theoretical value −
reference value. The notation used for characterizing statistical
errors is as follows: mean signed errors (MSEs), mean absolute
errors (MAEs), and root-mean-square (RMS) errors. We use
the S22A51 version of reference values for the noncovalent
interactions in Table 2. The results examined against another
updated version, S22B,52 are given in Table S7 in the
Supporting Information, from which one can see that the
results are quite close.
In Table 2, a comparison between ωM06-D3 and ωM05-D

reflects the effect of the improved functional form and
dispersion corrections. Despite its inferior performance for
the atomic energies, ωM06-D3 has a similar performance to
ωM05-D for the numerous G3/99 atomization energies, and it
outperforms ωM05-D for all other subsets to achieve the best
overall training-set results. When compared with M06-2X,
ωM06-D3 outperforms its popular predecessor for most
subsets, except for the HTBH set, which is also included in
the training set of M06-2X. A comparison between ωB97X-D3
and ωB97X-D reflects the effect of the improvement in
dispersion corrections. Although ωB97X-D3 has a similar
overall performance to ωB97X-D for the training set, it
performs better for noncovalent interactions.

Table 2. Statistical Errors (in kcal/mol) of the Training Seta

system error ωM06-D3 ωB97X-D3 ωB97X-D ωM05-D M06-2X

atoms MSE 0.22 −0.17 −0.05 0.37 4.95
(18) MAE 2.17 1.64 2.51 2.02 5.07
G3/99 MSE 0.07 −0.14 −0.24 −0.03 0.40
(223) MAE 1.62 2.05 1.93 1.62 2.32
IP MSE −0.24 0.06 0.19 −0.80 0.16
(40) MAE 2.44 2.66 2.74 2.86 2.45
EA MSE −0.39 −0.36 0.07 −1.02 −1.37
(25) MAE 1.92 1.92 1.91 2.12 2.56
PA MSE −0.62 1.09 1.42 −1.48 −1.21
(8) MAE 1.84 1.29 1.50 2.10 2.02
NHTBH MSE 0.18 0.04 −0.45 −0.94 0.00
(38) MAE 1.40 1.53 1.51 1.57 1.41
HTBH MSE −1.54 −2.08 −2.57 −2.82 −0.81
(38) MAE 2.08 2.40 2.70 2.83 1.32
S22 MSE 0.00 −0.06 −0.12 −0.05 0.22
(22) MAE 0.20 0.17 0.20 0.34 0.39
all MSE −0.14 −0.27 −0.37 −0.52 0.28
(412) MAE 1.69 1.96 1.96 1.84 2.18

aM06-2X was not particularly parametrized using this training set.
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4. RESULTS FOR THE TEST SETS
To test the performance of ωM06-D3 and ωB97X-D3 outside
the training set, we also evaluate their performance on various
test sets, involving an additional 48 atomization energies of the
G3/05 set,59 the reaction energies of 30 chemical reactions (a
test set described in ref 23), 29 noncovalent interactions (a test
set described in ref 23), 66 noncovalent interactions of the S66
set,60 four dissociation curves of symmetric radical cations, 131
vertical IPs, 115 vertical EAs, 115 fundamental gaps (FGs), and
one long-range charge transfer excitation curve of two well-
separated molecules. As discussed in ref 28, each EA can be
evaluated in two different ways, and each FG can be evaluated
in three different ways, so there are in total 884 pieces of data in
the test sets, which are larger and more diverse than the training
set. Unspecified detailed information of the test sets as well as
the basis sets and numerical grids used is given in ref 23.
4.1. Atomization Energies, Reaction Energies, and

Noncovalent Interactions. Table 3 summarized the general
energetic results in the same way as in ref 24, for convenience
of further comparisons. Since the 30 chemical reaction energies
are taken from the NHTBH38/04 and HTBH38/04 databases
calculated in Table 2, the EML(75,302) grid is used. Although
ωM06-D3 has similar performance to ωM05-D for the
atomization energies of the G3/99 set (see Table 2), its good
performance for atomization energies seems transferable to the
G3/05 set, which is a stringent test set containing third-row
elements (none is included in the training set). ωM06-D3 has
the best overall performance, followed by ωB97X-D, ωM05-D,
and ωB97X-D3. Although M06-2X performs the best for the 30
reaction energies, it performs unsatisfactorily for the G3/05 set.
4.2. The S66 Set. Recently, the laboratory which developed

the popular S22 set50 presented a larger database of
noncovalent interaction energies denoted as the S66 set.60

The proposers have observed some problems in the S22 set.
One potential problem is that S22 is heavily weighted toward
nucleic-acid-like structures, containing many base-pair-like
hydrogen bonds and many stacked aromatic species. However,
the S22 set under-represents single hydrogen bonds and
aromatic−aliphatic dispersion interactions and misses ali-

phatic−aliphatic dispersion interactions. The S66 set is
designed to cover the most common types of noncovalent
interactions in biomolecules, while keeping a balanced
representation of dispersion and electrostatic contributions.
We evaluate the performance of the functionals using the 6-

311++G(3df,3pd) basis set with the fine grid EML(75,302) and
summarize the results in Table 4. As shown, the S66 set is
divided into three categories: hydrogen bonding (23 com-
plexes), dispersion-dominated (23), and “other” (20). ωB97X-
D3 yields the best overall performance in the table and
outperforms ωB97X-D in all three categories (especially for the
dispersion category). Since ωB97X-D3 differs from ωB97X-D
mainly in the versions of dispersion corrections, we plot their
detailed results for the dispersion category in Figure 1. As
illustrated, the dashed lines separate the three kinds of
interactions: π−π, aliphatic−aliphatic, and π−aliphatic inter-
actions. It is clear from the figure that ωB97X-D yields larger
errors for more saturated aliphatic compounds involved, while
ωB97X-D3 performs consistently well for all three kinds of

Table 3. Statistical Errors (in kcal/mol) of the Test Sets

system error ωM06-D3 ωB97X-D3 ωB97X-D ωM05-D M06-2X

G3/05 MSE −0.61 0.61 0.25 −0.85 −2.84
(48) MAE 2.88 3.09 3.02 3.21 5.08
RE MSE 0.13 −0.16 −0.24 −0.58 −0.59
(30) MAE 1.51 1.65 1.63 1.49 1.21
noncovalent MSE −0.06 −0.09 −0.14 −0.11 0.27
(29) MAE 0.38 0.41 0.43 0.31 0.41
All MSE −0.25 0.20 0.01 −0.58 −1.37
(107) MAE 1.82 1.96 1.93 1.94 2.73

Table 4. Statistical Errors (in kcal/mol) of the S66 Set76

system error ωM06-D3 ωB97X-D3 ωB97X-D ωM05-D M06-2X

hydrogen bonds MSE −0.07 −0.09 −0.04 0.18 0.33
(23) MAE 0.15 0.14 0.16 0.22 0.34
dispersion MSE −0.50 −0.36 −0.58 −0.79 0.09
(23) MAE 0.50 0.36 0.58 0.79 0.23
others MSE −0.14 −0.14 −0.18 −0.21 0.08
(20) MAE 0.24 0.18 0.24 0.34 0.20
total MSE −0.24 −0.20 −0.27 −0.28 0.17
(66) MAE 0.30 0.23 0.33 0.45 0.26

Figure 1. Comparison of errors of ωB97X-D3 and ωB97X-D for the
dispersion category of the S66 set.76
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interactions. Although M06-2X appears to perform the second
best for the S66 set, due to the lack of 1/R6 corrections, M06-
2X may miss dispersion forces between more distant pieces of
larger molecules or in aggregates.
Recently, Vydrov and Van Voorhis have found that ωB97X-

D assigns the dispersion coefficient C6 = 30.4 au for all types of
carbon−carbon interactions, but this value is too large for the
less-polarizable saturated sp3 carbon atoms.61 By contrast,
ωB97X-D3 adopts the dispersion corrections from DFT-D3, in
which the dispersion coefficients depend on the system
geometry, and C6 = 18.1 au for interactions between saturated
carbon atoms. Therefore, ωB97X-D3 consistently performs
well for interactions involving aliphatic compounds in which
the carbon atoms are in the sp3 structure.
Table 5 summarizes all the noncovalent interactions

examined, including the S22 set (in Table 2), the 29
noncovalent interactions (in Table 3), and the S66 set (in
Table 4). In comparison with the other functionals, ωB97X-D3
consistently performs well for a wide range of noncovalent
systems. Therefore, we recommend ωB97X-D3 as a balanced
DFT approach for noncovalent interactions.

4.3. Dissociation of Symmetric Radical Cations. Due to
the severe self-interaction errors (SIEs) of semilocal functionals,
spurious fractional charge dissociation can occur,22,62−64

especially for symmetric charged radicals X2
+, such as H2

+, He2
+,

Ne2
+, and Ar2

+. Graf̈enstein and co-workers have obtained
qualitatively correct results for these systems65,66 using self-
interaction-corrected DFT proposed by Perdew and Zunger67

and confirmed that the deviations of standard DFT should be
dominated by the SIEs.
To examine the performance of ωM06-D3 and ωB97X-D3

upon the SIE problem, we perform spin-unrestricted
calculations using the aug-cc-pVQZ basis set and a high-quality
EML(250,590) grid. The DFT results are compared with
results from HF theory, and the very accurate CCSD(T) theory
(coupled-cluster theory with iterative singles and doubles and
perturbative treatment of triple substitutions).68,69 For brevity,
the binding curves of ωB97X-D are not shown here, as they can
be found in ref 28. In Figure 2, we can see that LC hybrid
functionals are essential to removing the unphysical barriers of
the dissociation curves.70 By contrast, the global hybrid
functional M06-2X exhibits the undesirable X2

+ dissociation

Table 5. Summary of Statistical Errors (in kcal/mol) of All the Noncovalent Interactions Examined in the Present Work

database error ωM06-D3 ωB97X-D3 ωB97X-D ωM05-D M06-2X

S22 MSE 0.00 −0.06 −0.12 −0.05 0.22
(22) MAE 0.20 0.17 0.20 0.34 0.39
noncovalent MSE −0.06 −0.09 −0.14 −0.11 0.27
(29) MAE 0.38 0.41 0.43 0.31 0.41
S66 MSE −0.24 −0.20 −0.27 −0.28 0.17
(66) MAE 0.30 0.23 0.33 0.45 0.26
total MSE −0.15 −0.15 −0.21 −0.19 0.20
(117) MAE 0.30 0.26 0.33 0.40 0.32

Figure 2. Dissociation curve of X2
+, where X stands for H, He, Ne, and Ar in subfigures a, b, c, and d, respectively. Zero level is set to E(X) + E(X+)

for each method.
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curves, showing a spurious energy barrier at intermediate bond
length R.
4.4. Frontier Orbital Energies. Recently, we proposed the

IP131, EA115, and FG115 databases, consisting of accurate
reference values for the 131 vertical IPs, 115 vertical EAs, and
115 FGs, respectively, for various atoms and molecules in their
experimental geometries.28 These databases are useful in the
assessment of the accuracy of density functional approximations
in the prediction of the frontier orbital energies and the
fundamental gaps. For the exact KS-DFT, the vertical IP of a
neutral molecule is identical to the minus HOMO (highest

occupied molecular orbital) energy of the neutral molecule
−εN(N),3,71 and the vertical EA of a neutral molecule is
identical to the minus HOMO energy of the anion −εN+1(N
+1), where εM(N) is the Mth orbital energy of an N-electron
system. The vertical EA of a neutral molecule can be
approximated by the minus LUMO (lowest unoccupied
molecular orbital) energy of the neutral molecule, but it is
proved that there exists a difference between the vertical EA
and the minus LUMO energy, Δxc, arising from the
discontinuity of exchange-correlation potentials.72−74 A recent
study shows that Δxc is close to zero for LC hybrid

Table 6. Statistical Errors (in eV) of the Frontier Orbital Energies for the IP131 and EA115 Databases28a

system error ωM06-D3 ωB97X-D3 ωB97X-D ωM05-D M06-2X

−εN(N)−IPvertical

atoms MSE −1.09 −1.37 −1.64 −1.48 −2.22
(18) MAE 1.09 1.37 1.64 1.48 2.22
molecules MSE −0.28 −0.61 −0.92 −0.68 −1.37
(113) MAE 0.35 0.62 0.92 0.68 1.37
total MSE −0.39 −0.72 −1.02 −0.79 −1.48
(131) MAE 0.45 0.72 1.02 0.79 1.48

−εN+1(N+1)−EAvertical

atoms MSE −0.20 −0.37 −0.53 −0.46 −1.32
(18) MAE 0.36 0.44 0.57 0.49 1.32
molecules MSE −0.36 −0.43 −0.54 −0.55 −1.12
(97) MAE 0.43 0.48 0.56 0.56 1.12
total MSE −0.34 −0.42 −0.54 −0.53 −1.15
(115) MAE 0.42 0.48 0.56 0.55 1.15

−εN+1(N)−EAvertical

atoms MSE −0.67 −0.21 −0.02 −0.27 0.77
(18) MAE 0.81 0.65 0.74 0.73 1.00
molecules MSE −0.80 −0.10 0.05 −0.24 1.06
(97) MAE 0.91 0.46 0.52 0.60 1.06
total MSE −0.78 −0.11 0.04 −0.24 1.01
(115) MAE 0.90 0.49 0.55 0.62 1.05

aThe vertical EAs of the EA115 database are evaluated in two different ways.

Table 7. Statistical Errors (in eV) of the Fundamental Gaps for the FG115 Database28a

system error ωM06-D3 ωB97X-D3 ωB97X-D ωM05-D M06-2X

HOMO−LUMO gaps
atoms MSE −0.36 −1.09 −1.55 −1.14 −2.93
(18) MAE 0.83 1.36 1.79 1.43 2.93
molecules MSE 0.34 −0.69 −1.15 −0.62 −2.59
(97) MAE 0.76 0.73 1.15 0.73 2.59
total MSE 0.23 −0.75 −1.21 −0.70 −2.64
(115) MAE 0.77 0.83 1.25 0.84 2.64

εN+1(N+1)−εN(N)
atoms MSE −0.82 −0.94 −1.04 −0.95 −0.83
(18) MAE 0.88 0.99 1.08 0.98 0.87
molecules MSE −0.09 −0.35 −0.55 −0.31 −0.42
(97) MAE 0.46 0.60 0.72 0.56 0.51
total MSE −0.21 −0.44 −0.63 −0.41 −0.48
(115) MAE 0.53 0.66 0.78 0.62 0.57

IP−EA values
atoms MSE 0.28 0.30 0.28 0.28 0.28
(18) MAE 0.34 0.37 0.36 0.35 0.33
molecules MSE 0.39 0.26 0.22 0.34 0.28
(97) MAE 0.45 0.41 0.39 0.44 0.37
total MSE 0.37 0.27 0.23 0.33 0.28
(115) MAE 0.43 0.41 0.39 0.43 0.36

aThe energy gap of each system is evaluated by three different ways.
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functionals,75 so the minus LUMO energy calculated by LC
hybrid functionals should be close to the vertical EA.
Here, we evaluate the performance of the functionals on

frontier orbital energies for the IP131 and EA115 databases,
using the 6-311++G(3df,3pd) basis set and EML(75,302) grid.
As shown in Table 6, the minus HOMO energies predicted by
the functionals are compared with the accurate vertical IPs of
the IP131 database, while each vertical EA of the EA115
database is evaluated in two different ways (by the minus
HOMO energy of the anion and by the minus LUMO energy
of the neutral molecule). For the IP131 database, ωM06-D3
significantly outperforms others. Overall, LC hybrid functionals
are superior to the global hybrid M06-2X, which performs
poorly for the HOMO energies due to its incorrect long-range
XC-potential behavior.
4.5. Fundamental Gaps. The FG of a system with N

electrons is defined as the difference between the vertical IP
and EA of the N-electron system. As detailedly described in ref
28, since the IP and EA can both be calculated by their
definitions, or by their relations to the frontier orbital energies,
there are at least three ways to evaluate a fundamental gap, each
requiring one, two, or three self-consistent field (SCF)
calculations.
Here, we examine the performance of the functionals on FGs

for the FG115 database, using the 6-311++G(3df,3pd) basis set
and EML(75,302) grid, with the three different estimates
described in ref 28. The results are shown in Table 7, in order
of increasing number of SCF calculations required for each
molecule. In the estimate requiring three calculations, results
are similar for the tested functionals. ωM06-D3 outperforms
other functionals in the estimates requiring one or two
calculations.
4.6. Long-Range Charge-Transfer Excitations. We

perform TDDFT calculations for the lowest charge-transfer
(CT) excitation between ethylene and tetrafluoroethylene with
a separation of R, following Dreuw et al., who have shown that
the exact CT excitation energy from the HOMO of the donor
to the LUMO of the acceptor should have the following
asymptote:76

ω → ∞ ≈ − + −R
R

( ) 1 IP EACT D A (26)

where IPD is the ionization potential of the donor and EAA is
the electron affinity of the acceptor. High-level results by the
symmetry adapted cluster configuration interaction (SAC−CI)
method are taken from Tawada et al. for comparison.16 Figure
3 shows the relative values of the CT excitation energies, in
which the curves of the two new functionals are almost
overlapped with the accurate curve, and the LC hybrid
functionals significantly outperform the global hybrid M06-
2X. For the values of CT excitation energies, as shown in Figure
4, ωM06-D3, which is the best functional here, is at least 1 eV
better than M06-2X. However, ωM06-D3 and the other LC
hybrid functionals are still in error of 1.5 to 2.0 eV, when
compared with the reference. Since the LC hybrid functionals
are correct at long-range by construction, they still have some
short-range SIEs. A more flexible operator for HF exchange
may be needed in the LC hybrid functional to reduce such
errors.25

5. CONCLUSIONS
We have developed two LC hybrid functionals: ωM06-D3 and
ωB97X-D3. ωM06-D3 includes 100% long-range HF exchange,

a small fraction (about 27%) of short-range HF exchange, a
modified M06 exchange density functional for short-range
interaction, the M06 correlation density functional, and the
empirical dispersion corrections from DFT-D3, while ωB97X-
D3, which is reoptimization of ωB97X-D with improved
dispersion corrections, includes 100% long-range HF exchange,
a small fraction (about 20%) of short-range HF exchange, a
modified B97 exchange density functional for short-range
interaction, the B97 correlation density functional, and the
empirical dispersion corrections from DFT-D3.
Since ωM06-D3 and ωB97X-D3 are parametrized func-

tionals, we test them against three closely related functionals
(M06-2X, ωM05-D, and ωB97X-D) on diverse test sets,
including further atomization energies, reaction energies,
noncovalent interaction energies, energy curves for homo-
nuclear diatomic cation dissociations, frontier orbital energies,
fundamental gaps, and a charge-transfer excited state. Both
functionals have shown reasonable accuracy over these test sets.
Relative to ωB97X-D, ωB97X-D3 provides significant improve-
ment mainly for noncovalent interactions, for its improved
dispersion corrections from DFT-D3, while ωM06-D3 shows
an overall improvement in performance for a wide range of

Figure 3. Relative excitation energy for the lowest CT excitation of
C2H4···C2F4 dimer along the intermolecular distances R (in Å). The
excitation energy at 5 Å is set to zero for each method.

Figure 4. The lowest CT excitation energy of C2H4···C2F4 dimer
along the intermolecular distances R (in Å).

Journal of Chemical Theory and Computation Article

dx.doi.org/10.1021/ct300715s | J. Chem. Theory Comput. 2013, 9, 263−272270



applications, possibly for its improved functional form and
dispersion corrections.
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