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The visual world contains more information than we can perceive and understand in any given
moment. Therefore, we must prioritize important scene regions for detailed analysis. Semantic
knowledge gained through experience is theorized to play a central role in determining atten-
tional priority in real-world scenes but is poorly understood. Here we examined the relationship
between object semantics and attention by combining a vector space model of semantics with
eye movements in scenes. Within this approach, the vector space semantic model served as
the basis for a concept map, an index of the spatial distribution of the semantic similarity of
objects across a given scene. The results showed a strong positive relationship between the
semantic similarity of a scene region and viewers’ focus of attention, with greater attention to
more semantically related scene regions. We conclude that object semantics play a critical role
in guiding attention through real-world scenes.
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Statement of relevance: Object semantics are theorized to play a central role in where we look
in real-world scenes, but are poorly understood because they are hard to quantify. Here we
tested the role of object semantics by combining a computational vector space model of se-
mantics with eye tracking in real-world scenes. We found evidence that the more semantically
similar a regions’ objects were to the other objects in the scene and the scene category, the
more likely that region was to capture viewer’s attention. This result is especially striking
given that the semantic object representations were generated independent of any visual scene
input. The results provide evidence that humans use their stored semantic representations of
objects to help selectively process complex visual scenes, a theoretically important finding
with implications for models in a wide range of areas including cognitive science, linguistics,

computer vision, and visual neuroscience.

Given the importance of visual attention for vision and visual
cognition, a fundamental theoretical question concerns how
attention is guided through a scene in real time. For the past
20 years or so, models based on image salience have pro-
vided the most influential approach to answering this ques-
tion (Itti & Koch, 2001; Koch & Ullman, 1985; Parkhurst,
Law, & Niebur, 2002). These classic saliency models pro-
pose that attention is controlled by contrasts in primitive,
pre-semantic image features such as luminance, color, and
edge orientation (Treisman & Gelade, 1980; Wolfe, 1994;
Wolfe & Horowitz, 2017). Although theories based on image
salience can account for key data regarding attentional guid-
ance, it is also clear that in meaningful real-world scenes, hu-
man attention is strongly influenced by cognitive knowledge
structures that represent the viewer’s understanding of the
scene and of the world (Henderson & Hayes, 2017; Buswell,
1935; Yarbus, 1967; Loftus & Mackworth, 1978; Antes,
1974; Mackworth & Morandi, 1967; Wu, Wick, & Pomplun,
2014).

Cognitive guidance theory emphasizes the importance of
scene semantics in directing attention, where attention is
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‘pushed’ by the cognitive system to scene regions that are
recognizable, informative, and relevant (Henderson, 2007).
In this view, low-level image features are primarily used
to identify potential target objects in the scene, not to as-
sign attentional priority to those objects. Instead, attentional
priority is determined by stored semantic representations of
the relationships between the scene category and the objects
it contains, along with the goals of the viewer (Buswell,
1935; Hayhoe & Ballard, 2005; Henderson & Hollingworth,
1999; Henderson, 2003). For example when we look at the
kitchen scene in Fig. 1a, we rapidly extract the scene’s gist
as ‘kitchen’, which then allows us to draw on our associ-
ated semantic knowledge of objects that tend to be found
in kitchens (e.g., table, stove, sink) and where those objects
tend to be located (Oliva & Torralba, 2006; Hayes & Hen-
derson, 2019). Given the central role that stored semantic
knowledge plays in cognitive guidance theory, it is critical
to gain a more complete understanding of the relationship
between scene semantics and the control of attention in real-
world scenes.

How can we study the relationship between stored se-
mantic knowledge and attention in complex scenes? One
approach is to use human ratings of the semantic content
of local scene regions to generate ‘meaning maps’ that can
then be tested against attention (Henderson & Hayes, 2017).
Using the meaning map approach, it has been shown that
the meaning of a scene region is one of the best predic-
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tors of where people look in scenes regardless of task (See
Henderson, Hayes, Peacock, & Rehrig, 2019 for review).
However, the meaning map approach does not say precisely
what makes a local scene region meaningful, beyond its over-
all semantic density (Henderson & Hayes, 2018). One inter-
esting possibility is that meaningful scene regions are regions
that contain objects that are more conceptually related to one
another and the broader scene category.

In the present study, we used a computational approach
based on a vector space model of semantics to test the role
of object semantics in real-world scenes. The insight of this
approach is that objects that conceptually cohere with each
other and with the scene category are most likely to be infor-
mative about the specific nature of that scene. For the vec-
tor space model, we used ConceptNet Numberbatch, which
combines how words are used in written text with crowd-
sourced basic knowledge about the world (Giinther, Rinaldi,
& Marelli, 2019). Unlike meaning maps that estimate the
semantic density of isolated local scene regions, the vector
space model creates a representation based entirely on the
semantic similarity between objects globally across a scene.
Moreover, these semantic representations are generated com-
putationally rather than requiring human raters, and are de-
rived from data that are not based on scenes or even visual
in nature. Here these semantic vectors serve as an index of
viewers’ stored semantic knowledge gained from experience
with the world. We can then directly compare semantic rep-
resentations derived from the vector space model to overt at-
tention as indexed by eye movements.

The semantic relationships between objects in each scene
were used to generate concept maps for 100 scenes across
100 different categories, which were then compared to the
eye movements of 100 participants viewing those scenes.
The results indicated that the more semantically related the
objects in a scene region were to the other objects in the
scene and the scene category, the more likely that scene re-
gion was to be attended. These findings highlight the im-
portant role object semantics play in determining where we
look. The results also provide interesting new avenues for
using computational methods to understand the role of se-
mantics in scene perception.

Methods

Participants

One hundred and fourteen University of California, Davis
undergraduate students with normal or corrected-to-normal
vision participated in the experiment in exchange for course
credit. All participants were naive concerning the purposes
of the experiment and provided verbal informed consent as
approved by the University of California, Davis Institutional
Review Board.

We have previously used this eye movement data set
to study general eye movement characteristics in scenes
(Cronin, Hall, Goold, Hayes, & Henderson, 2020). The Con-
ceptNet and center proximity results are presented here for
the first time.

Stimuli

Participants viewed 100 typical real-world scene images.
The 100 scenes were chosen to represent 100 unique scene
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Fig. 1.
object similarity matrix. (a) The objects in the scene were first
segmented and labeled. (b) Then, the pairwise semantic similarity
between the scene and objects were computed using ConceptNet
Numberbatch. The values represent how semantically similar each
object is to the scene category and all other scene objects.

An example scene segmentation and its ConceptNet

categories (e.g., kitchen, park), where half of the images
were indoor scenes and half were outdoor scenes.

Apparatus

Eye movements were recorded using an EyeLink 1000+
tower-mount eye tracker (spatial resolution 0.01°) sampling
at 1000 Hz (SR Research, 2010b). Participants sat 85 cm
away from a 21” monitor and viewed scenes that subtended
approximately 27° x 20° of visual angle. Head movements
were minimized using a chin and forehead rest. Although
viewing was binocular, eye movements were recorded from
the right eye. The display presentation was controlled with
SR Research Experiment Builder software (SR Research,
2010a).

Eye tracking calibration and data quality

A 13-point calibration procedure was performed at the
start of each session to map eye position to screen coordi-
nates. Successful calibration required an average error of
less than 0.49° and a maximum error of less than 0.99°. Fixa-
tions and saccades were segmented with EyeLink’s standard
algorithm using velocity and acceleration thresholds (30/s
and 9500°/s%). A drift correction was performed before each
trial and recalibrations were performed as needed.

The recorded data were examined for data artifacts from
excessive blinking or calibration loss based on mean per-
cent signal across trials (Holmqvist, Nystrom, Dewhurst,
Jorodzka, & van de Weijer, 2015). Fourteen subjects with
less than 75% signal were removed, leaving 100 subjects that
were tracked well (signal mean=92.1%, SD=5.31%).

Procedure

Each participant (N=100) viewed 100 scenes for 12 sec-
onds each while we recorded their eye movements. Each trial
began with fixation on a cross at the center of the display for
300 ms. For half the scenes, participants were instructed to
memorize each scene in preparation for a later memory test.
For the other half of the scenes, participants were instructed
to indicate how much they liked each scene on a 1-3 scale us-
ing a keyboard press following the 12 second scene presen-
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Fig. 2. Example scene with the fixated and non-fixated regions for a single subject and their corresponding concept map and center
proximity map values. The solid green dots indicate the fixation locations for a single subject and the solid cyan dots indicate randomly
sampled non-fixated regions that represent where the subject did not look in the scene (b). Together these locations provide an account of
which scene regions did and did not capture this subject’s attention. Each fixated and non-fixated location was then used to compute a mean
ConceptNet (c) and center proximity (d) map value across a 3° window centered on each location. An illustration of the 3° window is shown

in the scene and each feature map as the green/cyan circle around one fixated and non-fixated scene region.

tation. The scene set and presentation order of the two tasks
was counterbalanced across subjects. This procedure pro-
duced a large eye movement dataset that contained 334,725
fixations, with an average of 3347 fixations per subject.

Scene segmentation and labeling

In order to build a representation of the semantics of a
scene, each object in each scene was first segmented and
labeled (Fig. 1a). All objects that were present in the 100
scenes were identified to form a set of all possible scene ob-
ject labels. Then, from this global set of object labels, each
object label was mapped to an individual object’s spatial lo-
cation within each scene using the Computer Vision Anno-
tation Tool (CVAT, https://github.com/opencv/cvat). In cases
where there were densely overlapping objects like a stack of
papers, the overlapping objects were grouped together and
given a single label (e.g., ‘papers’). The scene segmentation
defined the spatial locations of each object, and the object
labels were used to compute the semantic similarities among
the different objects and between each object and its scene
category for each scene.

ConceptNet Numberbatch

ConceptNet Numberbatch 17.06 (Speer, Chin, & Havasi,
2017) was used to estimate the semantic similarity between
object labels as vectors in a high-dimensional space. Con-
ceptNet Numberbatch uses an ensemble approach, combin-
ing the semantic vectors from Word2vec (Mikolov, Chen,
Corrado, & Dean, 2013) and GloVe 1.2 (Pennington, Socher,
& Manning, 2014) that learn how words are associated with
each other from large text corpora (i.e., Google News, 100
billion words; Common Crawl, 840 billion words) with Con-
ceptNet; a knowledge graph that draws on expert-created re-
sources (WordNet, Fellbaum, 1998; Open Mind Common
Sense, Singh et al., 2002; OpenCyc, Lenat & Guha, 1989)
and crowd-sourced knowledge (von Ahn, Kedia, & Blum,
2006; Kuo et al., 2009; Auer et al., 2007). The benefit of the
ConceptNet Numberbatch ensemble approach is that it pro-
duces high-quality semantic representations that are better
than any single component of the ensemble (e.g., word2vec)
on a number of important semantic benchmarks, such as SAT
analogies (Speer et al., 2017).

Concept Map

We then used the generated ConceptNet Numberbatch se-
mantic vectors to compute how semantically related the ob-
jects in each scene were to one another and to the scene it-
self using all the pairwise similarity values (Fig. 1b). Specifi-
cally, we computed the similarity between each pair of object
label vectors using cosine similarity (i.e., the normalized dot
product of the two word vectors). The process for generat-
ing a scene concept map from the pairwise similarity values
included three steps. First, for each object in a given scene,
a mean similarity value was computed by averaging its simi-
larity across all other within-scene objects and the scene cat-
egory (i.e., the mean across the object’s row or column in
the similarity matrix in Fig. 1b). Second, each object’s mean
similarity value was then added to the spatial location(s) in
which that segmented object(s) occurred in the scene. The fi-
nal scene concept map was then smoothed using a Gaussian
filter (MATLAB, ‘imgaussfilt’, sigma=10).

This procedure produced a scene ‘concept map’ that cap-
tured semantic object similarity (i.e., how similar the ob-
ject(s) at a given location are to everything else in the scene
and the scene itself) while also representing the semantic
density (i.e., objects on top of other objects) of each scene
region (Fig. 2b). The concept maps could then be directly
compared to where observers looked in each scene.

Center proximity map

In addition to the concept map, we also generated a center
proximity map that served as a global representation of how
far each fixated location in the scene image was from the
scene center. Specifically, this map measured the inverted
Euclidean distance from the center pixel of the scene to all
other pixels in the scene image (Fig. 2d). The center proxim-
ity map was used to explicitly control for the general bias for
observers to look more centrally than peripherally in scenes,
independent of the underlying scene content (Tatler, 2007;
Hayes & Henderson, 2020).

Fixated and non-fixated scene locations

In order to model the relationship between scene features
and overt attention, it is necessary to compare where each
subject looked in each scene to where they did not look
(Nuthmann, Einhéuser, & Schiitz, 2017). Therefore, for each
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Fig. 3. Fixation location general linear mixed effects model results. Whether a scene region was fixated or not served as the dependent
variable while the concept map value, center proximity value, and their interaction were included as fixed effects. (a) The black dots with
lines show the fixed effect estimates and their 95% confidence intervals. Subject (green dots) and scene (grey dots) were both accounted
for in the model as random effects (intercept and slope). (b) A line plot of the interaction between the concept and center proximity effects
shows that the probability of fixating a scene region increases with its concept value and with center proximity. (c) A line plot showing the
marginal effects of concept (red) and center proximity (blue) values as a probability of being fixated. All error bands reflect 95% confidence
intervals.

Fixed effects Random effects, SD
Predictors B 95% C1 SE z-value p by-subject by-scene
Intercept 0.14 [-0.08 0.36] 0.11 1.27 0.20 0.19 1.12
Concept 1.22 [0.98 1.46] 0.12 9.90 < 0.0071%*** 0.11 1.26
Center Proximity 1.59 [1.451.73] 0.07 21.81 < 0.001#** 0.35 0.64
Concept x Center Proximity 0.36 [0.23 0.50] 0.07 5.29 < 0.001*** 0.08 0.68

Table 1
Fixation location general linear mixed effects model results. Beta estimates (8), 95% confidence intervals (CI), standard
errors (SE), z—values, and p-values (p) for each fixed effect and standard deviations (SD) for the random effects of subject and

scene.

fixation, we computed the mean concept map value (Fig. 2c)
and center proximity map value (Fig. 2d) by taking the av-
erage over a 3° window around each fixation in each map
(Fig. 2a, neon green locations). To represent scene features
that were not associated with overt attention for each subject,
we randomly sampled an equal number of scene locations
where each particular subject did not look in each scene they
viewed (Fig. 2a, cyan locations). The only constraint for the
random sampling of the non-fixated scene regions was that
the non-fixated 3° windows could not overlap with any of the
3° windows of the fixated locations. This procedure provided
the concept map values and center proximity values that were
and were not associated with attention for each individual
scene viewed by each individual subject.

General linear mixed effects model

We applied a general linear mixed effects (GLME) model
to our data using the /me4 package (Bates, Michler, Bolker,
& Walker, 2015) in R (R Core Team, 2017). A mixed ef-
fects modeling approach was chosen because it does not re-
quire aggregating the eye movement data at the subject or
scene-level like ANOVA or map-level correlations. Instead,
both subject and scene could be explicitly modeled as ran-
dom effects. Additionally, the GLME approach allowed us
to control for the role of center bias by including the dis-
tance from the screen center (Fig. 2d) as both a fixed ef-

fect and as an interaction term with the concept map values.
We used a GLME logit model to investigate which factors
were predictive of whether a scene region was attended or
not (Fig. 2). Specifically, whether a region was fixated (1)
or not fixated (0) served as the dependent variable while the
continuous concept map value, continuous center proximity
value, and their interaction were treated as fixed effects. We
included subject and scene as crossed random effects. There
was no significant difference between the memorization and
aesthetic judgment tasks so the data were collapsed over task.

Results

Using the concept maps, center proximity maps, and eye
movement data, we tested the hypothesis that attention in
scenes is guided by stored semantic knowledge. If this hy-
pothesis is correct, then subjects should be more likely to fix-
ate scene regions rich in conceptual information, all else be-
ing equal. This hypothesis should hold when we control for
the overall tendency for participants to look more centrally
regardless of scene content (Tatler, 2007; Hayes & Hender-
son, 2020) and the random effects of different subjects and
scenes.

The fixation location GLME results are shown in Fig. 3
and Table 1. The results indicated a significant interaction
between the probability of fixating a scene region and its con-
cept map and center proximity values (Fig. 3a). As shown in



Fig. 3b, higher concept regions were more likely to be fix-
ated than lower concept regions, and this effect was enhanced
when regions were closer to the scene center and reduced
when regions were farther away from the scene center. The
isolated marginal effects of the concept map and center prox-
imity predictors are shown in Fig. 3c. The marginal effects
indicated again that regions with higher concept map values
were more likely to be fixated, all else being equal (Fig. 3c).
Importantly, the relationship between the concept maps and
fixations could not be accounted for by differences in low-
level visual salience and the pairwise ConceptNet similarity
structures were only partially explained (32%) by highly di-
agnostic visual features like object shape (see supplementary
materials). Together our findings provide strong evidence
that stored semantic knowledge is strongly associated with
where we look in real-world scenes.

Discussion

One of the central tenets of cognitive guidance theory is
that we use stored knowledge structures gained from our pre-
vious experience with the world to guide our attention in
real-world scenes. While previous research has shown that
task relevance (Yarbus, 1967; Tatler, Hayhoe, Land, & Bal-
lard, 2011; Rothkopf, Ballard, & Hayhoe, 2007; Einhiuser,
Rutishauser, & Koch, 2008; Torralba, Oliva, Castelhano,
& Henderson, 2006; Neider & Zelinsky, 2006; Hender-
son, Malcolm, & Schandl, 2009) and information density
(Buswell, 1935; Yarbus, 1967; Loftus & Mackworth, 1978;
Antes, 1974; Mackworth & Morandi, 1967; Wu et al., 2014;
Henderson & Hayes, 2017, 2018) are related to attention
in scenes, the specific relationship between scene semantics
and attention is largely unexplored. To address this question,
here we used a semantic vector space model based on text
corpora as an index of stored semantic knowledge to directly
test the hypothesis that attention is driven by semantics in
real-world scenes. We found that the more the objects in a
scene region semantically cohered with the scene category
and the other objects in the scene, the more likely that region
was to be fixated. This result supports cognitive guidance
theory by establishing a direct link between a global repre-
sentation of all the semantic associations between a scene
and its objects, and attention.

The present work extends our understanding of the rela-
tionship between attention and scene semantics in several
novel ways. First, this work uniquely focuses on ground-
ing the study of scene semantics in a general computational
model of conceptual knowledge. This approach has been
highly successful in other areas of cognitive science such as
computational linguistics (Armeni, Willems, & Frank, 2017;
Brennan, 2016; Hale, Lutz, Luh, & Brennan, 2015), but
has not so far been applied to scene perception. The abil-
ity to generate semantic scene representations computation-
ally that can then be used to test the influence of meaning
on attentional control represents an important way forward.
Second, prior work examining the spatial distribution of
scene semantics across a scene has been region-based rather
than object-based, but the literature suggests that attention
is strongly biased toward object representations (Einhiuser,
Spain, & Perona, 2008; Nuthmann & Henderson, 2010). The
approach introduced here offers a method for studying the
distribution of semantic density across a scene while simul-
taneously taking explicit account of perceptual objects and
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their concepts. Third, the integration of conceptual knowl-
edge across vision and language is an important topic of re-
search in cognitive science, and the common use of vector-
space models in both domains can provide a foundation for
linking semantics across them. In this regard, it is partic-
ularly interesting that a model derived entirely from non-
visual information was able to account for the influence of
scene semantics on visual attention. In future work it will be
important to determine whether the same semantic represen-
tations can serve both vision and language when they operate
together.

More broadly, using semantic vector space models to in-
dex stored scene knowledge opens up interesting avenues for
future computationally grounded work on other aspects of
scene semantics. For example, while the scenes we used
here were typical real-world scenes without any added se-
mantically inconsistent objects, a large body of previous
work suggests that semantically inconsistent objects, once
fixated, are given additional attentional priority (Biederman,
Mezzanotte, & Rabinowitz, 1982; Henderson, Weeks, &
Hollingworth, 1999; V& & Henderson, 2011). From an
information-theoretic perspective, semantically anomalous
objects in scenes carry important information because they
violate our expectations. In this sense, the stored semantic
knowledge like that captured by ConceptNet is the very kind
of information an observer would need in order to identify
a semantic category outlier in the first place. The current
approach could likely be generalized to account for semantic
inconsistency effects by identifying and upweighting seman-
tic outlier objects (i.e., objects with very low average simi-
larity values relative to the other objects in the scene). Addi-
tionally, vector space models of semantics could also serve
as a quantitative tool for experimental design. For example,
in semantic object manipulation studies, vector space mod-
els could be used to select which semantically inconsistent
object should be included to achieve a specified amount of
semantic inconsistency relative to all the other objects in the
scene or the scene category.

In summary, we tested whether stored semantic knowl-
edge guides attention in real-world scenes by combining eye
tracking data with concept maps derived from vector-based
semantic representations of object concepts. Importantly, the
vector space representations were derived entirely indepen-
dently of the scenes we tested, and indeed were not based
on scene representations at all. We found that the greater
the semantic coherence of a scene region as represented by
concept maps, the more likely that region was to be attended.
These findings suggest that humans use their stored semantic
representations to help attentively process complex scenes, a
result with implications for theories and models in a wide
range of areas including cognitive science, computer vision,
linguistics, and visual neuroscience.
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