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In embedded systems, high-performance DSP needs to be performed not only with high-data

throughput but also with low-power consumption. This article develops an instruction-level loop-

scheduling technique to reduce both execution time and bus-switching activities for applications

with loops on VLIW architectures. We propose an algorithm, SAMLS (Switching-Activity Minimiza-

tion Loop Scheduling), to minimize both schedule length and switching activities for applications

with loops. In the algorithm, we obtain the best schedule from the ones that are generated from an

initial schedule by repeatedly rescheduling the nodes with schedule length and switching activities

minimization based on rotation scheduling and bipartite matching. The experimental results show

that our algorithm can reduce both schedule length and bus-switching activities. Compared with

the work of Lee et al. [2003], SAMLS shows an average 11.5% reduction in schedule length and an

average 19.4% reduction in bus-switching activities.

Categories and Subject Descriptors: B.6.3 [Logic Design]: Design Aids—Hardware description
languages; D.3.4 [Programming Languages]: Processors—Optimization

General Terms: Algorithms, Languages

Additional Key Words and Phrases: VLIW, compilers, loops, software pipelining, retiming, instruc-

tion bus optimization, low-power optimization, instruction scheduling

1. INTRODUCTION

In order to satisfy ever-growing requirements for high-performance DSP (Dig-
ital Signal Processing), VLIW (Very Long Instruction Word) architecture is
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widely adapted in high-end DSP processors. A VLIW processor has multiple
functional units (FUs) and can process several instructions simultaneously.
While this multiple-FU architecture can be exploited to increase instruction-
level parallelism and improve time performance, it causes more power con-
sumption. In embedded systems, high-performance DSP needs to be performed
not only with high data throughput but also with low power consumption.
Therefore, it becomes an important problem to reduce the power consump-
tion of a DSP application with the optimization of time performance on VLIW
processors. Since loops are usually the most critical sections and consume a
significant amount of power and time in a DSP application, in this article,
we address loop optimization problem and develop an instruction-level loop
scheduling technique to minimize both power consumption and execution time
of an application on VLIW processors.

In CMOS circuits, there are three major sources of power dissipation: switch-
ing, direct-path short circuit current and leakage current [Chandrakasan et al.
1992]. Among them, the dynamic power caused by switching is the dominant
part and can be represented as Stan and Burleson [1995]:

Pchip ∝
N∑

i=1

Cloadi
× V 2

dd × f × pti
(1)

where: Cloadi
is the load capacitance at node i, Vdd is the power supply voltage,

f is the frequency, pti
is the activity factor at node i, and the power consumption

of a circuit is the summation of power consumption over all N nodes of this
circuit. From this equation, reducing switching activities (lowering the activity
factor pti

) can effectively decrease the power consumption. Therefore, in
VLSI system designs, various techniques have been proposed to reduce power
consumption by reducing switching activities [Chandrakasan et al. 1992;
Panda and Dutt 1999; Stan and Burleson 1995]. Due to large-capacitance and
high-transition activities, buses including instruction bus, data bus, address
bus, etc. consume a significant fraction of total power dissipation in a processor
[Liu and Svensson 1994]. For example, buses in DEC Alpha 21064 processor
dissipate more than 15% of the total power consumption, and buses in Intel
80386 processor dissipate more than 30% of the total [Irwin 1999]. In this
article, we focus on reducing the power consumption of applications on VLIW
architectures by reducing transition activities on the instruction bus. A VLIW
processor usually has a big number of instruction bus wires so that it can fetch
several instructions simultaneously. Therefore, we can greatly reduce power
consumption by reducing switching activities on the instruction bus.

We study this problem from compiler level by instruction-level schedul-
ing. Using instruction-level scheduling to reduce bus-switching activities
can be considered as an extension of the low-power bus coding techniques
[Mamidipaka et al. 2003; Stan and Burleson 1995; Sundararajan and Parhi
2000] at compiler level. In a VLIW processor, an instruction word that is fetched
onto the instruction bus consists of several instructions. So we can “encode” each
long instruction word to reduce bus-switching activities by carefully arranging
the instructions of an application.
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In recent years, people have addressed the issue to reduce power consump-
tion by software arrangement at instruction level [Lee et al. 1997; Su et al.
1994; Tiwari et al. 1996]. Most of work in instruction scheduling for low-power
focuses on DAG (Directed Acyclic Graph) scheduling. They study the minimiza-
tion of switching activities considering different problems such as at the address
lines [Su et al. 1994], register assignment problem [Chang and Pedram 1995],
operand swapping and dual memory [Lee et al. 1997], data bus between cache
and main memory [Tomiyama et al. 1998], and I-cache data bus [Ye et al. 2000].

For VLIW architectures, low-power-related instruction scheduling tech-
niques have been proposed in Kim et al. [2003], Lee et al. [2003], Parikh
et al. [2004], and Zhang et al. [2001]. In most of these works, the scheduling
techniques are based on traditional list scheduling in which applications are
modeled as DAG and only intra-iteration dependencies as considered. In this
article, we show we can significantly improve both the power consumption
and time performance for applications with loops on VLIW architectures by
carefully exploiting inter-iteration dependencies.

Several loop optimization techniques have been proposed to reduce power
variations of applications. Yun and Kim [2001] propose a power-aware modulo
scheduling algorithm to reduce both the step power and peak power for VLIW
processors. Yang et al. [2002] propose an instruction scheduling compilation
technique to minimize power variation in software pipelined loops. A schedule
with the minimum power variation may not be the schedule with the minimum
total energy consumption nor a schedule with the minimum length. This article
focuses on developing efficient loop scheduling techniques to reduce both sched-
ule length and switching activities so as to reduce the energy consumption of
an application.

Lee et al. [2003] propose an instruction scheduling technique to produce a
schedule with bus-switching activities minimization on VLIW architectures for
applications represented as DAGs. In their work, the problem is categorized
into horizontal scheduling problem, a vertical scheduling problem. A greedy
bipartite-matching scheme is proposed to optimally solve horizontal schedul-
ing problem, a vertical scheduling problem is proved to be NP-hard problem
and a heuristic algorithm is proposed to solve it. This article shows that we can
further significantly reduce both bus-switching activities and schedule length
for applications with loops on VLIW processors. Compared with the technique
in Lee et al. [2003] that optimizes the DAG part of a loop, our technique shows
an average 19.4% reduction in swithing activities and an average 11.5% re-
duction in schedule length. One of our basic ideas is to exploit inter-iteration
dependencies of a loop which is also known as software pipelining [Chao et al.
1997; Rau et al. 1992]. By exploiting inter-iteration dependencies, we provide
more opportunities to reschedule nodes to the best locations so the switch-
ing activities can be minimized. However, the traditional software pipelining
such as modulo scheduling [Rau et al. 1992], rotation scheduling [Chao et al.
1997], etc., is performance oriented and does not consider switching activi-
ties reduction. Therefore, we propose a loop scheduling approach that opti-
mizes both the schedule length and bus-switching activities based on rotation
scheduling.
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We propose an algorithm, SAMLS (Switching-Activity Minimization Loop
Scheduling), to minimize both schedule length and switching activities for loops.
Our loop scheduling scheme reduces the energy of a program by reducing both
schedule length and bus-switching activities. The energy E consumed by a pro-
gram can be calculated by E = P×T, where T is the execution time of the program
and P is the average power [Lee et al. 1997; Tiwari et al. 1996]. The execution
time of a program is reduced by reducing schedule length. As shown in Eq. (1),
the real capacitance loading is reduced by reducing switching activities. So the
average power consumption is reduced by minimizing switching activities in
the instruction bus.

In SAMLS, we select the best schedule among the ones that are generated
from a given initial schedule by repeatedly rescheduling the nodes with sched-
ule length and switching activities minimization based on rotation scheduling
and bipartite matching. Our algorithm exploits inter-iteration dependencies of
a loop and changes intra-iteration dependencies of nodes using rotation schedul-
ing. When a node is rotated, it can be rescheduled into more locations compared
with the case only considering the DAG part of a loop. Therefore, more oppor-
tunities are provided to optimize switching activities. SAMLS can be applied
to various VLIW architectures.

We experiment with our algorithm on a set of benchmarks. The experiments
are performed on a VLIW architecture similar to that in Lee et al. [2003]. In
the experiments, the real TI C6000 instructions Texas Instruments [2000] are
used. The experimental results show that our algorithm can reduce both bus-
switching activities and schedule length. Compared with the list scheduling,
SAMLS shows an average 11.5% reduction in schedule length and 45.7% re-
duction in bus-switching activities. Compared with the technique in Lee et al.
[2003] that combines horizontal scheduling and vertical scheduling with win-
dow size eight, SAMLS shows an average 11.5% reduction in schedule length
and an average 19.4% reduction in bus-switching activities.

The remainder of this article is organized as follows: In Section 2, we give
the basic models and concepts used in the rest of the article. The algorithm
is presented in Section 3. Experimental results and concluding remarks are
provided in Section 4 and Section 5, respectively.

2. BASIC MODELS AND CONCEPTS

In this section, we introduce basic models and concepts that will be used in the
later sections. We first introduce the target VLIW architecture and cost model.
Then, we explain how to use cyclic DFG to model loops. Next, we introduce the
static schedule and define the switching activities of a schedule. Finally, we
introduce the lower bounds of schedule length for cyclic DFGs and the basic
concepts of rotation scheduling.

2.1 The Target VLIW Architecture and Cost Model

The abstract VLIW machine is shown in Figure 1 that has the similar architec-
ture as that in Lee et al. [2003]. In this VLIW architecture, a long instruction
word consists of K instructions and each instruction is 32-bit long. In each clock
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Fig. 1. The target VLIW architecture and bus models.

cycle, a long instruction word is fetched to the instruction decoder through a
32×K-bit instruction bus and correspondingly executed by K FUs. The first
(K−1) FUs, FU1 through FUK−1, are integer ALUs that can do integer addi-
tion, multiplication, division, and logic operation. The Kth FU, FUK, can do
branch/flow control and load/store operations in addition to all the other op-
erations. A long instruction word can contain one load/store instruction (or
branch/flow control) and K − 1 integer arithmetic/logic instructions. Or it can
contain K integer arithmetic/logic instructions. The program that consists of
long instruction words is stored in the instruction memory or cache. Memory
addressing is byte-based. This architecture is used in our experiments. We do
experiments on a set of benchmarks with the real TI C6000 instructions and
obtain the results when K equals 3, 4 and 5, respectively.

We use the same cost model as used in Lee et al. [2003]. Hamming Distance
is used to estimate switching activities in the instruction bus. Given two binary
strings, hamming distance is the number of bit difference between them. Let
X = (x1, x2, . . . , xK) and Y = (y1, y2, . . . , yk) be two consecutive instruction words
in which xi and yi denote the instructions at location i of X and Y, respectively.
Then, the bus-switching activities caused by fetching Y immediately after X on
the instruction bus is:

H(X, Y) =
K∑

i=1

h(Binary String(xi), Binary String(yi)), (2)

where Binary String(xi) is the function to map instruction xi to its bi-
nary code, and h is the hamming distance between Binary String(xi) and
Binary String(yi).

2.2 Loops and Cyclic Data-Flow-Graph (DFG)

We use cyclic DFG to model loops. A cyclic Data Flow Graph (DFG)
G = 〈V, E, d, t, Binary String〉 is a node-weighted and edge-weighted directed
graph, where V is the set of nodes and each node denotes an instruction of a
loop, E ⊆ V × V is the edge set that defines the data dependency relations for
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Fig. 2. A dot-product C code and its corresponding assembly code from TI C6000 [Texas Instru-

ments 2001].

all nodes in V, d(e) represents the number of delays for any edge e ∈ E, t(u)
represents the computation time for any node u ∈ V, and Binary String(u) is
a function to map any node u ∈ V to its binary code. Nodes in V are instruc-
tions in a loop. The computation time of each node is the computation time
of the corresponding instruction. The edge without delay represents the intra-
iteration data dependency; the edge with delays represents the inter-iteration
data dependency and the number of delays represents the number of iterations
involved.

We use a real loop application, a dot-product program, to show how to use
cyclic DFG to model a loop. A program to compute the dot-product of two inte-
ger arrays is shown in Figure 2(a) and its corresponding assembly code from TI
C6000 [Texas Instruments 2001] is shown in Figure 2(b). Our focus is the loop
body. Basically, in the loop body in Figure 2(b), 64-bit data are first loaded into
registers by instruction LDW. Then the multiplications are done by instruc-
tion MPY and MPYH for low 32 bits and high 32 bits, respectively. Finally, the
summations are done by instruction ADD. To model the loop body in Figure 2,
the mapping between the node and instruction is shown in Figure 3(a) and the
corresponding cyclic DFG is shown in Figure 3(b).

2.3 A Static Schedule and Its Switching Activities

A static schedule of a cyclic DFG is a repeated pattern of an execution of the cor-
responding loop. In our work, a schedule implies both control step assignment
and allocation. A static schedule must obey the dependency relations of the DAG
portion of the DFG. The DAG is obtained by removing all edges with delays in
the DFG. Assume that we want to schedule the DFG in Figure 3(b) to the target
VLIW architecture with 3 FUs (K = 3) (discussed in Section 2.1). And let func-
tional unit FU1 and FU2 be integer ALUs, and FU3 be the load/store/branch Unit.
The static schedule generated by the list scheduling is shown in Figure 3(c).
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Fig. 3. (a) The nodes and their corresponding instructions. (b) The cyclic DFG that represents the

loop body in Figure 2(b). (c) The schedule generated by the list scheduling.

We use (i, j) to denote the location of a node in a schedule, where i is the row
and j is the column. For example, the location of node B is (2, 3) in the schedule
shown in Figure 3(c).

The switching activities of a static schedule for a DFG are defined as the
summation of the switching activities caused by all long instruction words of
a schedule in one iteration in the instruction bus. Since the static schedule is
repeatedly executed for a loop, when switching activities are calculated, the
binary code of the last long instruction word fetched onto the instruction bus
in the previous iteration is set as the initial value of the instruction bus in
the current iteration. The switching activities of a schedule can be calculated
from the second iteration by summing up all switching activities caused by
each long instruction word in the instruction bus. The bus-switching activities
caused for each iteration except the first one are equal to the switching activities
obtained from the second iteration. For the first iteration, a different initial state
may exist in the instruction bus when the first instruction word is scheduled.
However, since a loop is usually executed for many times, the influence of the
first iteration is very small to the average switching activities of a schedule.
Therefore, we use the switching activities of any iteration except the first one
to denote the switching activities of a schedule.

2.4 Lower Bounds of Schedule Length for Cyclic DFGs

The lower bound of schedule length for a cyclic DFG denotes the smallest pos-
sible value of the schedule length for which a schedule exists. The lower bound
for a DFG under resource constraints can be derived from either the structure
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of the DFG or the resource availability. The lower bound from the structure of
the DFG is called as iteration bound [Renfors and Neuvo 1981]. The iteration
bound of DFG G, denoted by IB(G), is defined to be the maximum-time-to-delay
ratio over all cycles of the DFG, that is,

IB(G) = max
∀ cycle l in G

Time(l)

Delay(l)
,

where Time(l) is the sum of computation time in cycle l, and Delay(l) is the sum
of delay counts in cycle l. The iteration bound of a cyclic DFG can be obtained
in polynomial time by the longest path matrix algorithm Gerez et al. [1992].
We implement the longest path matrix algorithm and calculate the iteration
bound of each benchmark in the experiments.

The lower bound from resource availability for DFG G, denoted by RB(G), is
defined as the maximum ratio of number of operations to number of FUs over
all FU types, that is,

RB(G) = max
∀ FU type A

N(A)

F(A)
,

where N(A) is the number of operations using type-A FUs in the DFG, and
F(A) is the number of type-A FUs available. After IB and RB are obtained, then
the lower bound of DFG G, denoted by LB(G), can be obtained by taking the
maximum value of IB and RB, that is,

LB(G) = max {IB(G), RB(G)}.

2.5 Retiming and Rotation Scheduling

Considering inter-iteration dependencies, retiming and rotation are two opti-
mization techniques for the scheduling of cyclic DFGs. Retiming [Leiserson and
Saxe 1991] can be used to optimize the cycle period of a cyclic DFG by evenly
distributing the delays in it. It generates the optimal schedule for a cyclic DFG
when there is no resource constraints. Given a cyclic DFG G = 〈V, E, d, t〉, retim-
ing r of G is a function from V to integers. For a node u ∈ V, the value of r(u) is
the number of delays drawn from each of incoming edges of node u and pushed
to all of the outgoing edges. Let Gr = 〈V, E, dr, t〉 denote the retimed graph of G

with retiming r, then dr(e) = d(e)+ r(u)− r(v) for every edge e(u → v) ∈ V in Gr.
Rotation Scheduling [Chao et al. 1997] is a scheduling technique used to

optimize a loop schedule with resource constraints. It transforms a schedule to a
more compact one iteratively. In most cases, the minimal schedule length can be
obtained in polynomial time by rotation scheduling. In each rotation, the nodes
in the first row of the schedule are rotated down to the earliest possible available
locations. In this way, the schedule length can be reduced. From retiming point
of view, these nodes get retimed once by drawing one delay from each of incoming
edges of the node and adding one delay to each of its outgoing edges in the DFG.
The new locations of the nodes in the schedule must also obey the dependency
relations in the new retimed graph.

Using the schedule generated by the list scheduling in Figure 3(b) as an
initial schedule, we give an example in Figure 4 to show how to rotate the
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Fig. 4. (a) The retimed graph. (b) The schedule after the first Rotation. (c) The corresponding

transformation for the loop body.

nodes in the first row (node G and A) to generate a more compact schedule.
The retimed graph is shown in Figure 4(a) and the schedule after the first
rotation is shown in Figure 4(b). The schedule length is reduced to 3 after
the first row is rotated. From the program point of view, rotation scheduling
regroups a loop body and attempts to reduce intra-dependencies among nodes.
For example, after the first rotation is performed, a new loop is obtained by the
transformation as shown in Figure 4(c), in which the corresponding instructions
for node G and A are rotated and put at the end of the new loop body above
the branch instruction H. And one iteration of the old loop is separated and put
outside the new loop body: the instructions for G and A are put in the prologue
and those for the other nodes are put in the epilogue. In the new loop body, G

and A perform the computation for the (i + 1)th iteration when the other nodes
do the computation of the ith. The transformed loop body after the rotation
scheduling can be obtained based on the retiming values of nodes [Chao 1993].
The code size is increased by introducing the prologue and epilogue after the
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Fig. 5. (a) The nodes and TI C6000 machine code. (b) The schedule generated by the list scheduling.

(c) The schedule generated by the algorithms in Lee et al. [2003]. (d) The schedule generated by

rotation scheduling. (e) The schedule generated by our technique.

rotation is performed. This problem can be solved by the code size reduction
technique proposed in Zhang et al. [2003].

We use the real machine code from TI C6000 instruction set for this dot-
product program and compare schedule length and bus-switching activities
of the schedules generated by various techniques. The nodes and their corre-
sponding binary code are shown in Figure 5(a), and the schedules are shown in
Figures 5(b)–5(e) in which “SA” denotes the switching activities of the schedule
and “SL” denotes the schedule length. Among them, the schedule generated by
our algorithm shown in Figure 5(e) has the minimal bus-switching activities
and the minimal schedule length.

3. SWITCHING-ACTIVITY MINIMIZATION LOOP SCHEDULING

The loop scheduling problem with minimum latency and minimum switching
activities is NP-complete with or without resource constraints Shao et al. [2004].
In this section, we propose an algorithm, SAMLS (Switching-Activity Minimiza-
tion Loop Scheduling), to reduce both schedule length and switching activities
for applications with loops. We first present the SAMLS algorithm in Section 3.1
and then discuss its two key functions in Section 3.2 and 3.3. Finally, we analyze
properties and complexity of the SAMLS algorithm in Section 3.4.

3.1 The SAMLS Algorithm

The SAMLS algorithm is designed to reduce both schedule length and switching
activities for a cyclic DFG based on a given initial schedule. The basic idea is
to obtain a better schedule by repeatedly rescheduling the nodes based on the
rotation scheduling with schedule length and switching activities minimization.
SAMLS is shown as follows:

Input: DFG G = 〈V, E, d, t, Binary String〉, the retiming function r of G, an initial
schedule S of G, the rotation times N.

Output: A new schedule S′ and a new retiming function r′.
Algorithm:
1. for i = 1 to N {

(a) Put all nodes in the first row in S into a set R. Retiming each node u ∈ R by
r(u) ← r(u) + 1. Delete the first row from S and shift S up by one control step.
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(b) Call function BipartiteMatching NodesSchedule(G,r,S,R) to reschedule the nodes
in R.

(c) Call function RowByRow BipartiteMatching(S) to Minimize the switching activ-
ities of S row by row.

(d) Store the obtained schedule and retiming function by Si ← S and ri ← r.
}

2. Select Sj from S1, S2, . . . , SN such that Sj has the minimum switching activities among
all minimum-latency schedules. Output results: S′ ← Sj and r′ ← rj.

In Algorithm SAMLS, we first generate N schedules based on a given initial
schedule and then select the one with the minimum switching activities among
all minimum-latency schedules, where N is an input integer to determine the
rotation times. These N schedules are obtained by repeatedly rescheduling
the nodes in the first row to new locations based on the rotation scheduling
with schedule length and switching activities minimization. Two functions,
BipartiteMatching NodesSchedule() and RowByRow BipartiteMatching(), are
used to generate a new schedule. BipartiteMatching NodesSchedule() is used
to reschedule the nodes in the first row to new locations to minimize schedule
length and switching activities. Then RowByRow BipartiteMatching() is used
to further minimize the switching activities of a schedule by performing a row-
by-row scheduling. The implementation of these two key functions are shown
in Section 3.2 and Section 3.3 below.

3.2 BipartiteMatching NodesSchedule()

In rotation scheduling [Chao et al. 1997] in order to minimize schedule length,
the nodes in the first row of the schedule are rotated down and put into the
earliest locations based on the dependency relations in Gr (the retimed graph
obtained from G with retiming function r). In our case, we also need to con-
sider switching activities minimization. We solve this problem by construct-
ing a weighted bipartite graph between the nodes and the empty locations
and rescheduling the nodes based on the obtained minimum cost matching.
BipartiteMatching NodesSchedule() is shown as follows:

Input: DFG G = 〈V, E, d, t, Binary String〉, the retiming r of G, a schedule S, and a node
set R.

Output: The revised schedule S.

Algorithm:

(1) Len ← the schedule length of S.

(2) while (R is not empty) do {
(a) Group all empty locations of S into blocks and let B be the set of all blocks. If B

is empty, then let Len ← Len + 1; Continue.
(b) Construct a weighted bipartite graph GBM between node set R and block set B.

GBM = 〈VBM, EBM, W〉 in which: VBM = R ∪ B; for each u ∈ R and bi ∈ B, if u can
be put into Block bi, then e(u, bi) is added into EBM with weight W(e(u, bi)) =
Switch Block(u, bi).

(c) If EBM is empty, then let Len ← L + 1; Continue.
(d) Get the minimum cost maximum match M by calling function Min Cost

Bipartite Matching(GBM).
(e) Find edge e(u, bi) in M that has the minimal weight among all edges in M.
(f) Assign u into the earliest possible location in Block bi and remove u from set R.
}
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Fig. 6. (a) A given schedule. (b) Two blocks that contain consecutive empty locations in a column.

In BipartiteMatching NodesSchedule(), we construct a weighed bipartite
graph between the nodes and the blocks. A block is a set that contains the
consecutive empty locations in a column of a schedule. For example, for the
schedule in Figure 6, there are 2 blocks: Block1 = {(2, 1), (3, 1), (4, 1)} and
Block2 = {(1, 2), (5, 2)}. Location (1, 2) and (5, 2) are consecutive when we con-
sider that the schedule is repeatedly executed as shown in Figure 6(b). We do not
construct a bipartite graph directly between the nodes and the empty locations,
since the matching obtained from such bipartite graph may not be a good one
in terms of minimizing switching activities. For example, in Figure 6, assume
two nodes X and Y are matched to two consecutive locations, (2, 1) and (3, 1), in
a best matching that is obtained from a weighted bipartite graph constructed
directly between the nodes and the empty locations. Since the switching activ-
ities caused by X and Y (they are next to each other) are not considered, the
actual switching activities may be more than the number we expect and the
matching may not be the best. Instead, we construct the bipartite graph be-
tween the nodes and the blocks. In such a way, we can obtain a matching shown
below in which at most one node can be put into a block.

The weighted bipartite graph between the nodes and the blocks, GBM =
〈VBM, EBM, W〉, is constructed as follows: VBM = R ∪ B where R is the rotated node
set and B is the set of all blocks. For each node u ∈ R and each block bi ∈ B, if u

can be put into at least one location in block bi, an edge e(u, bi) is added into EBM

and W(e(u, bi)) = Switch Block(u, bi). Function Switch Block(u, bi) computes
the switching activities when u is put into bi. Assume that u′ and u′′ are the
corresponding nodes in the locations immediately above and below the earliest
location that u can be put in bi in the same column, then Switch Block(u, bi)
is computed by:

Switch Block(u, bi) = H(u, u′) + H(u, u′′) − H(NOP, u′) − H(NOP, u′′) (3)

Switch Block(u, bi) is the switching activities caused by replacing NOP with
u.

After GBM is constructed, Min Cost Bipartite Matching is called to obtain
a minimum weight maximum bipartite matching M of GBM. Since we set the
switching activities as the weight of edges in GBM, the schedule based on M
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Fig. 7. (a) The schedule with the first row removed. (b) The weighted bipartite graph. (c) The

obtained schedule.

will cause the minimum switching activities. We find the edge e(u, bi) that has
the minimum weight in the matching and schedule u to the earliest location
in bi. We only schedule one node from the obtained matching each time. Since
more blocks may be generated after u is scheduled, other nodes may find better
locations in the next matching. In this way, we also put the nodes into the
empty locations as many as possible without increasing the schedule length.
Therefore, both the schedule length and switching activities can be reduced by
this strategy.

Using the schedule generated by the list scheduling in Figure 3(c) as an
initial schedule, we give an example in Figure 7 to show how to reschedule the
nodes in the first row by SAMLS. The schedule with the first row removed is
shown in Figure 7(a), and the constructed weighted bipartite graph is shown in
Figure 7(b). The weights of edges in Figure 7 are obtained using Eq. (3) shown
above. For example, the weight of the edge between G and Block 1 is calculated
by: H(G, E) + H(G, C) − H(NOP, E) − H(NOP, C) = 14 + 12 − 10 − 8 = 8. The
obtained matching is M = {(G, Block 2), (A, Block 3)}. Based on SAMLS, node
A is scheduled to location (2, 3) since e(A, Block 3) has the minimal weight in
the matching. Similarly, node G is scheduled to location (1, 2) in the second
iteration. The final schedule is shown in Figure 7(c).

3.3 RowByRow BipartiteMatching()

After rescheduling the nodes by function BipartiteMatching NodesSchedule(),
we horizontally schedule nodes in each row to further reduce switching activ-
ities by function RowByRow BipartiteMatching(). The algorithm is similar to
the horizontal scheduling in [Lee et al. 2003]. However, two differences need to
be considered. First, every row in the schedule can be regarded as the initial
row in terms of minimizing switching activities, since we deal with cyclic DFG
and the static schedule can be regarded as a repeatedly executed cycle. Second,
when processing the last row, we need to not only consider the second to the
last row but also the first row in the next iteration, since both of them are fixed
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at that time. RowByRow BipartiteMatching() is shown as follows:

Input: A schedule S.

Output: The revised schedule S with switching activities minimization.

Algorithm:

1. Len ← the schedule length of S and Col ← the number of columns of S.

2. Let BS[Col] be a binary string array and BS[Col]={BS[1],BS[2],. . . ,BS[Col]}.
And let Init BS[Col] be another binary string array and Init BS[Col]=
{Init BS[1],Init BS[2], . . . ,Init BS[Col]}.

3. for i=1 to Len {
(a) Si ← S.
(b) Set BS[k]=Init BS[k]=Binary String(Si(1, k)) for k = 1, 2, . . . , Col, where Si(1, k)

denotes the node at location (1,k) in schedule Si .
(c) for j=2 to Len {

� R ← All nodes in Row j in Si.
� Construct a weighted bipartite graph GBM between node set R and location set

{1, 2, . . . , Col}. GBM = 〈VBM, EBM, W〉 in which: VBM = R ∪ {1, 2, . . . , Col}; for
each u ∈ R and k ∈ {1, 2, . . . ,Col}, e(u, k) is added into EBM and W(e(u, k)) is
set as follows:

W(e(u, k)) =
{

h(Binary String(u),BS[k]) j<Len,

h(Binary String(u),BS[k]) + h(Binary string(u),Init BS[k]) Otherwise

� M ← Min Cost Bipartite Matching(GBM).
� Put u into location (j, k) in S for each edge e(u, k) ∈ M.
� Set BS[k]=Binary String(Si(j, k)) for k = 1, 2, . . . , Col.
}

(d) Rotate down the first row of S by putting it into the last row.
}

4. Select Sj from S1, S2, . . . , SLen where Sj has the minimum switching activities. Output
Sj.

In RowByRow BipartiteMatching(), we generate Len schedules by repeat-
edly rotating down the first row to the last, where Len is the schedule length.
For each schedule, we fix the first row to record the binary string of the node
at (1, k) into BS[k] and Init BS[k] for each k = 1, 2, . . . , Col. Then we construct
a weighted bipartite graph between the nodes and the locations in the current
row, and reschedule the nodes row by row based on the obtained minimum
cost matching. When constructing the weighted bipartite graph for row j, we
has two cases:

(1) When row j is not the last row, we set the weight of edge e(u, k) (node
u matches to location (j, k)) as the hamming distance between the binary
string of u and BS[k], where BS[k] records the binary string of the node
located immediately above (j, k);

(2) When row j is the last row, we set the weight of edge e(u, k) as the summation
of two hamming distances: one is from u and the node immediately above
(j,k) that is the binary string recorded in BS[k], and the other is from u

and the node immediately below (j, k) that is the binary string recorded in
Init BS[k].
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Fig. 8. (a) The schedule obtained from BipartiteMatching NodesSchedule() (Figure 7(c)). (b) Fix

the first row. (c) Fix the second row. (d) Fix the third row.

In such a way, we consider the influence from both the second to the last row and
the first row of the next iteration when rescheduling nodes in the last row. The
schedule with minimal switching activities is selected from these Len schedules.

An example is given in Figure 8 to show that we need to consider three
cases in order to horizontally minimize switching activities of the schedule
given in Figure 8(a). As shown in Figures 8(b)–8(d), in each case, one row is
fixed and set as the initial row, and the other rows are rescheduled based it;
when processing the last row, the influence from the previous row and the
first row in the next iteration are considered together. After running RowBy-
Row BipartiteMatching(), we obtain the finial schedule shown in Figure 5(e) in
Section 2.5.

3.4 Discussion and Analysis

As we show in the algorithm, SAMLS can be applied to various VLIW archi-
tectures if architecture-related constraints are considered in constructing the
weighted bipartite graphs. In the algorithm, we select the best schedule from
the generated N schedules. N should be selected to satisfy that maxr is less
than the given loop count where maxr = maxu∈V r(u) in a rotated graph [Chao
1993]. In the experiments, we found that the rotation times to generate the
best schedules for various benchmarks are around 1 ∗ Sch Len, where Sch Len

is the schedule length of the corresponding initial schedule. Loops are usually
executed many times in computation-intensive DSP applications, so N can be
selected as (5 ∼ 10) ∗ Sch Len to guarantee that a good result can be obtained
while the requirement for maxr can still be satisfied.

Fredman and Tarjan [1987] show that it takes O(n2logn + nm) to find
a min-cost maximum bipartite matching for a bipartite graph G, where n

is the number of nodes in G and m is the number of edges in G. Let C

be the number of instructions in a long instruction word (that is also the
number of columns in the given initial schedule). In Bipartite Matching
NodesSchedule(), the number of nodes in a row is at most C and the num-
ber of blocks is at most C ∗ |V|. To construct each edge in the bipartite graph,
we need O(|E|) time to go through the graph to check dependencies and decide
whether we can put a node into an empty location. The constructed bipartite
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Table I. The Numbers of Nodes and Edges for Each Benchmark

4-Stage 8-Stage uf2-8Stage DEQ uf2-DEQ

The Number of Nodes 26 42 84 11 22

The Number of Edges 35 59 118 20 40

Elliptic Voltera uf2-Voltera Biquad RLS-Laguerre

The Number of Nodes 34 27 54 16 19

The Number of Edges 58 34 68 23 43

graph has at most (C + C ∗ |V|) nodes and at most C2 ∗ |V| edges. So it takes
O(|E|+|V|2∗log |V|) to finish the rotation in BipartiteMatching NodesSchedule().
In RowByRow BipartiteMatching(), it takes O((2C)2 log 2C + 2C ∗ (2C)2) to
reschedule one row. So it takes O(|V|2) to finish the rescheduling row by row
in RowByRow BipartiteMatching() considering C is a constant. Therefore, the
complexity of SAMLS is O(N∗ (|E|+ |V|2 log |V|)), where N is the rotation times,
|E| is the number of edges, and |V| is the number of nodes.

4. EXPERIMENTS

In this section, we experiment with the SAMLS algorithm on a set of
benchmarks including 4-stage Lattice Filter (4-Stage), 8-stage Lattice Filter
(8-Stage), UF2-8-stage Lattice Filter (uf2-8Stage), Differential Equation Solver
(DEQ), UF2-Differential Equation Solver (uf2-DEQ), Fifth Order Elliptic Filter
(Elliptic), Voltera Filter (Voltera), UF2-Voltera Filter (uf2-Voltera), 2-cascaded
Biquad Filter (Biquad) and RLS-laguerre Lattice Filter (RLS-Laguerre). In the
benchmarks, UF2-8-stage Lattice Filter, UF2-Differential Equation Filter and
UF2-Voltera Filter are obtained by unfolding 8-stage Lattice Filter, Differential
Equation Solver (DEQ) and Voltera Filter (Voltera), respectively, with unfold-
ing factor 2. The numbers of nodes and edges for each benchmark are shown in
Table I. In the experiments, we select N as 10 ∗ Sch Len where Sch Len is the
schedule length of the given initial schedule. That means each node is rotated
about 10 times on average. The experimental results show that the rotation
times to generate the best schedules are around 1 ∗ Sch Len, which is the time
when all nodes have been rotated one time.

In our experiments, the instructions are obtained from TI TMS320C 6000
Instruction Set. The VLIW architecture in Section 2.1 is used as the test plat-
form. We first obtain the linear assembly code based on TI C6000 for vari-
ous benchmarks. Then we model them as the cyclic DFGs. We compare the
schedules for each benchmark by various techniques: the list scheduling, the
algorithm in Lee et al. [2003], rotation scheduling and our SAMLS algorithm.
In the list scheduling, the priority of a node is set as the longest path from
this node to a leaf node [Micheli 1994]. In the experiments, we use LP SOLVE
[Berkelaar 1992] to obtain a min-cost maximum bipartite matching based on
ILP form (integer linear program) of weighted bipartite graph. The experi-
ments are performed on a Dell PC with a P4 2.1 G processor and 512 MB
memory running Red Hat Linux 9.0. Every experiment is finished within one
minute.

The experimental results for the list scheduling, rotation scheduling, and
our SAMLS algorithm, are shown in Tables II–IV when the number of FUs
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Table II. The Comparison of Bus-Switching Activities and Schedule Length for List

Scheduling, Rotation Scheduling and SAMLS

The Number of FUs = 3

List Rotation SAMLS

Bench. LB SA SL SA SL SA SA (%) SL SL (%)

4-Stage 9 66 9 66 9 40 39.4% 9 0.0%

8-Stage 14 106 17 118 14 84 20.8% 14 17.6%

uf2-8Stage 28 242 28 242 28 172 28.9% 28 0.0%

DEQ 4 30 5 34 4 24 20.0% 4 20.0%

uf2-DEQ 8 66 9 66 8 42 36.4% 8 11.1%

Elliptic 13 140 15 140 15 102 27.1% 15 0.0%

Voltera 12 70 12 66 12 40 42.9 % 12 0.0%

uf2-Voltera 24 106 24 110 24 68 35.8 % 24 0.0%

Biquad 6 54 7 44 6 26 51.9 % 6 14.3%

RLS-Laguerre 7 54 7 60 7 36 33.3 % 7 0.0%

Average Reduction (%) over List Scheduling 33.6 % – 6.3%

Table III. The Comparison of Bus-Switching Activities and Schedule Length for

List Scheduling, Rotation Scheduling and SAMLS

The Number of FUs = 4

List Rotation SAMLS

Bench. LB SA SL SA SL SA SA (%) SL SL (%)

4-Stage 7 68 9 72 7 34 50.0% 7 22.2%

8-Stage 11 108 17 118 11 56 48.1% 11 35.3%

uf2-8Stage 21 230 21 230 21 186 19.1% 21 0.0%

DEQ 4 30 5 32 4 12 60.0% 4 20.0%

uf2-DEQ 8 72 9 72 8 30 58.3% 8 11.1%

Elliptic 13 136 14 136 13 66 51.5% 13 7.1%

Voltera 12 70 12 68 12 32 54.3% 12 0.0%

uf2-Voltera 24 106 24 104 24 56 47.2 % 24 0.0%

Biquad 4 52 6 50 4 32 38.5 % 4 33.3%

RLS-Laguerre 7 64 7 64 7 42 34.4 % 7 0.0%

Average Reduction (%) over List 46.1 % – 12.9%

Table IV. The Comparison of Bus-Switching Activities and Schedule Length for List

Scheduling, Rotation Scheduling and SAMLS

The Number of FUs = 5

List Rotation SAMLS

Bench. LB SA SL SA SL SA SA (%) SL SL (%)

4-Stage 6 74 9 80 6 22 70.3% 6 33.3%

8-Stage 9 106 17 112 9 50 52.8% 9 47.1%

uf2-8Stage 17 218 17 218 17 152 30.3% 17 0.0%

DEQ 4 30 5 36 4 8 73.3% 4 20.0%

uf2-DEQ 8 60 9 64 8 18 70.0% 8 11.1%

Elliptic 13 136 14 136 13 50 63.2% 13 7.1%

Voltera 12 72 12 72 12 24 66.7% 12 0.0%

uf2-Voltera 24 112 24 112 24 56 50.0 % 24 0.0%

Biquad 4 54 6 50 4 18 66.7 % 4 33.3%

RLS-Laguerre 7 46 7 56 7 32 30.4 % 7 0.0%

Average Reduction (%) over List Scheduling 57.4 % – 15.2%
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Table V. The Comparison of Bus-Switching Activities and Schedule Length

between SAMLS and the Algorithms in Lee et al. [2003]

The Number of FUs = 3

HV Schedule

Lee et al. [2003] SAMLS

Bench. LB SA SL SA SA (%) SL SL (%)

4-Stage 9 56 9 40 28.6% 9 0.0%

8-Stage 14 90 17 84 6.7% 14 17.6%

uf2-8Stage 28 174 28 172 1.1% 28 0.0%

DEQ 4 24 5 24 0.0% 4 20.0%

uf2-DEQ 8 50 9 42 16.0% 8 11.1%

Elliptic 13 108 15 102 5.6% 15 0.0%

Voltera 12 54 12 40 25.9 % 12 0.0%

uf2-Voltera 24 80 24 68 15.0 % 24 0.0%

Biquad 6 28 7 26 7.1 % 6 14.3%

RLS-Laguerre 7 46 7 36 21.7 % 7 0.0%

Average Reduction (%) 12.8 % – 6.3%

Table VI. The Comparison of Bus-Switching Activities and Schedule Length

between SAMLS and the Algorithms in [Lee et al. 2003]

The Number of FUs = 4

HV Schedule

Lee et al. [2003] SAMLS

Bench. LB SA SL SA SA (%) SL SL (%)

4-Stage 7 46 9 34 26.1% 7 22.2%

8-Stage 11 64 17 56 12.5% 11 35.3%

uf2-8Stage 21 190 21 186 2.1% 21 0.0%

DEQ 4 26 5 12 53.8% 4 20.0%

uf2-DEQ 8 58 9 30 48.3% 8 11.1%

Elliptic 13 74 14 66 10.8% 13 7.1%

Voltera 12 42 12 32 23.8% 12 0.0%

uf2-Voltera 24 76 24 56 26.3 % 24 0.0%

Biquad 4 36 6 32 11.1 % 4 33.3%

RLS-Laguerre 7 44 7 42 4.5 % 7 0.0%

Average Reduction (%) 21.9 % – 12.9%

is 3, 4 and 5, respectively. Column “LB” presents the lower bound of schedule
length obtained using the approach in Section 2.4. Column “SA” presents the
switching activity of the static schedule and Column “SL” presents the schedule
length obtained from three different scheduling algorithms: the list schedul-
ing (Field “List”), the traditional rotation scheduling (Field “Rotation”), and
our SAMLS algorithm (Field “SAMLS”). Column “SL(%)” and “SA(%)” under
“SAMLS” present the percentage of reduction in schedule length and switching
activities respectively compared to the list scheduling algorithm. The average
reduction is shown in the last row of the table. Totally, SAMLS shows an average
11.5% reduction in schedule length and 45.7% reduction in bus-switching ac-
tivities compared with the list scheduling. SAMLS achieves the lower bounds
of schedule length in all experiments except one for Elliptic Filter when the
number of FUs equals 3, in which the schedule length obtained by SAMLS (15)
is very close to the lower bound (13).
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Table VII. The Comparison of Bus-Switching Activities and Schedule Length

between SAMLS and the Algorithms in [Lee et al. 2003]

The Number of FUs = 5

HV Schedule

Lee et al. [2003] SAMLS

Bench. LB SA SL SA SA (%) SL SL (%)

4-Stage 6 36 9 22 38.9% 6 33.3%

8-Stage 9 52 17 50 3.8% 9 47.1%

uf2-8Stage 17 174 17 152 12.6% 17 0.0%

DEQ 4 12 5 8 33.3% 4 20.0%

uf2-DEQ 8 30 9 18 40.0% 8 11.1%

Elliptic 13 70 14 50 28.6% 13 7.1%

Voltera 12 34 12 24 29.4% 12 0.0%

uf2-Voltera 24 58 24 56 3.4 % 24 0.0%

Biquad 4 32 6 18 43.8 % 4 33.3%

RLS-Laguerre 7 32 7 32 0.0 % 7 0.0%

Average Reduction (%) 23.4 % – 15.2%

To compare the performance between SAMLS and the algorithms in Lee et al.
[2003], we implement their horizontal scheduling and vertical scheduling and
do experiments with window size 8. The experimental results for the various
benchmarks are shown in Tables V–VII when the number of FUs is 3, 4 and 5,
respectively. In the table, “HV Schedule” presents the algorithms in Lee et al.
[2003]. Totally, SAMLS shows an average 11.5% reduction in schedule length
and 19.4% reduction in bus-switching activity compared with the algorithms
in Lee et al. [2003].

Through the experimental results from Table II and Table VII, we found
that the traditional rotation scheduling can effectively reduce schedule length
but not bus-switching activities. The algorithms in Lee et al. [2003] can reduce
bus-switching activities without timing performance optimization for applica-
tions with loops. Our SAMLS can significantly reduce both schedule length and
switching activities.

5. CONCLUSION

This article studied the scheduling problem that minimizes both schedule
length and switching activities for applications with loops on VLIW ar-
chitectures. An algorithm, SAMLS (Switching-Activity Minimization Loop
Scheduling), was proposed. The algorithm attempted to minimize both switch-
ing activities and schedule length by rescheduling nodes repeatedly based on
rotation scheduling and bipartite matching. The experimental results showed
that our algorithm produces a schedule with a great reduction in switching
activities and schedule length for high-performance DSP applications.
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