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Multiplication is one of the most commonly used operations in the arithmetic. Multipliers based onWallace reduction tree provide
an area-e	cient strategy for high speed multiplication. A number of modi
cations are proposed in the literature to optimize the
area of the Wallace multiplier. �is paper proposed a reduced-area Wallace multiplier without compromising on the speed of the
originalWallacemultiplier. Designs are synthesized using SynopsysDesignCompiler in 90 nmprocess technology. Synthesis results
show that the proposed multiplier has the lowest area as compared to other tree-based multipliers. �e speed of the proposed and
reference multipliers is almost the same.

1. Introduction

Multiplication is one of the most widely used arithmetic
operations. Due to this a wide range of multiplier archi-
tectures are reported in the literature providing �exible
choices for various applications. Among them the simplest
is array multiplier [1] which is also the slowest. Some high
performance multipliers are presented in [2–5]. �e focus of
this paper is Wallace multiplier [6]. Wallace multiplier uses
full adders and half adders to reduce the partial product tree
to two rows, and then a 
nal adder is used to add these two
rows of partial products.We call this design “TW (traditional
Wallace) multiplier” in this text. TW multiplier performs its
operation in three steps. (1) Generate all the partial products.
(2) �e partial product tree is reduced using full adders and
half adders until it is reduced to two terms. (3) Finally, a fast
adder is used to add these two terms.

Waters and Swartzlander [7] presented a reduced com-
plexity Wallace multiplier by reducing the number of half
adders in the reduction process. We call this design “RCW
(reduced complexity Wallace) multiplier” from now on. �e
speed of the RCW multiplier is expected to be the same
as of TW multiplier due to the equal number of reduction
stages in both multipliers. �e RCW uses a larger 
nal adder
as compared to the TW multiplier. A number of strategies

are reported in [8–10] to improve the speed of the RCW.
However, the focus of their research is to reduce the delay by
using a faster 
nal adder while still using the same reduction
tree as RCW.As a result, the 
nal adder size for themultipliers
in [8–10] is the same as that of RCW.

�e focus of this paper is to optimize the reduction tree in
a way that can reduce the size of the 
nal adder. �e reduced
size of the 
nal adder resulted in low area of the multiplier
without incurring any extra delay. We call our design “PW
(Proposed Wallace) multiplier.” We also considered Dadda
multiplier [11] for comparison due to its similarity with the
Wallace multiplier.

�is paper makes a contribution in the design of Wallace
treed based multipliers by proposing a strategy to reduce the
area of reduced complexity Wallace (RCW) multiplier. �is
innovative method allows for an e�ective utilization of half
adders in such a way that the size of the 
nal adder is reduced.
It also provides a more regular structure of the reduction tree
and the 
nal adder.

�e rest of the paper is organized as follows. Section 2
discusses some previous approaches for partial product tree
reduction. In Section 3, the proposed Wallace multiplier is
presented. In Section 4, the choice of 
nal adder is discussed.
Section 5 evaluates the results for all the designs synthesized
in Synopsys. �e work is concluded in Section 6.
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Figure 1: Block diagram of tree-based multipliers.

Figure 2: 8-bit traditional Wallace reduction.

2. Previous Architectures

�is section discusses some previous Wallace tree-based
multiplier architectures. �e general block diagram of tree-
based multipliers is shown in Figure 1.

�e dot notation [11] is used to represent the partial
product tree in all the architectures discussed in this section
as shown from Figures 2 to 5. �e full adders and half adders
are represented by boxes around the dot products. �e box
which encloses three dot products represents a full adder,
whereas the box containing only two dot products is used
to represent a half adder. �e stages are separated by a thick
horizontal line.

2.1. Traditional Wallace (TW) Multiplier. In TW multiplier
architecture, the partial product tree is divided into groups
[6]. Each stage can have one or more groups as shown in the
8-bit TW reduction process in Figure 2.

�e groups in a stage are separated by a thin horizontal
line. Each group consists of three rows except the last group
where the number of rows can be less than three. Equation (1)

Figure 3: 8-bit reduced complexity Wallace reduction.

Figure 4: 8-bit Dadda reduction.

calculates the number of rows in the last group for each stage
as

Last Group� = �� mod 3. (1)

An �-bit multiplier has � rows in the 
rst stage. �e
number of rows in remaining stages can be calculated by
using

�� = ⌊2��−13 ⌋ + ��−1 mod 3. (2)

Reduction is performed using a full adder or a half adder
depending on the number of elements in that particular
column of the group. If a column has only one element then
that is passed on to the next stage without any reduction. If
the last group of a stage contains less than three rows then no
reduction is performed on that group as shown in stage 1 of
Figure 2.

�e size of the 
nal adder for an�-bit TWmultiplier with
� stages can be calculated by

FinalAdderTW = (2� − 1) − �. (3)
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Table 1: Final adder size for di�erent multipliers.

� Final adder size
Logic levels

TW RCW Dadda PW

8 11 14 14 10 4

16 25 30 30 24 5

24 40 46 46 39 6

32 55 62 62 54 6

64 117 126 126 116 7

Figure 5: 8-bit proposed Wallace reduction.

2.2. Reduced Complexity Wallace (RCW) Multiplier. Waters
and Swartzlander [7] presented a modi
cation in the TW
multiplier to reduce the complexity of the reduction tree. An
8-bit RCW reduction process is shown in Figure 3.

�e partial products are readjusted in a reverse pyramid
style which makes it easy to analyse the tree for e	cient
reduction.�e number of stages for RCWmultiplier remains
the same as that of TW multiplier. RCW tries to reduce the
partial product tree using only full adders. Half adders are
used only where they are necessary to satisfy the number
of rows in a stage according to (2). �is approach allows
RCW multiplier to reduce the area of the reduction process.
However, RCW multiplier uses a much larger 
nal adder as
compared to TWmultiplier. �e size of the 
nal adder for an
�-bit RCWmultiplier can be computed by

FinalAdderRCW = 2� − 2. (4)

2.3. Dadda Multiplier. Dadda multiplier [11] tries to reduce
the number of full adders and half adders by performing the
reduction only where it is essential to satisfy (2). An 8-bit
Dadda reduction process is shown in Figure 4.

Dadda has the same number of stages as that of TW
and RCW. We can see from Figure 4 that Dadda performed
reduction only on four columns in stage 1.�is is because the
other columns already satisfy (2). �e same approach is used
in all stages to reduce the tree until we achieve a tree of only
two rows. �e size of the 
nal adder is the same for Dadda
and RCWmultiplier as computed in (4).

3. Proposed Wallace (PW) Multiplier

In this section, we proposed a modi
cation in the RCW
multiplier to further reduce its area by reducing the size of
the 
nal adder. PWmultiplier has the same number of stages
and the same rule for maximum number of rows in a stage as
in the other multipliers discussed in this paper.

An 8-bit PW reduction process is shown in Figure 5. PW
uses an additional half adder in each stage in order to reduce
the size of the 
nal adder. �e algorithm scans from the right
side and starts the reduction by using a half adder when it

nds the 
rst columnwhere the number of elements is greater
than one.�e additional half adders are shown in solid boxes
at each stage of PWmultiplier in Figure 5.

Comparedwith RCW in Figure 3, the introduction of half
adders in Figure 5 makes the 
nal adder in PW “less wide”,
namely, a smaller size. �is is because, in each stage, the half
adder that we introduced computes the 
nal product bit for
that particular column of the partial product tree. �erefore,
the size of the required 
nal adder is decreased by one in
each stage. �e least signi
cant bit (LSB) of the product,
�0, is produced by the partial product generation block by
computing�0×	0. In the 
rst stage of the reduction process,
product bit �1 is computed by using the additional half adder.
In the second stage, �2 is computed. Similarly, stage 3 and
stage 4 compute the product bits �3 and �4, respectively.
�us, when the partial product tree is reduced to two rows,

ve LSBs (�4 − �0) of the product are already computed as
shown in Figure 5. �erefore, the size of the 
nal adder in 8-
bit PW is reduced by four as compared to the 
nal adder in
RCW multiplier. �e size of the 
nal adder for an�-bit PW
multiplier with � stages can be computed by

FinalAdderPW = (2� − 2) − �. (5)

�e comparison of (4) and (5) shows a reduction of � in
the size of 
nal adder from RCW to PW. �is is achieved at
the expense of an increased area for reduction process due to
the insertion of additional half adders in the PW. However,
the e�ect of additional half adders is very small as compared
to the area saved by reducing the 
nal adder size. �erefore,
the overall area of the PW is less than that of the RCW.

�e size of the 
nal adder and their required logic levels
for di�erent multipliers are given in Table 1. �e PW has
the smallest 
nal adder as compared to all other multipliers.
All the multipliers need the same number of logic levels
to implement the 
nal adder, which means that all the
multipliers will have almost the same delay. �e architecture
of the 
nal adder is discussed in Section 4.
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Table 2: Synthesis parameters for Synopsys Design Vision.

Technology 90 nm CMOS

Supply voltage 1.2 V

Temperature 25∘C

Process model Typical

Interconnect model Balanced tree

4. Final Adder Design

�e third step of the Wallace tree-based multipliers is to
add the remaining two rows using a fast adder. Some of the
most widely used parallel-pre
x adders used for high speed
operations are Kogge-Stone [12], Sklansky [13], and Brent-
Kung [14]. �ese adders use the same tree topology but di�er
in terms of logic levels, fanout, and interconnect wires. We
usedKogge-Stone adder in all themultipliers discussed in this
paper.�e logic levels for implementation of an�-bit Kogge-
Stone adder can be calculated by using

LogicLevels = ⌈log2 (�)⌉ . (6)

5. Results

In this section, we will discuss the veri
cation of designs for
correct operation, synthesis tool, and the results.

5.1. Functional Veri�cation. �emultipliers are implemented
in VHDL with the test programs to verify the designs. All
the possible input combinations are applied to thoroughly
test the 8-bit multipliers. Since an exhaustive testing of
bigger multipliers was not practical, they are tested with
random inputs applied. �e Galois-type linear feedback shi�
registers (LFSRs) are designed to generate pseudorandom
binary sequence (PRBS) ofmaximumcycle for themultipliers
under test [15]. All the designs are compiled and simulated
using Synopsys VCS.

5.2. Synthesis Tool. All the multipliers are synthesized in
Synopsys Design Compiler (DC) using 90 nm technology.
�e designs can be optimized for delay, power, and area by
setting the appropriate options in the DC. �e designer has
the option of setting the various synthesis parameters such
as fanout, wire load models, interconnect strategy, and PVT
(process, voltage, and temperature).

�e scripts are written to synthesize the TW, RCW,
Dadda, and PW multipliers for optimized area. In order
to have a fair comparison, the same synthesis parameters
are speci
ed for all the designs. Table 2 shows di�erent
parameters from SAED 90 nm library used for synthesis.

5.3. Synthesis Results. �e detailed synthesis reports are
generated by Design Compiler for area and timing. �e area
report includes number of cells, the area used by cells, and
the interconnect area. �e timing report shows the complete
critical path along with the delay associated with each cell in
the path. Table 3 shows the synthesis results for delay and area
for di�erent multipliers.
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Figure 6: Area of di�erent multipliers on Synopsys 90 nm technol-
ogy.

Figure 6 shows the normalized area for each multiplier.
�e area of all multipliers is normalized with respect to TW
multiplier by using

Norm ValueMult XX =
Original ValueMult XX

Original ValueTW Mult

. (7)

It is clear from Figure 6 that the TW has the largest area
as expected. Areas of RCW and Dadda are almost the same
which also conforms to the results of [7]. PW has the lowest
area for all the multiplier con
gurations. �e reduction in
area is more prominent when the size of the multiplier is
small. As the size of the multiplier increases, the area of PW
tends to asymptotically approach the area of RCWandDadda
multiplier. �erefore, the PW is particularly useful when the

nal adder has a signi
cant area in the multiplier, while the
area advantage might decrease in larger multipliers.

Figure 7 shows the normalized delay for each multiplier.
�edelays are normalized according to (7). All themultipliers
use the same number of reduction stages and the same logic
levels in the 
nal adder. �erefore their delays are expected
to be the same. However, the Design Compiler uses di�erent
cells to optimize the area in each design due to their di�erent
architectures and di�erent 
nal adder sizes. �is can result
in larger delays for the designs where the synthesizer can
optimize the area by using relatively slower standard cells. It
can be seen in Figure 7 that the PW has the least delay in
24-bit multiplier. In the rest of the multiplier sizes, PW has
almost the same delay as of RCWwhich is less than theDadda
and TW. One exception to this is the 16-bit multiplier where
PW has larger delay than RCWmultiplier.

Figure 8 shows the normalized power consumption for
each multiplier. �e power consumption of all multipliers is
normalized with respect to TWmultiplier by using (7).
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Table 3: Synthesis results from Synopsys DC on 90 nm technology.

Size
Delay (ns) Area (�m2) Power (mW)

TW RCW Dadda PW TW RCW Dadda PW TW RCW Dadda PW

8 2.81 2.64 2.64 2.66 3392 3346 3262 3148 1.92 2.04 1.94 1.96

16 4.13 3.65 3.80 3.75 14847 14372 14242 13876 11.09 11.41 11.22 11.20

24 4.64 4.58 4.62 4.44 34337 33479 33323 32352 27.69 28.24 28.32 28.04

32 14.83 14.62 14.82 14.62 61526 59271 59086 58375 51.85 52.74 53.11 52.48

64 22.88 21.57 21.98 21.62 246842 238843 238597 237553 216.50 219.17 222.64 218.92
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Figure 7: Delay of di�erent multipliers on Synopsys 90 nm technol-
ogy.

It is clear from Figure 8 that the TW multiplier has the
lowest power consumption as compared to the other multi-
pliers. One reason for this could be that the Design Compiler
was able to 
nd the low-power cells to synthesize the TW
multiplier. �e regular structure of TW multiplier could
also be a reason of its low-power consumption. �e power
consumption of PW is less than that of the RCW multiplier
due to the smaller 
nal adder used in PWmultiplier. It can be
noted that the di�erence in power consumption of PW and
RCW is very little for large multipliers, as expected, due to
the small di�erence in their area.

6. Conclusion and Future Work

�is paper presents a method to reduce the area of the
Wallace multiplier. �e proposed architecture, named as PW
(proposed Wallace) multiplier, uses a smaller 
nal adder to
reduce the area of a multiplier. �e designs are synthesized
in Synopsys Design Compiler using 90 nm process technol-
ogy. �e synthesis results verify that the PW multiplier, as
expected, has the smallest area as compared to the other
Wallace based multipliers. �e speed of the PW multiplier is
almost the same as of other multipliers.
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Figure 8: Power consumption of di�erent multipliers on Synopsys
90 nm technology.

As our future work, we plan to implement the designs
using Synopsys IC Compiler to analyze the postlayout results
for area and delay. Synopsys Prime Time can be used to
analyze the multipliers for their power consumption.
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