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#### Abstract

We consider the problem of designing distributed scheduling algorithms for wireless networks. We present two algorithms both of which achieve throughput arbitrarily close to that of maximal schedules, but whose complexity is low due to the fact that they do not necessarily attempt to find maximal schedules. The first algorithm requires each link to collect local queue-length information in its neighborhood, and its complexity is otherwise independent of the size and topology of the network. The second algorithm, presented for the nodeexclusive interference model, does not require nodes to collect queue-length information even in their local neighborhoods, and its complexity depends only on the maximum node degree in the network.
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## I. Introduction

In this paper, we present distributed algorithms for link scheduling in wireless networks. Since interfering links in a wireless network cannot transmit at the same time, a scheduling policy is required to resolve the contention between various links attempting transmission. The well-known maxweight and back-pressure scheduling algorithms introduced in [2], [3] are throughput-optimal, i.e., they can stabilize the system under the largest set of offered load vectors. However, they are centralized algorithms and have high computational complexity. Using the max-weight or back-pressure algorithms for scheduling, a number of recent papers have studied the problem of joint congestion control, routing, and scheduling in multihop wireless networks [4]-[11]; see [12] for a survey. The focus of this paper is on designing distributed scheduling algorithms with low complexity and low implementation overhead. We consider two simple collision models in this paper: one where each link is associated with an interference set such that the link cannot be scheduled if any other link in its interference set is scheduled. The other model, called the

[^0]node-exclusive interference model, is a special case of the first model where the interference set of a link consists of all links that share a common node with the first link. The first model covers a wide range of collision models that arise in practical wireless networks while the second model is applicable to Bluetooth or FH-CDMA type networks [13], [14].
The study of low-complexity scheduling algorithms has its roots in the high-speed switching literature where maximal matching has been studied as an alternative to the maxweight algorithm. Upper bounds on the throughput loss due to the use of maximal matching have been derived in [15], [16]. Recently, these ideas have been successfully applied to wireless networks in [6], [17]-[19]. These papers show that low-complexity maximal-matching-type algorithms achieve a provably lower-bounded fraction of the maximum possible throughput, where the lower bound is a function of the local topology of the network. In particular, it was shown in [6], [17] that the lower bound is $1 / 2$ for the node-exclusive interference model while [18], [19] show that the lower bound is the inverse of the maximum number of links that can be simultaneously scheduled in an interference set.

The main drawback of the algorithms in [6], [17]-[19] is that they focus primarily on computational complexity but do not consider distributed implementation. For example, in the node-exclusive interference model, each valid schedule is a matching. (A matching in a graph is a set of edges such that no two edges share a common node). A maximal matching can be found as follows: each node requests a connection to one of its neighbors. A connection is accepted if the node receiving the request is not already part of the matching; otherwise, the node requests again. However, such a process, if not implemented in a structured fashion, would require many rounds of requests and incur a huge overhead, negating the benefits of the simplicity of maximal matching. We note that this problem is unique to wireless networks. In contrast, in many high-speed switches, a matching can be implemented by a central controller. Even if a central controller is not available, input and output ports are just one hop from each other and thus message passing is relatively easy in high-speed switches.
In view of the discussion above, the goal of this paper is to devise low-complexity, low-overhead distributed algorithms for multi-hop wireless networks. We will present two distributed algorithms which we summarize below:
(a) The first algorithm, which we call Q-SCHED, uses queuelength information in a local neighborhood of each link to perform scheduling. Q-SCHED is a randomized algorithm which works in two phases: in the first phase, each link tosses a coin to determine if it will participate in the schedule. In the
second phase, the links that decide to participate use a one-step collision resolution protocol to determine if they will be part of the schedule or not. Such a two-phase algorithm was originally proposed in [20] and later generalized in [21], but the key contribution in this paper is to modify the algorithm to achieve dramatically larger throughput and to extend the algorithm to the case with multi-path routing. We will show that the computational complexity of Q-SCHED is independent of the network size and throughput, although in order to obtain the queue-length information in a local neighborhood, Q-SCHED requires communication overhead that is a function of the maximum node-degree of the network.
(b) The second algorithm, which we call BP-SIM (short for bipartite simulation), is also a randomized algorithm but does not require queue-length information. BP-SIM is presented for the node-exclusive interference model, and is an adaptation of the algorithm in [22], [23] for the case of wireless networks. The algorithm proceeds by emulating a bipartite graph: each node randomly decides to be a left or a right node. Then connection requests are made from left to right nodes. The key distinction between wireline networks considered in [22], [23] and multi-hop wireless networks is that the connection requests collide in the wireless networks and a contention resolution protocol is required. We design such a protocol and show that the overall complexity of BP-SIM is a function only of the maximum node degree and not of the size of the networks.

One of the main reasons that Q-SCHED and BP-SIM require lower complexity than maximal scheduling is that they do not attempt to compute a maximal schedule. Under maximal scheduling, at each time slot, every backlogged link has the following property: either the link is scheduled or some other link in its local neighborhood is scheduled. Let $A_{l}$ denote the event that such a property holds for a given link $l$. Consider a randomized algorithm that requires a constant number of iterations to achieve this property with probability $\mathbf{P}\left[A_{l}\right] \geq 1-\epsilon$ for a given link $l$. A straightforward way of approximating a maximal schedule is to make sure that, with probability $1-\epsilon$, this property holds for all links, i.e.,

$$
\begin{equation*}
\mathbf{P}\left[\cap_{l} A_{l}\right] \geq 1-\epsilon . \tag{1}
\end{equation*}
$$

It turns out that, in order to satisfy such a requirement, we would need $\Omega(\log L)$ number of iterations where $L$ is the total number of links in the network [22], [23]. As a result, the complexity of computing a maximal schedule increases with the size of the network. In contrast, in this paper we show that, in order to achieve a throughput guarantee similar to that of maximal scheduling, we do not need to achieve (1). In particular, for BP-SIM, we only ensure that

$$
\begin{equation*}
\mathbf{P}\left[A_{l}\right] \geq 1-\epsilon, \text { for all links } l . \tag{2}
\end{equation*}
$$

In Q-SCHED, we ensure that

$$
\begin{equation*}
\mathbf{P}\left[A_{l}\right] \geq 1-\epsilon \tag{3}
\end{equation*}
$$

for any link $l$ such that the sum of the queue-length in its neighborhood is (roughly speaking) the largest among all neighborhoods. Clearly, the requirements in (2) and (3) are
much easier to satisfy than (1). Both Q-SCHED and BPSIM exploit this insight to achieve throughput guarantees comparable to maximal scheduling, but with complexity that does not increase with the size of the network.

The assumption that we make in designing the above algorithms is that time is slotted and synchronized in the network. Synchronizing time slots in a large network used to be a difficult problem, but recent advances in clock synchronization algorithms have made it possible to synchronize clocks in large networks with very low complexity, see [24], [25]. In addition to scheduling, another important issue is power control which we do not address in this paper. We refer the readers to [11] for distributed implementation of power control in multi-hop wireless networks. In addition, the work in [26] also considers a low-complexity randomized algorithm (the Random Transmitter Selection algorithm) under a more general setting with multi-receiver diversity. However, the efficiency ratio of the Random Transmitter Selection algorithm tends to be lower than the algorithms developed in this paper (e.g., its efficiency ratio will decrease as the node-degree increases even under the node-exclusive interference model).

The rest of the paper is organized as follows. In Section II we present the network model that is used in the rest of the paper. In Section III we present the Q-SCHED algorithm, study its performance and discuss a simpler variant of the algorithm specifically for the node-exclusive interference model. In Section IV we present BP-SIM scheduling algortihm, study its performance and discuss simulation results. Then, in Section V, we extend the results to multihop networks and to the case when each source-destination pair can have multiple paths through the network. We then conclude in Section VI.

## II. Model

We consider a wireless network of $\mathcal{N}$ nodes. Let $G(V, E)$ be the directed connectivity graph of the network where $V$ is the set of nodes and $E$ is the set of links. For each $v \in V$, another node $v^{\prime} \in V$ is a neighbor of $v$ if they are end points of a link. Let $N(v)$ be the set of neighbors of $v$. The degree of node $v, d(v)$, is defined as the number of neighbors of $v$, i.e., $d(v)=|N(v)|$, where $|\mathcal{K}|$ refers to the cardinality of the set $\mathcal{K}$.

For each link $l \in E$, let $b(l)$ and $e(l)$ denote the transmitter node and receiver node, respectively. Two links are neighbors if they share a common node. Every link $l \in E$ interferes with a set of other links. Let $\mathcal{E}_{l}$ be the interference set of $l$. We adopt the convention that $l \in \mathcal{E}_{l}$, i.e.,

$$
\mathcal{E}_{l}=\{l\} \cup\left\{l^{\prime}: l^{\prime} \in E \text { and } l^{\prime} \text { interferes with } l\right\}
$$

We assume that the interference relationship is symmetric, i.e., if $k \in \mathcal{E}_{l}$ then $l \in \mathcal{E}_{k}$. This interference set varies with different communication models [6], [18], [19], [27]. In the node-exclusive interference model, also known as the one-hop interference model, $\mathcal{E}_{l}$ is the set of one-hop neighbors of $l$, including $l$. A valid schedule in this model is a matching. This model has been studied in [6].
We assume that time is divided into slots of equal length. Associated with each link $l$ is a stochastic arrival process
$\left\{A_{l}(n)\right\}$, where $A_{l}(n)$ is the number of packet arrivals to link $l$ in the slot $n$. We assume that each packet is of unit length. Let $\lambda_{l}=E\left[A_{l}(n)\right]$. For simplicity we assume that the arrival process is i.i.d. across time, i.e., $A(n):=$ $\left\{A_{1}(n), A_{2}(n), \ldots . A_{|E|}(n)\right\}$ is i.i.d. across $n$, although the results of this paper can also be extended to more general arrival processes. It is further assumed that the arrival process has bounded second moments, i.e., $\operatorname{Cov}\left(A_{l}(n), A_{k}(n)\right)<\infty$ for any two links $l$ and $k$. Let $D_{l}(n)$ denote the number of packets that link $l$ can serve in the time slot $n$. The capacity of each link is the number of packets that the link can serve in one time slot and is denoted by $c_{l}$. Let $d_{l}(n)$ be the indicator function that indicates whether link $l$ is scheduled or not. Then, $D_{l}(n)=c_{l} d_{l}(n)$. Also we define $a_{l}(n):=A_{l}(n) / c_{l}$. The system state is defined as

$$
Q(n):=\left(q_{1}(n), q_{2}(n), \ldots, q_{|E|}(n)\right)
$$

where $q_{l}(n)$ is the number of packets queued at link $l$ at time $n$, and the dynamics are given by

$$
q_{l}(n+1)=\left[q_{l}(n)+A_{l}(n)-D_{l}(n)\right]^{+}
$$

where $[.]^{+}$denotes the projection to $[0, \infty)$.
Let $\vec{\lambda}=\left[\lambda_{1}, \ldots, \lambda_{|E|}\right]$. We define the capacity region under a given scheduling policy as the set of offered load vector $\vec{\lambda}$ under which the system can remain stable. Let $\Lambda$ denote the largest capacity region under all scheduling policies [3]. A scheduling policy is said to guarantee an efficiency ratio of $\gamma$ if it can stablize the system at any offered load in $\gamma \Lambda$.

## III. Algorithm 1: Q-SCHED

For Q-SCHED, we assume that at the beginning of each time-slot, every link $l$ knows the queue-lengths of all links $k$ in its interference set $\mathcal{E}_{l}$ and also the queue-lengths of all links in the interference sets of $k \in \mathcal{E}_{l}$. A slight variation of this algorithm for the node-exclusive model will also be discussed where the queue-length information of only the immediate interferers is required. We now present the algorithm.

## A. Scheduling Policy

Each time slot is divided into two parts: a scheduling slot and a data transmission slot. The links that are to be scheduled are chosen in the scheduling slot and the chosen links transmit their packets in the data transmission slot. The scheduling slot is further divided into $M$ mini-slots. For ease of exposition, in what follows, we will drop the index $n$ from the notation $q_{j}(n)$ when there is no confusion. The algorithm proceeds as follows: at the beginning of time-slot $n$, each link $l$ first computes

$$
\begin{equation*}
P_{l}=\alpha \frac{\frac{q_{l}}{c_{l}}}{\max _{i \in \mathcal{E}_{l}}\left[\sum_{k \in \mathcal{E}_{i}} \frac{q_{k}}{c_{k}}\right]} \tag{4}
\end{equation*}
$$

where $\alpha=\log (M)$. Each link then picks a backoff time from $\{1,2, \ldots, M+1\}$ where picking $M+1$ implies that the link will not attempt to transmit in this time slot. The backoff time $(Y)$ is chosen as follows:

$$
\begin{aligned}
& \operatorname{Pr}\{Y=M+1\}=e^{-P_{l}} \\
& \operatorname{Pr}\{Y=m\}=e^{-P_{l} \frac{m-1}{M}}-e^{-P_{l} \frac{m}{M}}, m=1,2, \ldots, M
\end{aligned}
$$

When the backoff timer for a link expires, it begins transmission unless it has already heard a transmission from one of its interfering links. If two or more links that interfere begin transmissions simultaneously, there is a collision and none of the transmissions is successful. Further, any link that hears the collision will not attempt transmission in the rest of their time-slot. (Note that here we have assumed that each link can always overhear its interfering links. In practice, we can precede each link's transmission by an RTS/CTS exchange immediately before the transmission (for more details, see Policy $Q$ in Section IV of [20]). Then, it is sufficient if either endpoints of the link can overhear the RTS or CTS transmissions from interfering links. Note that such an RTS/CTS procedure also addresses the potential hidden-terminal issues.)

The Q-SCHED algorithm can be thought of as a two-phase algorithm. In the first phase, each link $l$ first decides whether or not it would participate in the schedule for that time slot. In our algorithm, this phase corresponds to choosing $\{1,2, \ldots, M\}$ or $(M+1)$ respectively. In the next phase, each participating link chooses a number between 1 and $M$ and attempts to transmit starting from that mini-slot. This backoff procedure serves to reduce collision, and thus should lead to a higher capacity compared with a policy without backoff, e.g., [28]. While data transmission may start at any mini-slot, the length of each packet (plus the corresponding acknowledgment packet if required) is assumed to be smaller than the data transmission slot so that a transmission ends within the time-slot. The above idea of using two phases was first introduced in [20], [21], and is essential to achieve high efficiency ratios with a constant number of backoff mini-slots. Here the probabilities in (5) have been modified to achieve a higher guaranteed throughput. Further, we complete the proof in [20], [21] by establishing stochastic stability.

## B. Analysis

We now proceed to analyze this scheduling policy. Define the Lyapunov function

$$
\begin{equation*}
V(n)=\max _{i \in E} \sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}} \tag{6}
\end{equation*}
$$

Lemma 1: The Q-SCHED scheduling policy guarantees that for any $\epsilon>0$ and constants $C_{1}, C_{2}>0$, there exists a constant $R$ such that if $V(n) \geq R$, then for any $\eta \in[0,1]$ and for any link $k$ such that

$$
\begin{equation*}
\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}}{c_{l}} \geq \eta\left(V(n)-C_{1}-C_{2} \epsilon\right) \tag{7}
\end{equation*}
$$

the following holds,
$\sum_{l \in \mathcal{E}_{k}} \operatorname{Pr}\{\operatorname{Link} l$ is scheduled $\} \geq \eta\left(1-\frac{\log (M)+1}{M}-\epsilon\right)$. Proof: See Appendix I.
We present the following proof for the special case of bounded arrivals, i.e., we assume that there exists a constant $\theta$ such that $A_{l}(n) \leq \theta$ for all $l$ and $n$. The proof can be extended to cover more general arrival processes by upper-bounding the number of arrivals in a time-slot with high probability.

Lemma 2: Q-SCHED scheduling policy guarantees that for any $\delta>0$, there exists a positive integer constant $H$ and a positive constant $B$, such that if $V(n) \geq B$ and

$$
\sum_{l \in \mathcal{E}_{k}} \frac{\lambda_{l}}{c_{l}}<1-\frac{\log (M)+1}{M}-4 \epsilon, \text { for all links } k \in E
$$

then in the time-slot $n+H$, the following holds,

$$
\operatorname{Pr}\left\{\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(n+H)}{c_{l}} \leq V(n)-H \epsilon\right\} \geq 1-\delta
$$

for all links $k \in E$.
Proof: See Appendix II.
We now prove the stability of Q-SCHED.
Theorem 1: Consider the Markov chain $\{Q(n)\}$. Under Q-SCHED scheduling algorithm this Markov chain is positive recurrent if for some $\epsilon>0$

$$
\sum_{l \in \mathcal{E}_{k}} \frac{\lambda_{l}}{c_{l}}<1-\frac{\log (M)+1}{M}-4 \epsilon \text { for all links } k \in E .
$$

Proof: Note that from Lemma 2 we can infer that for any $\delta>0$ there exists a constant $B$ and a positive integer constant $H$ such that if $V(n) \geq B$, then

$$
\operatorname{Pr}\{V(n+H)-V(n) \leq-H \epsilon \mid Q(n)\} \geq 1-L \delta
$$

where $L$ is the total number of links in the network.
Since the arrivals and departures are both upper-bounded, there exists a constant $C$ such that

$$
\begin{equation*}
\left|\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(n+1)}{c_{l}}-\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(n)}{c_{l}}\right| \leq C \tag{8}
\end{equation*}
$$

for all time-slot $n$ and link $k$. This implies that $V(n+H)-$ $V(n) \leq H C$. Denoting $E_{X}[\cdot]=E[\cdot \mid X]$, we have

$$
\begin{aligned}
E_{Q(n)}[V(n+H)-V(n)] & \leq-H \epsilon(1-L \delta)+H C L \delta \\
& =H((C+\epsilon) L \delta-\epsilon) .
\end{aligned}
$$

Thus, if $\delta \leq \frac{\epsilon}{2(C+\epsilon) L}$ we get

$$
E_{Q(n)}[V(n+H)-V(n)] \leq-\frac{H \epsilon}{2}<0
$$

whenever $V(n)>B$. Since the set $\mathcal{B}=\{Q(n): V(n) \leq B\}$ is bounded, by Foster's theorem [29] we have proved that the Markov chain $\{Q(n)\}$ is positive recurrent.

## C. The Efficiency Ratio and Overhead of Q-SCHED

Here we adopt the definition of the interference degree in [18], [19], [27]. The interference degree of a link $l$ is the maximum number of links within its interference range that can be activated simultaneously without interfering with each other. The interference degree $\mathcal{K}$ of a network is the maximum interference degree over all links. A nice property of this notion is that for a number of common interference models, the value of interference degree can be bounded independently from the network topology. For example, for the node-exclusive interference model, the interference degree is bounded by 2 . For the so-called bi-directional equalpower model, which resembles the way IEEE 802.11 DCF
(Distributed Coordination Function) operates, the interference degree is bounded by 8 [27].

Consider a network whose interference degree is $\mathcal{K}$. It implies that in the interference range of any given link $k$, at most $\mathcal{K}$ links can be scheduled at the same time. Therefore, the offered load that the network can possibly support must satisfy

$$
\sum_{l \in \mathcal{E}_{k}} \frac{\lambda_{l}}{c_{l}}<\mathcal{K} \text { for all links } k .
$$

According to Theorem 1, Q-SCHED can stabilize the network for any offered load such that, for some $\epsilon>0$,

$$
\sum_{l \in \mathcal{E}_{k}} \frac{\lambda_{l}}{c_{l}}<1-\frac{\log (M)+1}{M}-4 \epsilon \text { for all links } k .
$$

Since the parameter $\epsilon$ can be arbitrarily small, this implies that the guaranteed efficiency ratio of Q-SCHED can be arbitrarily close to $\frac{1}{\mathcal{K}}\left(1-\frac{\log (M)+1}{M}\right)$, where $M$ again is the number of backoff mini-slots. As $M \rightarrow \infty$ and $\epsilon \rightarrow 0$, this guaranteed efficiency ratio approaches $1 / \mathcal{K}$. Recall that maximal scheduling can guarantee an efficiency ratio of $1 / \mathcal{K}$ [18], [19]. Hence, the guaranteed efficiency ratio of Q-SCHED can be arbitrarily close to that of maximal scheduling.

We next comment on the complexity and overhead of QSCHED. Once each link obtains the queue-length information from its neighboring links, Q-SCHED only takes $M$ minislots to compute a schedule. Note that in practice the length of a mini-slot cannot be arbitrarily small. As a result, the value $M$ corresponds to the amount of time required for computing a schedule. Thus, the computation time of QSCHED is independent of the size and the topology of the network. However, it does incur additional communication overhead for Q-SCHED to exchange the queue-length information. This communication overhead increases quadratically with the the number of links in the two-hop neighborhood, which is bounded when the maximum node-degree of the network is bounded. Hence, given a small positive number $\epsilon$ and a maximum node-degree, Q-SCHED can guarantee an efficiency ratio of $1 / \mathcal{K}-\epsilon$ with both complexity and overhead independent of the size of the network. In contrast, while maximal-scheduling guarantees an efficiency ratio of $1 / \mathcal{K}$, its complexity increases logarithmically with the size of the network [23].

## D. A Special Case

The scheduling algorithm discussed above is valid for any interference model including the node-exclusive interference model, as long as the interference relationship is symmetric. However, in the special case of node-exclusive interference model, an even simpler variant of this algorithm can be used. The only difference is in the calculation of the term $P_{l}$ : each link $l$ computes

$$
P_{l}=\alpha \frac{\frac{q_{l}}{c_{l}}}{\max \left[\sum_{k \in \mathcal{F}_{b(l)}} \frac{q_{k}}{c_{k}}, \sum_{k \in \mathcal{F}_{e(l)}} \frac{q_{k}}{c_{k}}\right]}
$$

where $\mathcal{F}_{j}$ denotes the set of links incident on $j$, and $b(l)$ and $e(l)$ denote the transmitter node and the receiver node,
respectively, of link $l$. In this case we choose $\alpha=\log (2 M) / 2$. Thus, each link requires the knowledge of the queue-lengths of only those links that interfere with it. We can prove that in this case if

$$
\begin{equation*}
\sum_{l \in \mathcal{F}_{i}} \frac{\lambda_{l}}{c_{l}}<\frac{1}{2}-\frac{\log (2 M)}{2 M} \text { for all nodes } i \in V \tag{9}
\end{equation*}
$$

then $Q(n)$ is positive recurrent and the system is queue-length stable. We do not provide the proof since it is very similar to the proof in Section III-B.

Remark: Q-SCHED policy is considerably similar to the Policy $V$ (for the node-exclusive interference model) and Policy $W$ (for the two-hop interference model) obtained in [30]. Here we comment briefly on the main differences in the results. First, under the two-hop interference model discussed in [30], the performance guarantee of Q-SCHED proved in our paper is often higher than that of Policy $W$ in [30]. Specifically, in this paper we prove that Q-SCHED can guarantee an efficiency ratio close to $1 / \mathcal{K}$, where the interference degree $\mathcal{K}$ is defined as the maximum number of links in an interference range that can be activated simultaneously. In [30, Proposition 3], it is proved that Policy $W$ can guarantee an efficiency ratio close to $1 / \hat{n}$, where $\hat{n}$ is the maximum number of links in a one-hop neighborhood. Although $\mathcal{K}$ can be equal to $\hat{n}$ in the worst case, it is often much smaller than $\hat{n}$ in practical topologies. For example, under the bi-directional equal-power model in [27], $\mathcal{K}$ is bounded by 8 while $\hat{n}$ can be unbounded. Hence, Q-SCHED is able to provide a higher performance guarantee than Policy $W$. Second, in this paper, our proof of stochastic stability is different from the fluid-limit approach in [30]. Additionally, in the next section, we also provide an alternative algorithm which does not require nodes to collect any queue-length information from its neighbors. Such an algorithm allows further trade-off between the scheduling efficiency and the signaling overhead required to collect queue length information.

## IV. Algorithm 2: BP-SIM

While Q-SCHED can compute a schedule in a constant number of mini-slots, it requires knowledge of queue-length information. This may or may not be difficult to obtain. At moderate loads, queue-lengths will not be very large; thus, queue-lengths can be transmitted using a small number of bits along with the data packets. Even if the queue-lengths are large, changes in queue-lengths can be transmitted using a small number of bits if the arrival process is bounded. However, in practice such queue-length information exchange has to be performed asynchronously and thus may reduce the performance of the algorithm. In this section, we present an alternative algorithm, named BP-SIM (short for bipartite simulation), that requires no queue-length information. As in the case of Q-SCHED, BP-SIM does not attempt to find a maximal schedule. Instead, BP-SIM ensures that, for any backlogged link $l$, the probability that a link in $\mathcal{E}_{l}$ is scheduled is high. This stems from the key observation that the proof in [18] for the stability of maximal schedules can be adapted easily even when the schedule is not maximal. We will show
with both analytical and numerical results that the complexity of BP-SIM is low for networks with even a few hundred nodes.

BP-SIM is presented for the node-exclusive interference model. To be more specific, we refer to the following FHCDMA system that adheres to the node-exclusive interference model. Each node is assigned a unique orthogonal fast-hopping sequence. At each time, a node can be either in a sending mode, or in a receiving mode. If it is in a receiving mode, its frequency hops according to its own hopping sequence. If it is in a sending mode, it uses the hopping sequence of the intended receiver in order to send information to the receiving node. Clearly, if two or more sending nodes want to send information to the same receiver at the same time, their messages will collide. Hence, such a system can be modeled well using the node-exclusive interference model. Finally, it is assumed that the maximum degree of any node in the network is upper-bounded by $d^{*}$, i.e., $d(v) \leq d^{*}$ for all nodes $v$.

## A. Scheduling Policy

As in Q-SCHED, each time slot is divided into two parts: a scheduling slot and a data transmission slot. The links that are to be scheduled are chosen in the scheduling slot and the chosen links transmit their packets in the data transmission slot. The scheduling slot is further divided into $K$ rounds, where $K$ is a constant to be chosen later. Each round contains $2 M$ mini-slots. Initially none of the links are in the schedule. In each round $i$ a matching $\mathcal{M}_{i}$ is formed by adding links from the graph $G$ to the matching $\mathcal{M}_{i-1}$ (obtained from the previous round). The matching $\mathcal{M}_{K}$ is the final schedule.

We define a few terms used in describing the algorithm. Each node $v$ maintains and updates a list of potentially available neighboring nodes as follows. At the beginning, this list is set to contain all neighboring nodes of node $v$. Then, in each round if node $v$ discovers that a neighboring node $u$ has been matched (using a procedure to be described below), then node $u$ will be removed from the list. (Note that even if a neighboring node $u$ is matched, it may still be in node $v$ 's list of potentially available neighbors if $v$ does not know whether $u$ is matched or not.)
We said that a link is backlogged if its queue backlog is greater than or equal to the capacity of the link. A neighboring node of node $v$ is said to be a backlogged neighbor of $v$ if the link from $v$ to this neighboring node is backlogged.

We now describe the BP-SIM algorithm. The $2 M$ minislots in each round are further divided into two subgroups: mini-slots 1 to $M$ form the requesting group, and mini-slots $M+1$ to $2 M$ form the responding group. In each round, BPSIM emulates a bipartite graph by first dividing the nodes randomly into left nodes and right nodes. Specifically, the round proceeds as follows. For each node $v$, if it is not matched yet, and it has at least one backlogged and potentially available neighbor, such a node $v$ becomes either a left node or a right node with probability $1 / 2$ each, independently of other nodes. Otherwise, (i.e., if the node $v$ is already matched, or if it has no backlogged neighbors, or if none of the backlogged neighbors are potentially available), such a node $v$ becomes right.

For any node, say $v_{l}$, that becomes left, it chooses a partner, say $v_{l r}$, uniformly and randomly from the set of
backlogged and potentially available neighbors of $v_{l}$. Node $v_{l}$ then randomly and independently chooses a mini-slot between 1 and $M$ uniformly, and sends a scheduling request to $v_{l r}$ in that mini-slot. This scheduling request contains the ID of node $v_{l}$.

For any node, say $v_{r}$, that becomes right, it switches to a receiving mode in mini-slots 1 to $M$ and listens to the scheduling requests from its neighbors. Note that some of the scheduling requests that node $v_{r}$ receives may be transmitted at the same mini-slot, in which case they will collide and node $v_{r}$ will not be able to decode the IDs contained in the requests. Otherwise, node $v_{r}$ will be able to decode the IDs from non-colliding requests.

After $M$ mini-slots of the requesting group end, the left nodes switch to a receiving mode. The right nodes then send responding messages to the left nodes as follows. There are three cases.

Case 1: if node $v_{r}$ has already been matched, then for any mini-slot when it receives a non-colliding request, it will choose a mini-slot in the responding group to reply to the requester with a message that node $v_{r}$ is a matched node. The requester will then remove node $v_{r}$ from its list of potentially available neighbors. Note that since each left node requested at most one right node, such a reply message will always succeed without collision. Further, since a right node needs to reply to at most $M$ senders, the right node can reply to one request at a time, and complete within $M$ mini-slots. (Such a free-of-collision property also holds for the acknowledgment packets in the next two cases.)

Case 2: If node $v_{r}$ has not been matched yet, and if the first request that it received does not collide, it will then use the first mini-slot of the responding group to acknowledge the request from the node that first requested it. Node $v_{r}$ and the node that first requested it are then matched with each other. In subsequent mini-slots, node $v_{r}$ will behave as a matched node, using the procedure in case 1 to reply to other non-colliding requests with a message that node $v_{r}$ has been matched.

Case 3: if node $v_{r}$ has not been matched yet, and if at the first mini-slot when $v_{r}$ received a request, there was a collision due to simultaneous requests from more than one neighbors, then $v_{r}$ does not acknowledge or reply to any requests in that round.

We note that only right nodes acknowledge requests. It is possible that a left node sends a request to a left node, in which case the request will never be acknowledged in any manner.

If $v_{r}$ acknowledges the request of $v_{l}$ then $v_{r}$ and $v_{l}$ are both matched. At the end of the round, the matching contains all ordered-pairs of nodes that have been matched so far.

The above process is repeated in every round. After the $K$ rounds, the links that correspond to matched pairs of nodes begin transmission in the data transmission slot.

This algorithm is an extension of the maximal matching algorithms discussed in [22] and [23]. There are two novel features of the proposed BP-SIM algorithm. Firstly, BP-SIM uses a contention resolution protocol that is necessary in a wireless network to reduce the chance of collisions between the connection requests. Secondly, BP-SIM uses a discovery procedure to keep track of neighboring nodes that are already
matched. We note that it is important to keep track of such information, because otherwise a left node may repeatedly request a matched node. The discovery procedure described above carefully resolves this issue. Finally, we also note that the algorithms in [22] and [23] are designed to compute maximal matchings. Thus, even if we ignore the collisions due to simultaneous requests to a node, they take $O(\log n)$ time to compute a schedule. In contrast, in BP-SIM algorithm the scheduling time depends only on $d^{*}$ and not on $n$ as we will see later.

## B. Analysis

We now analyze this scheduling policy.
Lemma 3: For any $\kappa \in(0,1)$ there exists a constant $K$ that depends on $d^{*}, \kappa$, and $M$ but is independent of network size, such that for each backlogged link $l$ the probability that at least one backlogged link in $\mathcal{E}_{l}$ is scheduled after $K$ rounds is greater than or equal to $\kappa$.

Proof: See Appendix III.
We next prove the stability of BP-SIM.
Theorem 2: Consider the Markov chain $\{Q(n)\}$. For the node-exclusive interference model and under the scheduling policy BP-SIM, this Markov Chain is positive recurrent if

$$
\sum_{k \in \mathcal{E}_{l}} \frac{\lambda_{k}}{c_{k}}<\kappa, \text { for all links } l,
$$

where $\kappa \in(0,1)$ and $K$ are appropriately chosen according to Lemma 3.

Proof: Define the Lyapunov function

$$
\begin{equation*}
V(n)=\sum_{l} \frac{q_{l}(n)}{c_{l}}\left(\sum_{k \in \mathcal{E}_{l}} \frac{q_{k}(n)}{c_{k}}\right) . \tag{10}
\end{equation*}
$$

This is the same Lyapunov function as the one used in [18]. Using the results in [18] we get

$$
\begin{aligned}
& V(n+1)-V(n) \\
&= 2 \sum_{l} \frac{q_{l}(n)}{c_{l}}\left(\sum_{k \in \mathcal{E}_{l}}\left(a_{k}(n)-d_{k}(n)\right)\right) \\
&+\sum_{l}\left(a_{l}(n)-d_{l}(n)\right)\left(\sum_{k \in \mathcal{E}_{l}}\left(a_{k}(n)-d_{k}(n)\right)\right),
\end{aligned}
$$

from which we get

$$
\begin{align*}
& E[V(n+1)-V(n) \mid Q(n)] \\
& \leq 2 \sum_{l} \frac{q_{l}(n)}{c_{l}}\left(\sum_{k \in \mathcal{E}_{l}} \frac{\lambda_{k}(n)}{c_{k}}-E\left[\sum_{k \in \mathcal{E}_{l}} d_{k}(n)\right]\right)+B \\
& \leq 2 \sum_{l: q_{l} \geq c_{l}} \frac{q_{l}(n)}{c_{l}}\left(\sum_{k \in \mathcal{E}_{l}} \frac{\lambda_{k}(n)}{c_{k}}-E\left[\sum_{k \in \mathcal{E}_{l}} d_{k}(n)\right]\right)+B_{1}  \tag{11}\\
& \leq 2 \sum_{l: q_{l} \geq c_{l}} \frac{q_{l}(n)}{c_{l}}\left(\sum_{k \in \mathcal{E}_{l}} \frac{\lambda_{k}(n)}{c_{k}}-\kappa\right)+B_{1} \\
& \leq-2 \epsilon \sum_{l: q_{l} \geq c_{l}} \frac{q_{l}(n)}{c_{l}}+B_{1},
\end{align*}
$$

where $B, B_{1}>0$ are some constants and $\epsilon=\kappa-$ $\max _{l} \sum_{k \in \mathcal{E}_{l}} \frac{\lambda_{k}}{c_{k}}$. Thus using [18, Th. 1], the system is queuelength stable if

$$
\sum_{k \in \mathcal{E}_{l}} \frac{\lambda_{k}(n)}{c_{k}}<\kappa, \quad \text { for all links } l \in E
$$

## C. Numerical Examples and Simulations

Recall that under the node-exclusive interference model [6], [17]-[19], maximal matching can be shown to achieve queuelength stability for any offered load $\vec{\lambda}$ such that

$$
\sum_{k \in \mathcal{E}_{l}} \frac{\lambda_{k}}{c_{k}}<1, \text { for all links } l
$$

According to Theorem 2, by choosing $\kappa$ close enough to 1 , the throughput of BP-SIM can be arbitrarily close to that of maximal schedule. Further, note that any feasible offered load under the node-exclusive interference model must satisfy

$$
\sum_{k \in \mathcal{E}_{l}} \frac{\lambda_{k}}{c_{k}}<2, \text { for all links } l
$$

Hence, by choosing $\kappa$ close enough to 1 , the efficiency ratio of BP-SIM can be made arbitrarily close to $1 / 2$. For any fixed $\kappa<1$, the complexity of BP-SIM depends on the value of $M$ and $K$, and is independent of the size of the network.

Although in the above results we are unable to derive an analytic expression for the minimum number of rounds $K$ as a function of $\kappa$, we next present some numerical results on how large $K$ needs to be for practical choice of $\kappa$. We first run numerical evaluations based on the analytical bounds derived in Appendix III. When $d^{*}=M=5$, in order to guarantee $\kappa=0.9$, we require $K \geq 29$. Therefore in $K \times 2 M=290$ mini-slots, BP-SIM guarantees that for any backlogged link $l$ at least one link in its interference set is scheduled with a probability greater than or equal to 0.9 . If $d^{*}=M=10$ we require $K \geq 53$ to guarantee $\kappa=0.9$.

The above analytical bounds are found to be quite conservative. We have also simulated the BP-SIM policy to analyze its actual performance. Simulations were performed on networks of four different sizes. The number of nodes $(n)$ in the four cases were $30,60,120$ and 225 . The maximum node degrees $\left(d^{*}\right)$ in the four cases were $5,8,8$ and 17 , respectively. The nodes were placed randomly on a rectangular area, i.e. their coordinates were chosen i.i.d. and uniformly. The radius of transmission of the nodes was chosen so as to make the graph connected.

In Figure 1 we plot the minimum success probability of a link versus number of rounds. Success probability of a link here refers to the probability that either the link or one of its interfering links is scheduled. Minimum success probability is the lowest success probability for all links in the network and among all random graphs simulated. The maximum backoff time in each case was $M=4$.

In each case shown in Figure 1 we only needed $K=11$ rounds (i.e., $K \times 2 M=88$ mini-slots) for the minimum success probability to be greater than 0.9 . Hence, the simulation results show that in practice BP-SIM works even better than the minimum performance guarantees we have proved.


Fig. 1. Scheduling Efficiency of BP-SIM: Each curve shows, as the number of rounds increases, the minimum value (over all links) of the probability that either a given link or one of its interfering links is scheduled. Note that the curves for all four cases are close in the figure, thus showing the nice scalability property of the algorithm.

## V. Joint Multipath Routing and Scheduling

The results in Section III and Section IV have focused on the case with single-hop flows. In other words, the arriving packets are directly offered to each link, and once they are served, they immediately leave the system. In this section, we extend the results to the case of multi-hop flows and with multipath routing. We will show how to design joint routing algorithms to work with the scheduling algorithms developed in the previous sections.

## A. The Extended System Model with Multipath Routing

In addition to the system model in Section II, we now assume that there are $\mathcal{S}$ users in the system. Each user is associated with $J(s)$ alternate paths. Let $H_{s j}^{l}=1$ if the path $j$ of user $s$ uses link $l$, and $H_{s j}^{l}=0$, otherwise. Let $X_{s}(n)$ be the number of (unit-length) packets generated by user $s$ at the beginning of time-slot $n$. For simplicity, we assume again that $\left[X_{1}(n), \ldots, X_{S}(n)\right]$ is i.i.d. across time-slots. Let $x_{s}=E\left[X_{s}(n)\right]$, and $\vec{x}=\left[x_{1}, \ldots, x_{\mathcal{S}}\right]$. We can then define the capacity region $\Lambda^{\prime}$ in terms of $\vec{x}$ as the set of offered-load vectors $\vec{x}$ such that there exists $p_{s j}^{*} \geq 0$, for all $s=1, \ldots, \mathcal{S}$, $j=1, \ldots, J(s)$ such that $\sum_{j=1}^{J(s)} p_{s j}^{*}=1$ for all $s$ and

$$
\left[\sum_{s=1}^{\mathcal{S}} \sum_{j=1}^{J(s)} H_{s j}^{l} x_{s} p_{s j}^{*}\right] \in \Lambda
$$

where $\Lambda$ is the capacity region defined in Section II in terms of the per-link rate $\vec{\lambda}$, and $p_{s j}^{*}$ can be viewed as the long-term average fraction of traffic from user $s$ that is routed to path $j$. In this section, we are interested in joint routing algorithms that can work with the scheduling algorithms in the previous sections to stabilize the system for a large fraction of the capacity region $\Lambda^{\prime}$.

## B. Joint Routing Algorithms Working with Q-SCHED

We first present a joint routing algorithm that can work with Q-SCHED to achieve a large fraction of the capacity region $\Lambda^{\prime}$. Let $\beta$ be a positive constant.

## Joint Routing and Q-SCHED Algorithm:

- At each time slot $n$, each user $s$ computes the routing probability $\vec{p}_{s}(n)=\left[p_{s j}(n)\right]$ as the solution to the following problem:

$$
\begin{align*}
& \min _{\vec{p}_{s} \geq 0} \quad \frac{B_{s}}{2} \\
& \sum_{j=1}^{J(s)}\left(p_{s j}\right)^{2}  \tag{12}\\
&+\sum_{j=1}^{J(s)} p_{s j} \sum_{l=1}^{L} \frac{H_{s j}^{l}}{c_{l}} \sum_{i \in \mathcal{E}_{l}}\left[\sum_{k \in \mathcal{E}_{i}} \frac{q_{k}(t)}{c_{k}}\right]^{\beta}
\end{align*}
$$

subject to $\quad \sum_{j=1}^{J(s)} p_{s j}=1$,
where $B_{s}$ is a positive constant chosen for each user $s$. Each user $s$ then routes every arriving packet at time-slot $n$ to path $j$ with probability $p_{s j}(n)$. Let $P_{s j}(n)$ denote the actual fraction of packets routed to path $j$ at time-slot $n$. Note that $E\left[X_{s}(n) P_{s j}(n)\right]=x_{s} p_{s j}(n)$.

- At each time slot $n$, use Q-SCHED to compute the schedule to be used at this time slot. Let $D_{l}(n)=c_{l}$ if link $l$ is scheduled by Q-SCHED at time slot $n$.
Remark: The main idea of (12) is to assign higher routing probabilities to those paths $j$ that are less congested, i.e., to those paths $j$ with smaller cost

$$
\begin{equation*}
\sum_{l=1}^{L} \frac{H_{s j}^{l}}{c_{l}} \sum_{i \in \mathcal{E}_{l}}\left[\sum_{k \in \mathcal{E}_{i}} \frac{q_{k}(t)}{c_{k}}\right]^{\beta} \tag{13}
\end{equation*}
$$

The quadratic term $\frac{B_{s}}{2} \sum_{j=1}^{J(s)}\left(p_{s j}\right)^{2}$ is to alleviate an otherwise "oscillation" problem for this type of multipath routing algorithms [31]. Note that if $B_{s}=0$, then it is easy to see that the solution of (12) will have $p_{s j}>0$ only for those paths $j$ whose costs (given by (13)) are the smallest among all alternate paths of user $s$. Thus, even if the queue-length varies slightly, the routing probabilities could switch completely from one path to the other. On the other hand, when $B_{s}>0$, we can show that the solution to (12) is a continuous function of the queue-length. Hence, the oscillation problem is eliminated. For convenience, we use a quadratic function here, while in fact any strictly-convex function of $\vec{p}_{s}$ should serve the same purpose.

According to this algorithm, the evolution of the queuelength is given by ${ }^{1}$
$q_{l}(n+1)=\left[q_{l}(n)+\sum_{s=1}^{\mathcal{S}} \sum_{j=1}^{J(s)} H_{s j}^{l} X_{s}(n) P_{s j}(n)-D_{l}(n)\right]_{(14)}^{+}$.

[^1]We now state the main result of the section.
Theorem 3: For any $\epsilon>0$, there exists a positive number $\beta_{0}$ such that for all $\beta \geq \beta_{0}$, the above joint routing and Q SCHED algorithm can stabilize all queues under all offered load vector $\vec{x}$ that satisfies the following condition: there exist $\vec{\lambda}^{*}=\left[\lambda_{l}^{*}\right]$ and $\vec{p}^{*}=\left[p_{s j}^{*}\right]$ such that

$$
\begin{aligned}
& \lambda_{l}^{*}=\sum_{s=1}^{\mathcal{S}} \sum_{j=1}^{J(s)} H_{s j}^{l} x_{s} p_{s j}^{*}, \text { for all links } l, \\
& \sum_{l \in \mathcal{E}_{i}} \frac{\lambda_{l}^{*}}{c_{l}} \leq \frac{1-\epsilon}{1+\epsilon}\left(1-\frac{\log M+1}{M}-\epsilon\right), \text { for all links } i
\end{aligned}
$$

Remark: When the interference degree is $\mathcal{K}$, it is each to verify that any feasible offered load $\vec{x} \in \Lambda^{\prime}$ must satisfy the following: there must exist $\vec{\lambda}^{*}$ and $\vec{p}^{*}$ with

$$
\begin{aligned}
& \lambda_{l}^{*}=\sum_{s=1}^{\mathcal{S}} \sum_{j=1}^{J(s)} H_{s j}^{l} x_{s} p_{s j}^{*}, \text { for all links } l, \\
& \sum_{l \in \mathcal{E}_{i}} \frac{\lambda_{l}^{*}}{c_{l}} \leq \mathcal{K}, \text { for all links } i
\end{aligned}
$$

Therefore, Theorem 3 implies that the above algorithm can guarantee close to $1 / \mathcal{K}$ of the capacity region $\Lambda^{\prime}$.

In order to prove Theorem 3, we will need the following lemma.

Lemma 4: For any $\epsilon>0$, there exists $\beta_{0} \geq 0$ such that for all $\beta \geq \beta_{0}$ and $Q(n) \neq 0$, the following holds,

$$
\frac{\sum_{i=1}^{L}\left(\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}\right)^{(1+\beta)}}{\max _{i \in E} \sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}} \geq(1-\epsilon) \sum_{i=1}^{L}\left(\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}\right)^{\beta}
$$

where $L=|E|$ is the total number of links in the system.
Proof: Let

$$
a_{i}=\frac{\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}}{\max _{k \in E} \sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(n)}{c_{l}}} .
$$

Then $0 \leq a_{i} \leq 1$ for all links $i \in E$. Further, there exists a link $i$ such that $a_{i}=1$. Without loss of generality, we can assume that $a_{1}=1$. To prove the lemma, it suffices to show that for large $\beta$,

$$
1+\sum_{i \neq 1} a_{i}^{(1+\beta)} \geq(1-\epsilon)\left(1+\sum_{i \neq 1} a_{i}^{\beta}\right)
$$

for all $0 \leq a_{i} \leq 1, i=2,3, \ldots, L$.
Fix $\epsilon \in(0,1)$. Note that for any $\beta>0$, we have,

$$
a_{i}^{(1+\beta)} \geq a_{i}^{\beta}(1-\epsilon), \text { if } a_{i} \geq 1-\epsilon
$$

and

$$
a_{i}^{(1+\beta)} \geq 0, \text { if } a_{i} \leq 1-\epsilon
$$

In both cases, we have

$$
a_{i}^{(1+\beta)} \geq a_{i}^{\beta}(1-\epsilon)-(1-\epsilon)^{(1+\beta)}
$$

Hence,

$$
1+\sum_{i \neq 1} a_{i}^{(1+\beta)} \geq 1+\sum_{i \neq 1} a_{i}^{\beta}(1-\epsilon)-L(1-\epsilon)^{(1+\beta)}
$$

Now, given $\epsilon>0$, we can pick $\beta_{0}$ such that

$$
L(1-\epsilon)^{\left(1+\beta_{0}\right)} \leq \epsilon
$$

Then, for any $\beta>\beta_{0}$, we have,

$$
1+\sum_{i \neq 1} a_{i}^{(1+\beta)} \geq\left(1+\sum_{i \neq 1} a_{i}^{\beta}\right)(1-\epsilon)
$$

The result of the lemma then follows.
We can now prove Theorem 3.
Proof: (of Theorem 3) We will use the following Lyapunov function:

$$
U(n)=\frac{1}{\beta+1} \sum_{i=1}^{L}\left(\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}\right)^{(1+\beta)}
$$

The motivation for considering $U(n)$ is that $U(n)^{1 /(1+\beta)}$ approximates $V(n)=\max _{i \in E} \sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}$ (see (6)) when $\beta$ is large. Since $V(n)$ is a Lyapunov function for the Q-SCHED algorithm, we expect that $U(n)$ will also become a Lyapunov function when $\beta$ is large. Let $\lambda_{l}(n)=$ $\sum_{s=1}^{\mathcal{S}} \sum_{j=1}^{J(s)} H_{s j}^{l} x_{s} p_{s j}(n)$, where $p_{s j}(n)$ is the routing probability chosen for time-slot $n$. To compute the drift of $U(n)$, recall that $E\left[X_{s}(n) P_{s j}(n)\right]=x_{s} p_{s j}(n)$. Hence,

$$
\begin{aligned}
& \quad E[U(n+1)-U(n) \mid Q(n)] \\
& \leq \sum_{i=1}^{L}\left(\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}\right)^{\beta}\left[\sum_{l \in \mathcal{E}_{i}} \frac{\lambda_{l}(n)}{c_{l}}-\sum_{l \in \mathcal{E}_{i}} \operatorname{Pr}\left\{S_{l}\right\}\right] \\
& \\
& +g(Q(n)),
\end{aligned}
$$

where $S_{l}$ is the event that link $l$ is scheduled at time slot $n$ (see Lemma 1 in Section III), and

$$
g(Q(n))=\sum_{i=1}^{L} o\left[\left(\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}\right)^{\beta}\right]
$$

(We have use the notation $h(x)=o(f(x))$ to mean $\lim _{x \rightarrow+\infty} h(x) / f(x)=0$.) According to Lemma 1, there exists a constant $R$ such that if $V(n) \geq R$, then

$$
\sum_{l \in \mathcal{E}_{i}} \operatorname{Pr}\left\{S_{l}\right\} \geq \frac{\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}}{V(n)}\left(1-\frac{\log M+1}{M}-\epsilon\right),
$$

for all links $i$, where $V(n)=\max _{i \in E} \sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}$. Hence, if we choose $\beta_{0}$ as in Lemma 4, then for all $\beta \geq \beta_{0}$, we have,

$$
\begin{aligned}
& \sum_{i=1}^{L}\left(\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}\right)^{\beta}\left[\sum_{l \in \mathcal{E}_{i}} \operatorname{Pr}\left\{S_{l}\right\}\right] \\
\geq & \frac{\left(1-\frac{\log M+1}{M}-\epsilon\right)}{V(n)} \sum_{i=1}^{L}\left(\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}\right)^{(\beta+1)} \\
\geq & (1-\epsilon)\left(1-\frac{\log M+1}{M}-\epsilon\right) \sum_{i=1}^{L}\left(\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}\right)^{\beta} .
\end{aligned}
$$

By the assumption,
$\sum_{l \in \mathcal{E}_{i}} \frac{\lambda_{l}^{*}}{c_{l}} \leq \frac{1-\epsilon}{1+\epsilon}\left(1-\frac{\log M+1}{M}-\epsilon\right)$, for all links $i$.

Hence,

$$
\begin{align*}
& E[U(n+1)-U(n) \mid Q(n)] \\
& \leq \sum_{i=1}^{L}\left(\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}\right)^{\beta}\left[\sum_{l \in \mathcal{E}_{i}} \frac{\lambda_{l}(n)}{c_{l}}-(1+\epsilon) \sum_{l \in \mathcal{E}_{i}} \frac{\lambda_{l}^{*}}{c_{l}}\right] \\
&+g(Q(n))  \tag{15}\\
&= \sum_{i=1}^{L}\left(\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}\right)^{\beta}\left[\sum_{l \in \mathcal{E}_{i}} \frac{\sum_{s=1}^{\mathcal{S}} \sum_{j=1}^{J(s)} H_{s j}^{l} x_{s} p_{s j}(n)}{c_{l}}\right. \\
& \quad(1+\epsilon) \sum_{l \in \mathcal{E}_{i}} \frac{\sum_{s=1}^{\mathcal{S}} \sum_{j=1}^{J(s)} H_{s j}^{l} x_{s} p_{s j}^{*}}{c_{l}}+g(Q(n)) \\
&=\sum_{s=1}^{\mathcal{S}} x_{s}\left[\sum_{j=1}^{J(s)} p_{s j}(n) \sum_{l=1}^{L} \frac{H_{s j}^{l}}{c_{l}} \sum_{i \in \mathcal{E}_{l}}\left(\sum_{k \in \mathcal{E}_{i}} \frac{q_{k}(n)}{c_{k}}\right)^{\beta}\right. \\
& \quad\left.\quad(1+\epsilon) \sum_{j=1}^{J(s)} p_{s j}^{*} \sum_{l=1}^{L} \frac{H_{s j}^{l}}{c_{l}} \sum_{i \in \mathcal{E}_{l}}\left(\sum_{k \in \mathcal{E}_{i}} \frac{q_{k}(n)}{c_{k}}\right)^{\beta}\right] \\
&+g(Q(n)) .
\end{align*}
$$

According to the multi-path routing algorithm (12), we have for each user $s$,

$$
\begin{aligned}
& \sum_{j=1}^{J(s)} p_{s j}(n) \sum_{l=1}^{L} \frac{H_{s j}^{l}}{c_{l}} \sum_{i \in \mathcal{E}_{l}}\left(\sum_{k \in \mathcal{E}_{i}} \frac{q_{k}(n)}{c_{k}}\right)^{\beta} \\
& -\sum_{j=1}^{J(s)} p_{s j}^{*} \sum_{l=1}^{L} \frac{H_{s j}^{l}}{c_{l}} \sum_{i \in \mathcal{E}_{l}}\left(\sum_{k \in \mathcal{E}_{i}} \frac{q_{k}(n)}{c_{k}}\right)^{\beta} \\
\leq & -\frac{B}{2} \sum_{j=1}^{J(s)}\left(p_{s j}(n)\right)^{2}+\frac{B_{s}}{2} \sum_{j=1}^{J(s)}\left(p_{s j}^{*}\right)^{2} \\
\leq & B_{s} J(s) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
E[ & {[U(n+1)-U(n) \mid Q(n)] } \\
\leq-\epsilon & \sum_{i=1}^{L}\left(\sum_{l \in \mathcal{E}_{i}} \frac{q_{l}(n)}{c_{l}}\right)^{\beta}\left[\sum_{l \in \mathcal{E}_{i}} \frac{\lambda_{l}^{*}}{c_{l}}\right] \\
& +\sum_{s=1}^{\mathcal{S}} x_{s} B_{s} J(s)+g(Q(n)) .
\end{aligned}
$$

This then provides the negative drift for stability.

## C. Joint Routing Algorithms Working with BP-SIM

A similar multipath routing algorithm can be design for working with BP-SIM. In fact, since the Lyapunov function for BP-SIM (see Equation (10) in the proof of Theorem 2) is of a quadratic form, we do not need large $\beta$ as in Theorem 3.

Joint Routing and BP-SIM Algorithm:

- At each time slot $n$, each user $s$ computes the routing fractions $\vec{p}_{s}(n)=\left[p_{s j}(n)\right]$ as the solution to the following
problem:

$$
\begin{array}{ll}
\min _{\vec{p}_{s} \geq 0} \quad & \frac{B_{s}}{2} \sum_{j=1}^{J(s)}\left(p_{s j}\right)^{2} \\
& +\sum_{j=1}^{J(s)} p_{s j} \sum_{l=1}^{L} \frac{H_{s j}^{l}}{c_{l}} \sum_{i \in \mathcal{E}_{l}}\left[\sum_{k \in \mathcal{E}_{i}} \frac{q_{k}(t)}{c_{k}}\right] \\
\text { ct to } \quad & \sum_{j=1}^{J(s)} p_{s j}=1,
\end{array}
$$

where $B_{s}$ is a positive constant chosen for each user $s$. Each user $s$ then routes every arriving packet at time-slot $n$ to path $j$ with probability $p_{s j}(n)$. Let $P_{s j}(n)$ denote the actual fraction of packets routed to path $j$ at time-slot $n$. Note again that $E\left[X_{s}(n) P_{s j}(n)\right]=x_{s} p_{s j}(n)$.

- At each time slot $n$, use BP-SIM to compute the schedule to be used at this time slot. Let $D_{l}(n)=c_{l}$ if link $l$ is scheduled by BP-SIM at time slot $n$.
The evolution of the queue-length is again given by (14). We can show the following result, which is similar to Theorem 3.

Theorem 4: The above joint routing and BP-SIM algorithm can stabilize all queues under all offered load vector $\vec{x}$ that satisfies the following condition: there exist $\vec{\lambda}^{*}=\left[\lambda_{l}^{*}\right]$ and $\vec{p}^{*}=\left[p_{s j}^{*}\right]$ such that

$$
\begin{aligned}
& \lambda_{l}^{*}=\sum_{s=1}^{\mathcal{S}} \sum_{j=1}^{J(s)} H_{s j}^{l} x_{s} p_{s j}^{*}, \text { for all links } l, \\
& \sum_{l \in \mathcal{E}_{i}} \frac{\lambda_{l}^{*}}{c_{l}} \leq \kappa, \text { for all links } i
\end{aligned}
$$

where $\kappa \in(0,1)$ and the number of rounds $K$ (that BPSIM executes within each time-slot) are appropriately chosen according to Lemma 3.

To prove Theorem 4, we can use the same Lyapunov function (10) as in the proof of Theorem 2, and proceed to Equation (11), which is comparable to Equation (15) in the proof of Theorem 3. We can then establish the negative drift by comparing with $\lambda_{l}^{*}$ (similar to the steps after Equation (15) in the proof of Theorem 3), and by using Lemma 3.

Since the interference degree under the node-exclusive interference model is 2 , Theorem 4 implies that, by choosing $\kappa$ close enough to 1 , the above algorithm can guarantee close to $1 / 2$ of the capacity region $\Lambda^{\prime}$.

## VI. Conclusion

We have presented two low-complexity, distributed algorithms for scheduling in multi-hop wireless networks. The algorithms approximate the performance of maximal matchingtype scheduling arbitrarily closely. However, a key feature that allows the two algorithms to have low complexity is that neither algorithm attempts to find a maximal matching. With high probability, Q-SCHED schedules links in those interference sets where the total queue-length is large. On the other hand, BP-SIM ensures that the probability that at least one link is scheduled in the interference set of each backlogged link is high. The complexity of both algorithms
can be made to only depend on the maximum node-degree and an approximation factor (as to how close one wants to approach the performance guarantee of maximal schedules), but are otherwise independent of the size of the network.

Recently, there have been a number of papers addressing complexity and decentralization questions in multi-hop wireless networks. We now briefly comment on the contribution of this paper in the overall context of this line of research. Complexity issues in max-weight scheduling have been addressed through longest-queue-first and maximal scheduling in [6], [17]-[19], [30], [36], [37], through the use of randomized algorithms in [38]-[40], or through partitioning approaches in [41], [42]. The issues of decentralization and signaling overhead have been addressed in [40], [43]. The Q-SCHED algorithm in this paper addresses both complexity and overhead for fairly general models of wireless networks, while BP-SIM addresses these issues in the context of node-exclusive interference model only. However, as with prior papers, it is clear that there is a tradeoff between complexity, decentralization overhead, and performance. Further, our philosophy here is that an algorithm that has low complexity and overhead under a bounded node-degree assumption would be quite reasonable in practice since most ad hoc networks are expected to be of relatively small node-degrees in the near future. However, a detailed comparison of the algorithms in the growing literature of low-complexity, decentralized algorithms is currently lacking. Thus, a comprehensive simulation or theoretical study of these algorithms would be a good avenue for future investigation.

## Appendix I

## PROOF OF LEMMA 1

Proof: Fix any link $k$ such that Inequality (7) holds. Consider a link $j \in \mathcal{E}_{k}$. We will first find a lower bound on the probability that $j$ is scheduled.

Link $j$ gets scheduled when it attempts transmission and each of the other attempting links in its interference set choose a bigger backoff time. Let $S_{j}$ be the event that $j$ is scheduled and let $Y_{l}$ be the backoff time chosen by a link $l$. Then we get

$$
\begin{align*}
\operatorname{Pr}\left\{S_{j}\right\} & \geq \sum_{m=1}^{M} \operatorname{Pr}\left\{Y_{j}=m\right\} \prod_{\substack{h \in \mathcal{E}_{j} \\
h \neq j}} \operatorname{Pr}\left(Y_{h}>m\right) \\
& =\sum_{m=1}^{M}\left(e^{-P_{j} \frac{m-1}{M}}-e^{-P_{j} \frac{m}{M}}\right) \prod_{\substack{h \in \mathcal{E}_{j} \\
h \neq j}} e^{-P_{h} \frac{m}{M}}  \tag{16}\\
& =\left(e^{\frac{P_{j}}{M}}-1\right) \sum_{m=1}^{M} e^{-P_{j} \frac{m}{M}} \prod_{\substack{h \in \mathcal{E}_{j} \\
h \neq j}} e^{-P_{h} \frac{m}{M}} \\
& =\left(e^{\frac{P_{j}}{M}}-1\right) \sum_{m=1}^{M} e^{\left(-\frac{m}{M} \sum_{h \in \mathcal{E}_{j}} P_{h}\right)} \tag{17}
\end{align*}
$$

where (16) is obtained by using the probability distribution described in Section III-A. We now find an upper bound on
the term $\sum_{h \in \mathcal{E}_{j}} P_{h}$ that appears in (17).

$$
\begin{align*}
\sum_{h \in \mathcal{E}_{j}} P_{h} & =\alpha \sum_{h \in \mathcal{E}_{j}} \frac{\frac{q_{h}}{c_{h}}}{\max _{l \in \mathcal{E}_{h}} \sum_{i \in \mathcal{E}_{l}} \frac{q_{i}}{c_{i}}}  \tag{18}\\
& \leq \alpha \sum_{h \in \mathcal{E}_{j}} \frac{\frac{q_{h}}{c_{h}}}{\sum_{i \in \mathcal{E}_{j}} \frac{q_{i}}{c_{i}}}=\alpha, \tag{19}
\end{align*}
$$

where in Equation (19) we have used the assumption that if $h \in \mathcal{E}_{j}$, then $j \in \mathcal{E}_{h}$. This implies that the denominator in (18) is never less than $\sum_{i \in \mathcal{E}_{j}} \frac{q_{i}}{c_{i}}$. Using (17) and (19), we get

$$
\operatorname{Pr}\left\{S_{j}\right\} \geq\left(e^{\frac{P_{j}}{M}}-1\right) \sum_{m=1}^{M} e^{\left(-\alpha \frac{m}{M}\right)} \geq \frac{P_{j}}{M} \sum_{m=1}^{M} e^{\left(-\alpha \frac{m}{M}\right)}
$$

Hence, summing over all $j \in \mathcal{E}_{k}$, we have

$$
\begin{equation*}
\sum_{j \in \mathcal{E}_{k}} \operatorname{Pr}\left\{S_{j}\right\} \geq \sum_{m=1}^{M} e^{\left(-\alpha \frac{m}{M}\right)} \sum_{j \in \mathcal{E}_{k}} \frac{P_{j}}{M} \tag{20}
\end{equation*}
$$

Now from the probability distribution given in Section III-A, we get

$$
\begin{align*}
\sum_{j \in \mathcal{E}_{k}} P_{j} & \geq \alpha \frac{\sum_{j \in \mathcal{E}_{k}} \frac{q_{j}}{c_{j}}}{V(n)} \geq \alpha \eta \frac{V(n)-C_{1}-C_{2} \epsilon}{V(n)}  \tag{21}\\
& =\alpha \eta\left(1-\frac{C_{1}+C_{2} \epsilon}{V(n)}\right) \tag{22}
\end{align*}
$$

where (21) follows from the assumption that $\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}}{c_{l}} \geq$ $\eta\left(V(n)-C_{1}-C_{2} \epsilon\right)$. Using (22) in (20) we get

$$
\begin{aligned}
\sum_{j \in \mathcal{E}_{k}} \operatorname{Pr}\left\{S_{j}\right\} & \geq \frac{\alpha \eta}{M} \sum_{m=1}^{M} e^{\left(-\alpha \frac{m}{M}\right)}\left(1-\frac{C_{1}+C_{2} \epsilon}{V(n)}\right) \\
& =\frac{\alpha \eta}{M} \frac{1-e^{-\alpha}}{1-e^{-\frac{\alpha}{M}}} e^{-\frac{\alpha}{M}}\left(1-\frac{C_{1}+C_{2} \epsilon}{V(n)}\right)
\end{aligned}
$$

Since $\alpha=\log (M)$ and $M>1$, we can see that $\frac{\alpha}{M} /(1-$ $\left.e^{-\alpha / M}\right) \geq 1, e^{-\alpha / M} \geq 1-\log (M) / M$ and $1-e^{-\alpha}=1-$ $1 / M$. Hence,

$$
\sum_{j \in \mathcal{E}_{k}} \operatorname{Pr}\left\{S_{j}\right\} \geq \eta\left(1-\frac{\log (M)+1}{M}\right)\left(1-\frac{C_{1}+C_{2} \epsilon}{V(n)}\right)
$$

Now if $V(n) \geq R$ then $\frac{C_{1}+C_{2} \epsilon}{V(n)} \leq \frac{C_{1}+C_{2} \epsilon}{R}$. Thus, for sufficiently large $R$, we have $\frac{C_{1}+C_{2} \epsilon}{V(n)} \leq \epsilon$ and this gives

$$
\begin{aligned}
\sum_{j \in \mathcal{E}_{k}} \operatorname{Pr}\left\{S_{j}\right\} & \geq \eta\left(1-\frac{\log (M)+1}{M}\right)(1-\epsilon) \\
& \geq \eta\left(1-\frac{\log (M)+1}{M}-\epsilon\right) .
\end{aligned}
$$

This ends the proof of Lemma 1.

## Appendix II

## Proof of Lemma 2

Proof: For any given $H$, since the arrivals and departures are both upper-bounded, there exists a constant $C$ such that

$$
\left|\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(n+1)}{c_{l}}-\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(n)}{c_{l}}\right| \leq C \text { for all } n \text { and } k .
$$

For any given link $k$, we consider two cases.
Case 1: if

$$
\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(n)}{c_{l}} \leq V(n)-H(C+\epsilon)
$$

then

$$
\operatorname{Pr}\left\{\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(n+H)}{c_{l}} \leq V(n)-H \epsilon\right\}=1
$$

This can be seen from the fact that $\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}}{c_{l}}$ cannot increase by more than $C$ in a single time-slot. Thus, in this case the Lemma holds trivially.

Case 2: if $\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(n)}{c_{l}}>V(n)-H(C+\epsilon)$, then for all $t \in[n+1, n+H]$ we have

$$
\begin{aligned}
\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(t)}{c_{l}} & \geq V(n)-H(C+\epsilon)-C(t-n) \\
& \geq V(t)-2 C(t-n)-H(C+\epsilon) \\
& \geq V(t)-H(3 C+\epsilon)
\end{aligned}
$$

Thus using Lemma 1 with $\eta=1$, there exists a positive constant $B$ (as a function of $H$ ) such that if $V(n) \geq B$ then

$$
\begin{equation*}
\sum_{l \in \mathcal{E}_{k}} \operatorname{Pr}\left\{S_{l}\right\} \geq 1-\frac{\log (M)+1}{M}-\epsilon \tag{23}
\end{equation*}
$$

for all $t \in[n+1, n+H]$, where $S_{l}$ is the event that link $l$ is scheduled. Note that we did not need to impose a condition on each $V(t)$ separately because $V(t) \geq V(n)-C(t-n)$ for all $t$. Thus a sufficiently large $B$ would guarantee the condition of Lemma 1 for all $V(t)$.

We define the event $X_{t}$ such that $X_{t}=1$ if at least one service occurs among the links in $\mathcal{E}_{k}$ in time-slot $t$, and $X_{t}=0$ otherwise. Note that from Lemma 1 and (23), we have in fact obtained that, for all $t=n+1, \ldots, n+H$,

$$
\operatorname{Pr}\left\{X_{t}=1 \mid X_{t-1}, X_{t-2}, \ldots, X_{n+1}\right\} \geq 1-\frac{\log (M)+1}{M}-\epsilon
$$

Let $Y=\sum_{t=n+1}^{n+H} X_{t}$. For any $\theta \geq 0$, using the Chernoff bound we must have

$$
\begin{aligned}
& \operatorname{Pr}\left\{Y \leq H\left(1-\frac{\log (M)+1}{M}-2 \epsilon\right)\right\} \\
= & \operatorname{Pr}\left\{H-Y \geq H\left(\frac{\log (M)+1}{M}+2 \epsilon\right)\right\} \\
\leq & \frac{\operatorname{E}[\exp (\theta(H-Y)]}{\exp \left[\theta H\left(\frac{\log (M)+1}{M}+2 \epsilon\right)\right]} \\
\leq & \exp \left(H \left\{\log \left[1+\left(e^{\theta}-1\right)\left(\frac{\log (M)+1}{M}+\epsilon\right)\right]\right.\right. \\
& \left.\left.-\theta\left[\frac{\log (M)+1}{M}+2 \epsilon\right]\right\}\right) .
\end{aligned}
$$

By appropriately choosing some $\theta>0$, it is then easy to show that there exists a constant $\tau_{1}>0$ such that

$$
\begin{equation*}
\operatorname{Pr}\left\{Y \leq H\left(1-\frac{\log (M)+1}{M}-2 \epsilon\right)\right\} \leq e^{-H \tau_{1}} \tag{24}
\end{equation*}
$$

Similarly we can show that the aggregate arrivals $Z=$ $\sum_{l \in \mathcal{E}_{k}} \sum_{t=n+1}^{n+H} \frac{A_{l}(t)}{c_{l}}$ must satisfy ${ }^{2}$

$$
\begin{equation*}
\operatorname{Pr}\left\{Z \geq H\left(1-\frac{\log (M)+1}{M}-3 \epsilon\right)\right\} \leq e^{-H \tau_{2}} \tag{25}
\end{equation*}
$$

for some $\tau_{2}>0$. Thus from (24) and (25) we have

$$
\begin{aligned}
\operatorname{Pr}\left\{\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(n+H)}{c_{l}} \leq V(n)-H \epsilon\right\} & \geq \operatorname{Pr}\{Z \leq Y-H \epsilon\} \\
& \geq 1-e^{-H \tau_{1}}-e^{-H \tau_{2}}
\end{aligned}
$$

Thus, by choosing a large enough $H$ and a correspondingly large enough $B$, we get

$$
\operatorname{Pr}\left\{\sum_{l \in \mathcal{E}_{k}} \frac{q_{l}(n+H)}{c_{l}} \leq V(n)-H \epsilon\right\} \geq 1-\delta
$$

This ends the proof of Lemma 2.

## Appendix III

## Proof of Lemma 3

Before we proceed it is helpful to define three terms $F_{1}(x)$, $F_{4}(x)$ and $F_{3}(x)$. First, $F_{1}(1)=0$ and for any $x \geq 2$,
$F_{1}(x)=\sum_{j=1}^{x-1}\binom{x-1}{j}\left(\frac{1}{2}\right)^{x-1}\left(1-\frac{1}{M} \sum_{l=1}^{M}\left(1-\frac{l}{M}\right)^{j}\right)$.
The term $F_{1}(x)$ is an upper bound on the probability that, when a given left node (say $v_{l}$ ) chooses to request another right node (say $v$ ) that is not matched and whose degree is $d(v)=x$, the node $v_{l}$ is not acknowledged by $v$. Note that if $x=1$, node $v$ will always acknowledge the request from $v_{l}$. For $x \geq 2$, to derive this upper bound, we have assumed that each neighbor of $v$ (other than $v_{l}$ ) becomes left with probability $1 / 2$ and the left neighbors of $v$ always request $v$. This assumption maximizes the amount of contention and hence maximizes the probability that the request from $v_{l}$ is not acknowledged. The event is broken down into cases when exactly $j$ of the remaining $x-1$ neighbors of $v$ become left, which occurs with probability $\binom{x-1}{j}\left(\frac{1}{2}\right)^{x-1}$. The term $\frac{1}{M} \sum_{l=1}^{M}\left(1-\frac{l}{M}\right)^{j}$ is the probability that, among $j+1$ contending nodes, a particular node (say $v_{l}$ ) wins (i.e., chooses the unique lowest backoff time). Here $l$ represents the backoff time selected by the node $v_{l}$ (which happens with probability $\frac{1}{M}$ ) and $\left(1-\frac{l}{M}\right)^{j}$ is the probability that the remaining contenders choose a larger backoff time. It is easy to check that $F_{1}(x) \leq F_{1}\left(d^{*}\right)$ for any $x \leq d^{*}$.

Define $F_{4}(x)$ such that $F_{4}(1)=0$ and for $x \geq 2$,
$F_{4}(x)=\sum_{j=1}^{x-1}\binom{x-1}{j}\left(\frac{1}{2}\right)^{x-1}\left(1-\frac{j+1}{M} \sum_{l=1}^{M}\left(1-\frac{l}{M}\right)^{j}\right)$
The term $F_{4}(x)$ is the upper bound on the probability that, when a given left node (say $v_{l}$ ) chooses to request another right node (say $v$ ) that is not matched and whose degree is $d(v)=x$,

[^2]the node $v$ receives two or more requests and acknowledges none of them (due to collision). Note that if $x=1$, node $v$ will always acknowledge the request from $v_{l}$. For $x \geq 2$, to derive this upper bound, we have assumed that each neighbor of $v$ (other than $v_{l}$ ) becomes left with probability $1 / 2$ and the left neighbors of $v$ always request $v$. This assumption maximizes the amount of contention and hence maximizes the probability that the first two requests collide in a mini-slot. Similar to $F_{1}(x)$, the event is broken down into cases when exactly $j$ of the remaining $x-1$ neighbors of $v$ become left. The factor $j+1$ is because any one of the $j+1$ contending nodes (including $v_{l}$ itself) can potentially win. We can check that $F_{4}(x) \leq F_{4}\left(d^{*}\right)$ for any $x \leq d^{*}$.

Further, define $F_{3}(x)$ such that $F_{3}(1)=0$ and for $x \geq 2$,

$$
F_{3}(x)=1-\left(1-\frac{1}{2 M}\right)^{x-1}
$$

Using similar techniques, we can show that the term $F_{3}(x)$ is the upper bound on the probability that, when a given left node (say $v_{l}$ ) chooses to request another right node (say $v$ ) that is matched and whose degree is $d(v)=x$, the node $v_{l}$ does not receive a reply from $v$ that $v$ is matched.

Consider any directed link $A B$ that is backlogged. We need to find a lower bound on the probability of the event $M_{A B}$ that either $A$ or $B$ is matched at the end of $K$ rounds. Towards this end, define $p(a, k)$ as a lower bound on the probability that either $A$ or $B$ will be matched after the next $k$ rounds, conditioned on the event that neither $A$ nor $B$ has been matched yet, and $A$ currently has $a$ number of potentially available neighbors. We further require that, for each $k, p(a, k)$ is a non-increasing function of $a$. Note that $p(a, k)$ is well defined for $a \geq 1$. For ease of exposition, we define $p(0, k)=1$ for all $k$. The intuition behind the last definition is that if $A$ has no potentially available neighbors, then $B$ must be matched.

For any $k$, assume that $p(a, k)$ is given for all $a \geq 0$ and it is non-increasing in $a$. We next derive an expression that relates $p(a, k+1)$ to $p(a, k)$ for all $a \geq 1$. Consider $p(a, k+1)$ for a given $a \geq 1$, and consider the round that immediately follows. Since by definition neither $A$ nor $B$ has been matched yet, according to the BP-SIM algorithm node $A$ will become left or right with probability $1 / 2$. If $A$ becomes right, the worst case is that neither $A$ nor $B$ will be matched in this round. Further, since $A$ is a right node, $A$ will not learn of any additional matched neighbors. Hence, conditioned on $A$ becomes a right node in the first round, a lower bound on the probability that neither $A$ nor $B$ is matched in $k+1$ rounds is $p(a, k)$.

On the other hand, if node $A$ becomes left, with probability $1 / a$ it will request the node $B$. Node $B$ becomes a right node with probability at least $1 / 2$. Conditioned on the event that $A$ requests $B$ and node $B$ becomes right, $B$ will acknowledge one request with probability at least $1-F_{4}\left(d^{*}\right)$, in which case $B$ will be matched. If the node $B$ does not acknowledge any requests (which occurs with probability at most $F_{4}\left(d^{*}\right)$ ), then node $A$ 's number of potentially available neighbors does not change. Combining the above arguments, we can conclude that, conditioned on the event that $A$ requests $B$ in the first
round, a lower bound on the probability that neither $A$ nor $B$ is matched in $k+1$ rounds is

$$
\begin{aligned}
& \frac{1}{2}\left(1-F_{4}\left(d^{*}\right)\right)+\left(1-\frac{1}{2}\left(1-F_{4}\left(d^{*}\right)\right) p(a, k)\right. \\
= & \frac{1-F_{4}\left(d^{*}\right)}{2}+\frac{1+F_{4}\left(d^{*}\right)}{2} p(a, k) .
\end{aligned}
$$

Next, consider that case when $A$ becomes left, and with probability $1-1 / a$ it requests a neighbor other than $B$. There are two sub-cases.

Sub-case 1: if this neighbor is a matched node, then with probability at least $1-F_{3}\left(d^{*}\right)$ node $A$ will be able to receive a reply, and hence its number of potentially available neighbors can decrease by 1 . If $A$ does not receive a reply, then its number of potentially available neighbors does not change. Recall that $p(a-1, k) \geq p(a, k)$ by our definition. Hence, conditioned on the event that $A$ requests a neighbor that is matched, a lower bound on the probability that neither $A$ nor $B$ is matched in $k+1$ rounds is

$$
\left(1-F_{3}\left(d^{*}\right)\right) p(a-1, k)+F_{3}\left(d^{*}\right) p(a, k)
$$

Sub-case 2: if this neighbor is an unmatched node, then it becomes a right node with probability at least $1 / 2$. Hence, the request from $A$ will be acknowledged with probability at least $\frac{1}{2}\left(1-F_{1}\left(d^{*}\right)\right)$, in which case $A$ will be matched. If the request from $A$ is not acknowledged (which occurs with probability at most $1-\frac{1}{2}\left[1-F_{1}\left(d^{*}\right)\right]$ ), the worst case will be that $A$ does not receive any reply from the neighbor being requested, and hence node $A$ 's number of potentially available neighbors does not change. Combining the above arguments, we can conclude that, conditioned on the event that $A$ requests a neighbor (other than $B$ ) that is not matched, a lower bound on the probability that neither $A$ nor $B$ is matched in $k+1$ rounds is

$$
\begin{aligned}
& \frac{1}{2}\left(1-F_{1}\left(d^{*}\right)\right)+\left(1-\frac{1}{2}\left(1-F_{1}\left(d^{*}\right)\right) p(a, k)\right. \\
= & \frac{1-F_{1}\left(d^{*}\right)}{2}+\frac{1+F_{1}\left(d^{*}\right)}{2} p(a, k) .
\end{aligned}
$$

Finally, taking the smaller value between the above two subcases, we can then conclude the following: conditioned on the event that $A$ becomes left in the first round and it requests a neighbor other than $B$, a lower bound on the probability that neither $A$ nor $B$ is matched in $k+1$ rounds is

$$
\begin{aligned}
& \min \left[\left(1-F_{3}\left(d^{*}\right)\right) p(a-1, k)+F_{3}\left(d^{*}\right) p(a, k),\right. \\
& \left.\frac{1-F_{1}\left(d^{*}\right)}{2}+\frac{1+F_{1}\left(d^{*}\right)}{2} p(a, k)\right]
\end{aligned}
$$

Combining all of the discussions above, we can derive a value for $p(a, k+1)$ as

$$
\begin{align*}
& p(a, k+1) \\
= & \min \{p(a-1, k+1) \\
& \frac{1}{2} p(a, k)+\frac{1}{2 a}\left[\frac{1-F_{4}\left(d^{*}\right)}{2}+\frac{1+F_{4}\left(d^{*}\right)}{2} p(a, k)\right] \\
& +\frac{1}{2}\left(1-\frac{1}{a}\right) \min [ \\
& \left(1-F_{3}\left(d^{*}\right)\right) p(a-1, k)+F_{3}\left(d^{*}\right) p(a, k), \\
& \left.\left.\frac{1-F_{1}\left(d^{*}\right)}{2}+\frac{1+F_{1}\left(d^{*}\right)}{2} p(a, k)\right]\right\} \tag{26}
\end{align*}
$$

where in the first term we have incorporated the requirement that $p(a, k+1)$ must be non-decreasing in $a$.

We can then use iteration (26) to compute all values of $p(a, k), a \geq 1, k=1,2, \ldots$ The initial condition for $k=0$ is given by $p(a, 0)=0$ if $a \geq 1$ and $p(0, k)=1$ for all $k$. The probability of interest in Lemma 3 is then $\operatorname{Pr}\left(M_{A B}\right) \geq$ $p\left(d^{*}, K\right)$. It remains to show the following claim.

Lemma 5: Given $d^{*}$ and $M$, for any $a \geq 0, p(a, k) \rightarrow 1$ as $k \rightarrow \infty$.

Proof: We prove by induction on $a$. By our definition that $p(0, k)=1$ for all $k$, the claim holds trivially for $a=0$. Assume that the claim holds for $a$, we next show that it must also hold for $a+1$. To see this, note that by the induction hypothesis, for any $\epsilon>0$, we can find $K_{0}$ such that $p(a, k) \geq$ ( $1-\epsilon$ ) for $k \geq K_{0}$. Let

$$
F=\max \left\{\frac{1+F_{1}\left(d^{*}\right)}{2}, F_{3}\left(d^{*}\right), \frac{1+F_{4}\left(d^{*}\right)}{2}\right\}
$$

Note that $F<1$. Then, using (26), we have, for all $k \geq K_{0}$,

$$
\begin{aligned}
p(a+1, k+1) & \geq \min \{1-\epsilon, \\
\frac{1}{2} p(a+1, k) & \left.+\frac{1}{2}[(1-F)(1-\epsilon)+F p(a+1, k)]\right\}
\end{aligned}
$$

Since $1-F>0$, this implies that $\liminf _{k \rightarrow \infty} p(a+1, k) \geq$ $1-\epsilon$. Since $\epsilon$ can be arbitrarily small, the results of Lemma 5 then follows.

Hence, the result of Lemma 3 must hold.
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[^1]:    ${ }^{1}$ Note that here we have adopted the simplifying assumption that the packets routed to path $j$ are offered to all links on the path instantaneously. This assumption simplifies the analysis. There are standard techniques in the literature [18], [32]-[35] that can extend our result to the case when the hop-by-hop packet-forwarding dynamics are taken into account. We refer the readers to these references for details.

[^2]:    ${ }^{2}$ This is the place where we use the assumption that the arrivals are i.i.d. across time. However, the property (25) also holds for more general arrival processes, e.g., Markov-modulated Poisson arrivals.

