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ABSTRACT Massive multi-input–multi-output (m-MIMO) schemes require low-complexity implemen-

tations at both the transmitter and the receiver side, especially for systems operation at millimeter

wave (mmWave) bands. In this paper, we consider the use of offset constellations in m-MIMO systems

operating at mmWave frequencies. These signals are designed to have either an almost constant envelope or

be decomposed as the sum of constant-envelope signals, making them compatible with strongly nonlinear

power amplifiers, which can have low-implementation complexity and high amplification efficient, mak-

ing them particularly interesting for mmWave communications. We design and evaluate low-complexity

frequency-domain receivers for offset signals. It is shown that the proposed receivers can have excellent

performance/complexity trade-offs in m-MIMO scenarios, making them particularly interesting for future

wireless systems operating at mmWave bands.

INDEX TERMS Offset modulations, massive MIMO, mmWave communications, frequency-domain

receivers.

I. INTRODUCTION

The evolution towards the next wireless communications

systems (5th Generation (5G) and beyond) faces multiple

challenges. These new systems should be able to cope

with applications as diverse as Internet for Things (IoT),

autonomous driving cars, remote surgery or augmented real-

ity while improving the data rate and the availability of the

previous generations [1]. In fact, it is expected a massive

growth in user bit rates (a 10 to 100 times increase) and

overall system throughput (about a 1000 times increase) [2],

which means a substantial spectral efficiency increase. At the

same time, the power efficiency should be maintained or

even improved, not only to have greener communications,

but also to cope with the billions of sensors that will populate

The associate editor coordinating the review of this manuscript and
approving it for publication was Shuai Han.

every place, that will require long battery lifetimes [1], [3].

To accomplish these requirements, one needs to employ

new transmission techniques, with the most promising ones

being based on the massive Multiple-Input Multiple-Output

(m-MIMO) concept, together with the transmission at mil-

limeter wave (mmWave) frequencies [3], [4].

The adoption of mmWave transmission is interesting not

only due to the vast bandwidths available, but also because

of their small wavelength. In fact, with the wavelengths

contained in the range of 1 to 10 millimeters, the anten-

nas become smaller, allowing small-sized transmitters and

receivers with a very high number of antenna elements

and, therefore, enabling m-MIMO implementations. In its

turn, m-MIMO can be employed to explore spatial mul-

tiplexing and beamforming gains, enabling the service of

multiple users with high bit-rates while reducing interfer-

ence and/or increasing coverage [5]. However, mmWave
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frequencies present considerable challenges regarding prop-

agation (high free-space losses, small diffraction effects

and almost total absorption losses due to obstacles) and

implementation difficulties, both at the analogue and dig-

ital domains (e.g., Digital-to-Analogue Converter (DAC)

and Analogue-to-Digital Converter (ADC) design, efficient

amplification, signal processing requirements for equaliza-

tion and user separation, etc.), which can be particularly

challenging for m-MIMO systems [6]. Besides that, power

and spectral efficiencies could be conflicting, and different

techniques must be employed to achieve each one of them,

which makes a significant challenge to combine them with

success.

One way to increase the spectral efficiency is by employ-

ing dense and large constellations, such as 64-Quadrature

Amplitude Modulation (QAM) or 256-QAM. However, not

only larger constellations have higher power requirements,

but also the corresponding signals have larger envelope

fluctuations, requiring the use of amplifiers with higher

backoff, which further reduces the power amplifier efficiency.

By employing single carrier schemes, such as Single Car-

rier with Frequency Domain Equalization (SC-FDE) [7],

[8], instead of the commonly used Orthogonal Frequency

Division Multiplexing (OFDM) schemes, we can reduce

the amplifier’s backoff, improving amplification efficiency.

This is mainly because SC-FDE signals have lower enve-

lope fluctuations than OFDM schemes based on similar

constellations. Nonetheless, SC-FDE signals still presents

substantial envelope fluctuations and a relatively high Peak-

to-Average Power Ratio (PAPR), especially for large constel-

lations and/or when the signals are filtered to have compact

spectrum. This means that a quasi-linear amplifier is required

(e.g., a class A or B amplifier), which are more difficult

to implement and have much lower amplification efficiency

than strongly nonlinear amplifiers (such as class D ampli-

fiers). It is known that a general QAM constellation can be

decomposed as the sum of appropriate Binary Phase Shift

Keying (BPSK), Quadrature Phase Shift Keying (QPSK) [9],

[10], whose signals present a reduced dynamic range and can

be separately amplified with reduced distortion by different

amplifiers [11], allowing a more efficient amplification while

maintaining the same spectral efficiency.

As an alternative, we can employ offset modulations.

In this case, Offset QAM (OQAM) signals are decomposed

as the sum of OQSPK (Offset QPSK) components, which

presents a more interesting case in terms of power ampli-

fication, since OQPSK signals do not present zero cross-

ings, reducing not only the envelope fluctuations, but also

its dynamic range. This means that they can be compatible

with highly efficient, strongly nonlinear amplifiers. For this

reason, they were proposed for multilayer m-MIMO system

at mmWave bands presented in [12], [13]. In this type of

system, two or more layers of antenna are implemented at the

transmitter side, the first for the transmission of each OQPSK

component (actually, this multilayer concept is suitable for

non-offset and offset constellations, although it is particularly

interesting for the later case), which are combined at the chan-

nel to form the intended OQAM signals, and the remaining

for beamforming and/or multiuser multiplexing.

Since we are considering SC-FDE schemes, any FDE

can be employed at the receiver side, although better per-

formances can be achieved if a linear FDE is replaced

by the powerful Iterative Block Decision Feedback Equal-

izer (IB-DFE) receivers [7]. However, conventional IB-DFEs

were designed for non-offset constellations, and their per-

formance is rather poor with offset constellations mainly

due to the residual In-phase-Quadrature Interference (IQI).

To overcome this, the IB-DFE concept was modified for

offset constellations [14], [15]. Although IB-DFE receivers

were successfully extended to MIMO scenarios [8], as far as

the authors know, the work on FDE receivers for offset signals

in MIMO scenarios is limited.

Since offset signals are usually intended for strongly non-

linear amplifiers, they are designed to have very low envelope

fluctuations. In general, this means employing a pulse shape

whose band is above the minimum Nyquist band, unless

sophisticated techniques are employed to reduce the enve-

lope’s dynamic ranges such as magnitude filtering [16], [17].

In this paper, we consider offset signals with reduced

envelope fluctuations combined with MIMO schemes that

are suitable to combine with strongly nonlinear power ampli-

fiers, and we design appropriate FDE receivers. Conven-

tional IB-DFE receivers are changed to cope with offset

signals in MIMO scenarios, while the pragmatic receivers

presented in [14], [15] are also extended to these scenarios,

leading to improvements of Bit Error Rate (BER) perfor-

mance in comparison with conventional IB-DFEwhile reduc-

ing complexity. Notwithstanding their excellent performance,

approaching the Matched Filter Bound (MFB) with only few

iterations, they become too complex for m-MIMO schemes

due to the required inversion of very large channel matrices,

for each subcarrier and each iteration. Therefore, receivers

that do not require matrix inversions must be used to reduce

system complexity, while still able to achieve good perfor-

mance. Iterative receivers based on Maximum Ratio Com-

bining (MRC) and Equal Gain Combining (EGC) [18]–[21]

concepts are interesting because they do not require matrix

inversions. Although the residual interference levels (both

interference between different transmitted streams and

Inter-Symbol Interference (ISI)) can be high with such low

complexity receivers, they can achieve very good perfor-

mance when NR ≫ NT , which can be ensured in m-MIMO

systems. Therefore, these receivers are also studied in this

paper and BER performance and complexity analyses of the

mentioned receivers are performed to show the benefits of

using low complexity receivers.

This paper is organized as follows: the used system and

its characterization is presented in section II. Following,

IB-DFE, pragmatic and low-complexity receivers are pre-

sented and evaluated in sections III, IV and V, respectively.

In section VI, a complexity analysis of the studied receivers

is performed, followed by conclusions in section VII. A list
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FIGURE 1. Generalized block diagram of multilayer massive MIMO system for mmWave wireless communications.

of symbols has been added also to the paper (which follows

the conclusions section) to be used as reference for an easier

reading of the paper.

II. SYSTEM CHARACTERISATION

In this work, we consider an uplink scenario employing

a multilayer scheme like the one presented in [12], [13].

This scheme is presented in Fig. 1 and it uses large and

dense constellations allowing high spectral efficiency with

reduced power requirements for a given constellation size

[22] and block-based SC-FDE schemes to cope with severely

time-dispersive channels [7], [10], with receivers designed

taking into account signals’ and mmWave channel character-

istics [2], [15].

This multilayer approach is a promising technique for

mmWave bands, since the small wavelength allows a large

number of antenna elements in a small space. This large

number of antennas allows the use of up to three antenna

layers at the transmitter [12], [13], where:
• 1st-layer is designed to efficiently amplify the different

OQPSK type components in which a given multilevel

constellation can be decomposed [9], [10], by employ-

ing multiple nonlinear amplifiers and antennas, and

with signals’ combination performed at the wireless

channel [11];

• 2nd-layer is used for beamforming purposes, to sep-

arate users, multipath components and/or increasing

coverage;

• 3rd-layer is employed for spatial multiplexing, to allow

multiuser support without directional constraints.

Thus, the transmission employs block-based SC-FDE,

with transmitted blocks having size of Nb symbols, between

NT transmission antennas and a base station employing NR
reception antennas. Between the two extremes of the com-

munication, it is used the mmWave channel model proposed

in [21] and here illustrated in Fig. 2. In this paper, we will

focus on 60 GHz, without loss of generality because similar

FIGURE 2. Example of one channel realization following the clustered
model considering one transmission antenna that produces Nch_clu = 3
clusters of Nray_clu = 4 multipath components each one.

results are obtained for other frequencies at mmWave bands.

This channel is based on a clusteredmodel and it assumes that

an antenna transmits to a base station a signal with unitary

power, that is split into Nray rays that can be grouped in

clusters of equal number of elements with similar delays and

similar Angles of Arrival (AoA). Then, Nray = Nray_clu ×
Nch_clu, where Nray_clu is the number of rays in each cluster

and Nch_clu is the number of clusters. Then, these rays are

received at base station that uses two layers of antennas,

one for beamforming with Rb antennas and the other for

spatial multiplexing purposes composed by Ru antennas with

correlation factor ρu between each adjacent pair.

A. DISCRETE AND CONTINUOUS TIME POLAR

REPRESENTATION OF M-ARY OQAM SIGNALS

Let’s consider a generic M -QAM or M -ary Offset QAM

(M -OQAM),1 with the set of constellations symbols being

1An M -OQAM constellation can be obtained by delaying the quadrature
component by Ts/2 with respect to the in-phase component of the correspon-
dent M -QAM constellation, with Ts being the symbol’s duration.
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denoted by G and where M denotes the number of constel-

lation points. Each symbol sn of this constellation can be

represented by its binary form sn ↔ {β0
n , β

1
n , . . . , β

µ−1
n },

with µ = log2(M ) bits, or in a equivalent polar form sn ↔
{b0n, b1n, . . . , b

µ−1
n }, where bmn = (−1)β

m
n , form = 0, . . . , µ−

1. The alphabetG can be seen as the Cartesian product of two

subsets GI and jGQ, that disregarding the imaginary number

are equal and for a square constellation2 are composed by

G
I = G

Q = {±1, ±3, · · · , ±(
√
M − 1)}. (1)

Thus, a symbol of a generic M -QAM, or an M -OQAM,

constellation can be represented as

sn = s(I )n + js(Q)n , (2)

where s
(I )
n ∈ G

(I ) and s
(Q)
n ∈ G

(Q) are the in-phase and the

quadrature symbol’s components, respectively. From (2), it is

possible to see that both M -QAM and M -OQAM constel-

lations can be represented as the combination of two
√
M -

ary Pulse Amplitude Modulation (PAM) constellations with

µp = log2(
√
M ) bits per symbol. Moreover, each one of this√

M -PAM constellations can be seen as the sum of Np polar

components with different powers [23].

1) POLAR REPRESENTATION OF BPSK

In fact, it is possible to express each symbol of the
√
M -

PAM constellation as a linear function of the corresponding

bits, i.e.,

snp = g0 + g1b
(0)
np

+ g2b
(1)
np

+ g3b
(0)
np
b(1)np

+ g4b
(2)
np

+ (. . . ) + g√
M−1

µp−1∏

m=0

b(m)np

=

√
M−1∑

i=0

gi

µp−1∏

m=0

(
b(m)np

)γm,i

=

√
M−1∑

i=0

gib
eq(i)
np

, (3)

where snp denotes the np-th symbol of the constellation, with

np = 0, . . . ,
√
M −1, and gi, with i = 0, . . . ,

√
M are the set

of coefficients that rules the linear combination.

Also in (3), (γµp−1,i, γµp−2,i, . . . , γ1,i, γ0,i), corresponds

to the binary representation of i, i.e., i =
∑µp−1

m=0 2mγm,i, and

b
eq(i)
np =

∏µp−1

m=0

(
b
(m)
np

)γm,i

to the i-th polar component of snp .

Example: To have a better understanding, let’s consider

an example of an 8-PAM, meaning that µp = 3. Therefore,

γm,i and gib
eq(i)
np can assume the following values presented in

table 1 and (3) becomes

snp = g0 + g1b
(0)
np

+ g2b
(1)
np

+ g3b
(1)
np
b(0)np + g4b

(2)
np

+ g5b
(2)
np
b(0)np + g6b

(2)
np
b(1)np + g7b

(2)
np
b(1)np b

(0)
np

. (4)

Returning to the general case, since there are
√
M con-

stellation symbols as well as
√
M coefficients gi, based on

2For matter of simplicity, and as it is the common case, consider that
constellations are square, i.e. log2(M ) is even, and that the bit-mapping along
in-phase and quadrature axis is the same.

TABLE 1. Binary representation of i , i.e., γm,i and gi b
eq(i )
np for an 8-PAM.

(3) it is possible to write a system of
√
M equations for

np = 0, . . . ,
√
M − 1 to obtain the set of coefficients gi. This

system can be expressed in matrix format by

s = Wg, (5)

where s=[s0 s1 . . . s√M−1]
T and g=[g0 g1 . . . g√

M−1]
T .

It is shown in [23] that W results to be an Hadamard matrix

with dimensions
√
M ×

√
M , and the coefficients gi can be

obtained from the inverse Hadamard transform of the vector

of constellation points. In practice, g0 = 0, since it is the cen-

tre of mass of the constellation; moreover, several other gi can

also be 0 [10] depending on the chose mapping between the

µp-bit tuples and the symbols of the constellation. Denoting

Np as the number of nonzero gi coefficients, then it is clear

that a given constellation can be decomposed as the sum of

Np ≤
√
M polar components [23].

When considering an uniform
√
M -PAM constellation,

(that is the case that will be considered from now on) the

only non-zero coefficients are g1, g2, g4, · · · , g√
M/2 (i.e.,

the coefficients g2m ,m = 0, 1, · · · , µp − 1). Moreover, for

a natural binary mapping, g2m = 2m, with (3) becoming

snp =
µp−1∑

m=0

2mb(m)np
. (6)

While to obtain a Gray mapping3 (3) becomes

snp =
µp−1∑

i=0

2µp−1−i
i−1∏

m=0

b(m)np
. (7)

2) DISCRETE TIME POLAR REPRESENTATION OF M-QAM

AND M-OQAM

AsM -QAM andM -OQAM constellations can be represented

as the combination of two PAM constellations (since symbols

are uniformly spaced along both in-phase and quadrature

axis), their discrete time representation as sum of polar com-

ponents results straightforward from combining (2) and (3).

When the constellation is rectangular and the bit-mapping

3This is only one possibility to obtain a Gray mapping. There
are others [23].
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along in-phase and quadrature axis is the same, this

results

sn = s(I )n + js(Q)n

=

√
M−1∑

i=0

gi

(
beq(i,I )np

+ jbeq(i,Q)np

)
. (8)

Each of the Np polar components can thus be modulated

as a BPSK signal [24], enabling as so efficient implementa-

tions in massive-MIMO context. Notwithstanding, there are

particular advantages in considering OQAM signals, as it will

became clear next.

3) CONTINUOUS TIME POLAR REPRESENTATION OF M-QAM

AND M-OQAM

Although M -ary QAM and OQAM share a common polar

decomposition in the discrete time domain, their continuous

time counterpart signals differ considerably due to the half of

symbol’s period (i.e. Ts/2) time shift between the in-phase

and quadrature components. Thus, the complex equivalent

baseband signal is for the QAM case given by

x̆QAM(τ ) =
∑

n

(
s(I )n + js(Q)n

)
p(τ−nTs)

=
∑

n

√
M−1∑

i=0

gi

(
beq(i,I )np

+ jbeq(i,Q)np

)
p(τ−nTs), (9)

while for the OQAM is

x̆OQAM(τ ) =
∑

n

s(I )n p(τ−nTs) + js(Q)n p(τ−Ts/2−nTs)

=
∑

n

√
M−1∑

i=0

gi

(
beq(i,I )np

p(τ−nTs)

+ jbeq(i,Q)np
p(τ−Ts/2−nTs)

)
(10)

where τ is the temporal index and p(τ ) is the Nyquist sup-

porting pulse for bandwidth limited transmission, with the

passband signal being given for both cases by

x(τ ) = ℜ
{
x̆(τ )ej2π fcτ

}
, (11)

with fc denoting the carrier frequency.

Equation (10) shows that for the case of M -ary OQAM

signal this can be seen as a serial representation of an OQPSK

signals [24], that can be specially designed to have constant

envelope or acceptable trade-offs between reduced envelope

fluctuations and compact spectrum upon proper choice of

pulse shaping p(τ ) (e.g., a Gaussian Minimum Shift Key-

ing (GMSK) signal [25]). The Np OQPSK components can

thus be separately amplified and transmitted by Np antennas,

with their combination to form the correspondent OQAM

signal being performed on the air upon MIMO transmis-

sion [11], [13]. In addition, due to the controlled envelope

nature of OQPSK signals, highly efficient, low-cost, strongly

nonlinear amplifiers can be employed in this case, making

clear the advantages of using OQAM signals. This can be

particularly interesting at mmWave where large aggregate

antennas can be employed and signal’s spectrum occupancy

above the minimum Nyquist band is not a constraint.

B. MULTIRATE PROCESSING OF OQAM SIGNALS
Due to the time-shift between in-phase and quadrature com-

ponents of offset signals, the digital processing of offset

signals upon reception requires the use of sampling above

the minimum Nyquist rate. Consider the scenario presented

in section II and let x̆(t)(τ ) denote the baseband complex

equivalent M -OQAM signal that is transmitted by the t-th

antenna (t = 1, . . . ,NT ), and the corresponding sequence

of transmitted M -OQAM symbols being s
(t)
n as given by (8).

Let x̆
(t)
n′ denote the sequence resulting from sampling x̆(t)(τ )

at a rate L/Ts, with L being the oversampling factor above the

Nyquist rate which is restricted to be even. According to (10)

it is straightforward to prove that

x̆
(t)
n′ = x(t)(τ )

∣∣∣
τ=n′ Ts

L

=
(
s̆
(t,I )
n′ + js̆

(t,Q)
n′−L/2

)
∗ pn′ , (12)

where ‘∗’ denotes the discrete time convolution operation, pn′

is the sampled version of the pulse shaping filter at the rate

L/Ts, i.e.

pn′ = p(τ )|
τ=n′ Ts

L
, (13)

and s̆
(t,I )
n′ and s̆

(t,Q)
n′ are the upsampling rate expansion of

the in-phase and quadrature components of the sequence of

OQAM sent symbols s
(t)
n , respectively, with

s̆
(t,j)

n′ =
{
s
(t,j)
n′
L

, n′ mod L=0

0, otherwise
for j ∈ {I ,Q} . (14)

For an SC-FDE transmission employing blocks of Nb
symbols the discrete Fourier Transform (DFT) of sequences

s̆
(t,j)

n′ and s
(t,j)
n can be related4. Let S

(t,j)
k =DFT{s(t,j)n ; n=0,

. . .,Nb−1}, with k=0, . . .,Nb−1, and S̆
(t,j)

k ′ =DFT{s̆(t,j)
n′ ; n′=0,

. . ., LNb−1}, with k ′=0, . . .,LNb−1. Given the periodic

nature of the DFT, these relate as

S̆
(t,j)

k ′ = S
(t,j)
k for

{
k = k ′ mod Nb

j ∈ {I ,Q},
(15)

does meaning that the spectrum S
(t)
k is repeated L times

over S̆
(t)
k ′ .

Proof:

S̆
(t)
k ′ =

LNb−1∑

n′=0

s̆
(t)
n′ e

−jk 2π
LNb

n′
=

LNb−1∑

n′=0
n′ mod L=0

s
(t)
n′
L

e
−jk 2π

LNb
n′

=
n 7→ n′

L

Nb−1∑

n=0

s(t)n e
−jk 2π

Nb
n = S

(t)
k

�

4For easy understanding, along the paper, sample instant and frequency
index are respectively denoted by n and k for processing at symbol rate 1/Ts,
and by n′ and k ′ for processing at oversampling rate L/Ts.
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An equivalent representation of symbol s
(t)
n at oversam-

pling rate L/Ts can thus be obtained based on (12), being

given by

s̆
(t)
n′ = s̆

(t,I )
n′ + js̆

(t,Q)

n′− L
2

. (16)

It is important to note that s̆
(t)
n′ embeds physical nature of

OQAM signals by having in-phase and quadrature compo-

nents shifted by L/2 samples.

According to (15) and time-shifting property of the DFT,

it results that the DFT of s̆
(t)
n′ is given by

S̆
(t)
k ′ = S̆

(t,I )
k ′ + je

−jπ k′
Nb S̆

(t,Q)
k ′

= S
(t,I )
k + j2k ′S

(t,Q)
k for k = k ′ mod Nb, (17)

where

2k ′ =e
−jπ k′

Nb =




e
−jπ k

Nb , k ′ = k + 2qNb

−e−jπ
k
Nb , k ′ = k + (2q+ 1)Nb

(18)

with q ∈ Z, meaning an alternation in the signal of the

quadrature component of each replica. Also, from (12) it

results

X̆
(t)
k ′ = Pk ′ S̆

(t)
k ′ , (19)

where X̆
(t)
k ′ = DFT{x̆(t)

n′ ; n′=0, . . .,LNb−1} and Pk ′ =
DFT{pn′; n′=0, . . .,LNb−1}.

Analysing (17) and (19) important conclusions can

be drawn upon digital processing of OQAM signals.

Although, according to (15), and considering (17) the block

{sn; n=0, . . .,Nb−1} OQAM transmitted symbols can be

obtained from the first Nb samples of X̆
(t)
k ′ (which corre-

sponds to process the signal at Nyquist rate), there is a

sort of diversity effect that is created by processing the

OQAM signal at an highest rate, where this information is

repeated5 every Nb samples of X̆
(t)
k ′ . This can be very useful

to improve the BER performance for linear equalizers when

non-offset constellations are used, particularly for the case of

low-envelope fluctuation offset signals. In this case, the pulse

shape p(τ ) has typically a bandwidth considerable above the

minimum Nyquist band. So, P′
k samples for k ′≥Nb can have

non-negligible values, and consequently the corresponding

X̆
(t)
k ′ samples in equation (19) carry important information.

Considering S̆
(t)
k ′ as given by (17), and letting S

(t)
k =

DFT{s(t)n ; n=0, . . .,Nb−1}, in order to obtain S
(t)
k from S̆

(t)
k ′ ,

we can thus make an average over the L replicas, instead of

considering only its first Nb values. It can be shown that

S
(t)
k = 1

L

LNb−1∑

k ′=0
k ′ mod Nb=k

S̆
(t)
k ′ + 1

L

LNb−1∑

k ′=0
k ′ mod Nb=k

S̆
(t)
k ′

2k ′

(20)

5In fact, this are not true replicas since they are affected by the phase shift
factor 2k ′ given by (18) which is known, and can therefore be compensated.

=
k ′ 7→k+lNb

1

L

L−1∑

l=0

S̆
(t)
k+lNb + 1

L

L−1∑

l=0

S̆
(t)
k+lNb

2k+lNb
(21)

=
k+lNb 7→(k,l)

1

L

L−1∑

l=0

S̆
(t)
(k,l) + 1

L

L−1∑

l=0

S̆
(t)
(k,l)

2(k,l)
, (22)

where a new notation S̆(k,l) = S̆k+lNb have been adopted to

refer the samples of S̆k ′ related to Sk .
6

Proof: Proof will be made by computing each of the

average terms of the summation (22). By considering (17)

the calculus of the left average term comes

1

L

L−1∑

l=0

S̆
(t)
(k,l) = 1

L

L−1∑

l=0

S
(t,I )
k + j

1

L

L−1∑

l=0

2(k,l)S
(t,Q)
k

= S
(t,I )
k + jS

(t,Q)
k

1

L

L−1∑

l=0

2k+lNb

=
by (18)

S
(t,I )
k (23)

where last equality of (23) results from the fact that for con-

secutive values of l phase shifts are symmetric, i.e. 2(k,l) =
−2(k,l+1), and the oversampling factor L has been restricted

to be an even number.

Consider now the right average term of (22). Similarly,

by using (17) and (18) it results,

1

L

L−1∑

l=0

S̆
(t)
(k,l)

2(k,l)
= 1

L

L−1∑

l=0

S
(t,I )
k

2(k,l)
+ j

1

L

L−1∑

l=0

S
(t,Q)
k

= S
(t,I )
k

1

L

L−1∑

l=0

2−k−lNb + jS
(t,Q)
k

=
by (18)

jS
(t,Q)
k (24)

And so, it results from substituting (23) and (24) in (22)

that

S
(t)
k = S

(t,I )
k + jS

(t,Q)
k = DFT

{
s(t)n

}
, (25)

as it was wanted to be proved. �

In order to simplify analysis that follows on the equal-

ization of OQAM signal under multirate signal processing,

the average defined in (22) will be hereafter denoted as

S
(t)
k = ϒ

(
S̆
(t)
(k,l)

)
= 1

L

L−1∑

l=0

S̆
(t)
(k,l) + 1

L

L−1∑

l=0

S̆
(t)
(k,l)

2(k,l)
, (26)

or in an equivalent manner, using (20), being denoted as

S
(t)
k = ϒ

(
S̆
(t)
k ′

)
. (27)

6Please note that, from this point forward, both notations S̆k ′ and S̆(k,l)
will be used in an undifferentiated manner, with the choice of each one to be
employed being driven by purposes of clarity of the presentation.

94378 VOLUME 7, 2019



P. Bento et al.: Low-Complexity Equalisers for Offset Constellations in Massive MIMO Schemes

FIGURE 3. Generic block diagram of an IB-DFE receiver.

1) LINEAR FREQUENCY DOMAIN EQUALISATION OF OQAM

SIGNALS UPON MULTIRATE PROCESSING

Let’s start by expressing (19) in an equivalent matrix as

X̆k ′ = Pk ′ S̆k ′ . (28)

where X̆k ′ = [X̆
(1)
k ′ . . . X̆

(NT )
k ′ ]T and S̆k ′ = [S̆

(1)
k ′ . . . S̆

(NT )
k ′ ]T .

For anm-MIMO system using SC-FDEwith offset constel-

lations, the received signals undermultirate digital processing

are given by

Yk ′ = Hk ′X̆k ′ + Nk ′

= Pk ′Hk ′ S̆k ′ + Nk ′

= H
eq

k ′ S̆k ′ + Nk ′ , (29)

where Yk ′ = [Y
(1)
k ′ . . . Y

(NR)
k ′ ]T is the set of received signals,

with Y
(r)
k ′ denoting the signal received by the r-th antenna,

Nk ′ = [N
(1)
k ′ . . .N

(NR)
k ′ ]T is the additive white Gaussian

noise (AWGN) component, and H
eq

k ′ = Pk ′Hk ′ is the equiv-

alent MIMO channel frequency response to be equalised,

which includes the channel frequency response and the pulse

shaping filter, and where

Hk ′ =



H

(1,1)
k ′ · · · H

(1,NT )
k ′

...
. . .

...

H
(NR,1)
k ′ · · · H

(NR,NT )
k ′


 , (30)

with H
(r,t)
k ′ denoting the channel frequency response between

the antenna pair (r, t).

At the receiver, one obtains an estimation of the oversam-

pled transmitted symbol using the linear equaliser

˜̆
Sk ′ = Fk ′Yk ′ . (31)

where Fk ′ denotes the matrix of feedforward coefficients and

the estimation of the block of OQAM transmitted symbols

S̃k (i.e. at symbol rate) is obtained through averaging of all

replicas for a given frequency k as defined in (26), i.e.

S̃k = ϒ

(̃
S̆k ′
)

(32)

Looking at (32), one can see that there is an aver-

age summation that does not exist for non-offset cases.

Therefore, the already existent equalizers must be changed

in accordance.

III. IB-DFE RECEIVER FOR OFFSET SIGNALS

IB-DFE algorithms for multiuser/spatial multiplexing upon

MIMO SC-FDE transmissions using non-offset constella-

tions have been proposed and discussed in [7], [8], [26]. The

main principle consists into the detection of each stream at

a time while cancelling the interference from the already

detected streams. The streams are ranked according to a qual-

ity measure (e.g., the average received power) and detected

from the best to worst ensuring that the stronger ones are

not interfering when the weaker ones are being detected.

This detection is done by performing iterative frequency

domain equalization with both feedback and feedforward

filters, as shown in Fig. 3. Moreover, IB-DFE is an iterative

method in order to have better results because works on a

per-block basis, meaning that the feedback’s effectiveness to

cancel all the interference is limited by the reliability of the

detected data at previous iterations.

Although IB-DFE presents a high complexity, it

approaches the Matched Filter Bound (MFB) even in scenar-

ios with high correlation between reception antennas. Never-

theless, it is still not able to cope with signals based in offset

constellations. Thus, in this section, the IB-DFE equaliser

will be derived for offset signals. Here, it is considered that

the equaliser tries to reverse the pulse shaping filter and the

channel frequency response simultaneously.

A. IB-DFE WITH HARD DECISIONS

The frequency domain estimations associated with the i-th

iteration at the output of the equaliser are given by

S̃
(i)
k = ϒ

(
F
(i)
(k,l)Y(k,l)

)
− B

(i)
k Ŝ

(i−1)
k , (33)

where the oversampled feedforward and the feedback

matrices are

F
(i)
(k,l) =




F
(1,1,i)
(k,l) · · · F

(1,NR,i)
(k,l)

...
. . .

...

F
(NT ,1,i)
(k,l) · · · F

(NT ,NR,i)
(k,l)


 . (34)
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and

B
(i)
k =



B
(1,1,i)
k · · · B

(1,NT ,i)
k

...
. . .

...

B
(NT ,1,i)
k · · · B

(NT ,NT ,i)
k


 , (35)

respectively. F
(t,r,i)
(k,l) and B

(t,t,i)
k denote the feedforward and

feedback filters coefficients at the i-th iteration and the vector

Ŝ
(i−1)
k contains the DFT of the hard-decision time domain

blocks associated with the previous estimations for the trans-

mitted symbols (for the first iteration those terms are zero,

i.e., Ŝ
(0)
k = 0NT×1).

According to the Bussgang theorem [27], the hard-

estimations Ŝ
(i−1)
k , can be written as the sum of two uncor-

related components: one related to Sk and a distortion term.

Hence, Ŝ
(i−1)
k could be expressed as

Ŝ
(i−1)
k = ̺(i−1)Sk + 1

(i−1)
k , (36)

with

1
(i−1)
k =

[
1

(1,i−1)
k . . . 1

(NT ,i−1)
k

]T
, (37)

where1
(t,i−1)
k represents the zero-mean quantisation error for

the t-th transmitter at iteration (i− 1), and

̺(i−1) = diag
[
ρ(1,i−1) . . . ρ(NT ,i−1)

]
(38)

where ρ(t,i−1) is the correlation factor of the t-th transmitter

at iteration (i− 1), which is expressed by

ρ(t,i−1) =
E

[
S
(t)
k

(
Ŝ
(t,i−1)
k

)∗]

E

[∣∣∣S(t)k
∣∣∣
2
] . (39)

The correlation factors supply a block-wise reliabilitymea-

sure of the estimates employed in the feedback loop, that is

used to control the receiver’s performance. This control is

done taking into account the hard decisions for each block

plus the overall block reliability, which reduces error propa-

gation effects. Therefore, for the first iteration, the correlation

factors are zero, i.e., ̺
(0)
k = 0NT×NT . Moreover, (38) is

written as a diagonal matrix because it is assumed that the

signals of the multiple transmitters are independent. This

independence allied to E
[
1

(i−1)
k

]
= 0NT×1, makes that from

(36) results

E

[(
1

(i−1)
k

)∗ (
1

(i−1)
k

)T]
≈
(
INT −

(
̺(i−1)

)2)
E

[
SkS

H
k

]
,

(40)

with

E

[
SkS

H
k

]
= σ 2

sn
INT , (41)

assuming that the transmitters are emitting the same power

σ 2
sn
.

The feedback and the feedforward coefficients are chosen

to minimise the Mean Square Error (MSE). For an m-MIMO

system, the MSE of the t-th transmitter at iteration i and

frequency k is given by

�
(t,i)
k = E

[∣∣∣̃S(t,i)k − S
(t)
k

∣∣∣
2
]

. (42)

Thus, to minimise the MSEs of all transmitters simultane-

ously, their sum should be minimised, i.e.,

minminmin �
(i)
k = minminmin

NT∑

t=1

�
(t,i)
k

= minminmin

NT∑

t=1

E

[∣∣∣̃S(t,i)k − S
(t)
k

∣∣∣
2
]

= minminmin E

[(
S̃
(i)
k − Sk

)H (
S̃
(i)
k − Sk

)]
, (43)

subject to

1

LNb

Nb−1∑

k=0

L−1∑

l=0

Tr
(
F
(i)
(k,l)H

eq
(k,l)

)
= NT , (44)

in order to ensure the correct recovery of the transmitted

signals.

Using the method of Lagrange multipliers [28], it is possi-

ble to solve the problem defined in (43) and (44) as follows.

We define the Lagrange function as

J
(i)
k = E

[(
S̃
(i)
k − Sk

)H (
S̃
(i)
k − Sk

)]

+ λ
(i)
k


 1

LNb



Nb−1∑

k=0

L−1∑

l=0

Tr
(
F
(i)
(k,l)H

eq
(k,l)

)

− NT


 ,

(45)

where λ
(i)
k corresponds to the Lagrange multiplier at iteration

i and frequency k , and the coefficients F(k,l) and Bk that

minimise the MSE could be obtained by solving the system

of equations given by




∇
F
(i)
(k,l)

(J
(i)
k ) = 0NT×NR

∇
B
(i)
k

(J
(i)
k ) = 0NT×NT

∇
λ
(i)
k

(J
(i)
k ) = 0

. (46)

After solving (46), it is shown that the feedforward coeffi-

cients for iteration i are given by

F
(i)
(k,l) = κ3(k,l)

(
H
eq
(k,l)

)H
, (47)

where κ is a normalisation matrix7 and 3(k,l) is given by

3(k,l)=
(
1

γ
INT +

(
INT −

(
̺(i−1)

)2)

×
(
L−1∑

l=0

(
H
eq
(k,l)

)H
H
eq
(k,l)

))−1

. (48)

7Usually, κ is a diagonal matrix with size NT × NT , with the values of
position (t, t) given by the inverse of the Left Hand Side (LHS) of (44).
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In its turn, the feedback coefficients for iteration i are

given by

B
(i)
k =

((
1

L

L−1∑

l=0

F
(i)
(k,l)H

eq
(k,l)

)
− INT

)
̺(i−1). (49)

Throughout the IB-DFE iterations, in general, the correla-

tion coefficients in ̺ become higher while the deviations 1

become lower, and the estimations are improved, enhancing

the system BER performance. It must also be noted that at

first IB-DFE iteration, (48) simplifies, corresponding to a lin-

ear Minimum Mean Square Error (MMSE)-based equaliser.

B. IB-DFE WITH SOFT DECISIONS

A way to improve the IB-DFE receiver is to use soft instead

of hard decisions [10]. This improvement is achieved with the

use of a different correlation factor for each symbol compo-

nent instead of one factor that remains constant throughout

the block. In this case, (33) becomes

S̃
(i)
k = ϒ

(
F
(i)
(k,l)Y(k,l)

)
− B

(i)
k S

(i−1)

k , (50)

where S
(i−1)

k denotes the average symbol values conditioned

to the output of the equaliser at iteration i−1.

To obtain the values of S
(i−1)

k , one needs to demodulate

the time domain estimations, s̃
(i−1)
n , into the corresponding

bits of each component. These bits8 can be obtained by

computing the log-likelihood ratios (LLRs) associated with

them. According to [10], the polar representation of the

m-th estimated bit of the n-th transmitted symbol by the

t-th transmitter at iteration i − 1, b̄
(t,m,i−1)
n , is related to

the corresponding LLR, λ
(t,m,i−1)
n , by

b̄(t,m,i−1)
n = tanh

(
λ
(t,m,i−1)
n

2

)
, (51)

with

λ(t,m,i−1)
n = ln



Pr
(
β
(t,m,i−1)
n =1|s̃(t,i−1)

n

)

Pr
(
β
(t,m,i−1)
n =0|s̃(t,i−1)

n

)




= ln




∑
s∈9

(m)
1

e


− |s̃(t,i−1)

n −s|2

2
(
σ
(i−1)
LLR

)2




∑
s∈9

(m)
0

e


− |s̃(t,i−1)

n −s|2

2
(
σ
(i−1)
LLR

)2







, (52)

where β
(t,m,i−1)
n denotes the binary representation of them-th

estimated bit of the n-th transmitted symbol by the t-th trans-

mitter at iteration i − 1, 9
(m)
0 and 9

(m)
1 are the subsets of G

8Here, it will not be specified if these are in-phase or quadrature bits
because the analysis is equal for both components. However, the reader
should be aware that the formulas (51) to (56) refer only one component
(i.e., the BPSK case), being applied to both the in-phase and quadrature
components with their results being combined in (59).

containing a symbol s with β
(t,m,i−1)
n = 0 or 1, respectively,

and
(
σ
(i−1)
LLR

)2
= 1

2
E

[
|s̃(t,i−1)
n − s(t)n |2

]

≈ 1

2Nb

Nb−1∑

n=0

|s̃(t,i−1)
n − ŝ(t,i−1)

n |2, (53)

where ŝ
(t,i−1)
n =IDFT

{
Ŝ
(t,i−1)
k

}
.

Assuming uncorrelated bits and using (3), each of the

components of the soft decision at iteration i − 1 could be

written as

s̄(t,i−1)
n =

√
M−1∑

ip=0

gip

µp−1∏

m=0

(
b̄(t,m,i−1)
n

)γm,ip
. (54)

where s̄
(t,i−1)
n =IDFT

{
S̄
(t,i−1)
k

}
and S̄

(i−1)
k =[S̄

(1,i−1)
k . . .

S̄
(NT ,i−1)
k ]T .

Then, the reliability of one component of the estimates to

be used in the feedback loop at iteration i− 1 is expressed by

ρ(t,i−1)
n =

E

[
s̄
(t,i−1)
n

(
s
(t)
n

)∗]

E

[∣∣∣s(t)n
∣∣∣
2
]

=
∑√

M−1
ip=0 |gip |2

∏µp−1

m=0

(
ρ
(t,m,i−1)
n

)γm,ip

∑√
M−1

ip=0 |gip |2
, (55)

where ρ
(t,m,i−1)
n is the reliability of the m-th estimated bit of

the n-th transmitted symbol by the t-th transmitter at iteration

i− 1, and it is given by

ρ(t,m,i−1)
n = tanh

(
|λ(t,m,i−1)
n |

2

)
. (56)

When using soft decisions, the reliability is already

included in S
(i−1)

k . Therefore, in this case, (49) does not need

to include it in its calculation and becomes

B
(i)
k =

(
1

L

L−1∑

l=0

F
(i)
(k,l)H

eq
(k,l)

)
− INT . (57)

On the other hand, the feedforward coefficients are still

obtained by (47), but (48) becomes

3(k,l)=
(
1

γ
INT +

(
INT −

(
̺(i−1)

)2)

×
(
L−1∑

l=0

(
H
eq
(k,l)

)H
H
eq
(k,l)

))−1

, (58)

where ̺(i−1) denotes a diagonal matrix with each element

given by

ρ(t,i−1) = 1

2Nb

Nb−1∑

n=0

(ρ(I )
n + ρ(Q)

n ), (59)
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with ρ
(I )
n and ρ

(Q)
n obtained using (55) applied to the in-phase

and quadrature components, respectively.9

C. BER PERFORMANCE WITH IB-DFE

FOR OFFSET SIGNALS

In this subsection, the BER performance with IB-DFE for

offset signals is evaluated. We considered a system with

NT = 16 transmitters each one with one antenna, NR =
Rb×Ru = 4×16 = 64 reception antennas with the Ru groups

uncorrelated (i.e., ρu = 0), and a clustered mmWave channel

[21] with 4 clusters, each one with 3 rays each. The block size

is Nb = 256 and the constellation 4-OQAM. Since we want

to employ grossly nonlinear amplifiers, requiring constant or

almost constant envelope signals, a sine arcade has been used

as pulse shaping producing a Minimum Shift Keying (MSK)

signal, i.e,

p(τ ) = sin(πτ/Ts), 0 ≤ τ ≤ Ts. (60)

This is not a problem at mmWave where there is huge

bandwidth, allowing the relief of the bandwidth constraint to

obtain signals with constant envelope that could be amplified

with nonlinear amplifiers.

Fig. 4 present IB-DFE results at 1st and 4th iterations. It is

possible to see that after 4 iterations the results are closer

to the MFB, but for the linear FDE (i.e., when only one

iteration is used), the performance is poor due to the high IQI

levels. In that sense, equalizers with better performance in the

first iteration should be developed, ensuring that the receiver

converges in few iterations and reducing its complexity. It can

also be observed that the diversity effect created by oversam-

pling, that enhances the results for the first iteration, almost

vanish after a few iterations.

IV. PRAGMATIC RECEIVER FOR OFFSET SIGNALS

Since the problem of equalizing offset signals resides on the

IQI, ensuring a perfect match in the pulse shaping may be

fundamental to minimise it. In conventional IB-DFE receiver

design, pulse shaping effects are assumed to be together with

the channel response, and they are estimated and recovered at

the same time. As the pulse shaping is chosen to ensure the

first Nyquist criterion, it is known a priori. Therefore, in [15],

it was suggested a pragmatic approach for SISO where pulse

shaping is assumed to be perfectly matched and the receiver

only tries to equalize the channel response. Here, a receiver

based on that concept is derived for MIMO and its BER

performance is also evaluated.

The pragmatic receiver is also iterative and could also

use hard or soft decisions.10 However, instead of equalizing

and recovering the signal at the same time, i.e., taking into

account the contribution of the multiple replicas of the signal

created by the diversity effect introduced by oversampling,

9Here, the superscripts (t, i−1) have been omitted to lighten the notation.
10Without loss of generality, from now on, only soft decisions will be

considered. The analysis for soft decisions for the remaining equalizers is
similar to the IB-DFE case and it follows the lines of subsection III-B.

FIGURE 4. BER performance comparison of the (a) 1st and (b) 4th
iteration of IB-DFE with NT = 16 transmitters each one with one antenna
and a base-station with NR = Rb × Ru = 4 × 16 = 64 reception antennas
with the Ru uncorrelated antenna groups, i.e., ρu = 0.

the pragmatic approach equalizes the oversampled signals.

Hence, the output of the equaliser is given by

˘̃S
(i)

(k,l) = F
(i)
(k,l)Y(k,l) − B

(i)
(k,l)

¯̆
S
(i−1)
(k,l) (61)

with

F
(i)
(k,l) = κE

(i)
(k,l)P

∗
(k,l) (62)

where the feedforward filter F
(i)
(k,l), at each iteration i, is prag-

matically considered as the product of the pulse shaping

matched filter P∗
(k,l) and the filter E

(i)
(k,l) that tries to equalize

the channel. This results in

˘̃S
(i)

(k,l) = κE
(i)
(k,l)P

∗
(k,l)

(
P(k,l)H(k,l)S̆(k,l) + N(k,l)

)
−B

(i)
(k,l)

¯̆
S
(i−1)
(k,l)

= |P(k,l)|2κE(i)
(k,l)H(k,l)S̆(k,l) + κE

(i)
(k,l)P

∗
(k,l)N(k,l) −

−B
(i)
(k,l)

¯̆
S
(i−1)
(k,l) . (63)

Only after the equalization process, the signal is down

sampled using (32), i.e. the estimated signal is given by

S̃
(i)
k = ϒ

(
˜̆
S
(i)

(k,l)

)
. (64)

Using an MMSE criterion like in the previous section,

it can be shown that the feedforward coefficients excluding
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FIGURE 5. BER performance comparison between IB-DFE and pragmatic
receivers for a 4-OQAM constellation with L = 2, using multiple iterations
with NT = 16 transmitters each one with one antenna, NR = Rb ×

Ru = 4 × 16 = 64 reception antennas with the Ru uncorrelated,
i.e., ρu = 0.

the pulse shaping matched filter are given by

E
(i)
(k,l) = 3(k,l)

(
H(k,l)

)H
, (65)

with

3(k,l)=
(
1

γ
INT +

(
INT −

(
̺(i−1)

)2) (
H(k,l)

)H
H(k,l)

)−1

.

(66)

and κ being a diagonal normalisation matrix ensuring

1

LNb

Nb−1∑

k=0

L−1∑

l=0

Tr
(
E
(i)
(k,l)H(k,l)

)
= NT . (67)

The feedback coefficients for iteration i are given by

B
(i)
(k,l) = F

(i)
(k,l)H(k,l) − INT . (68)

A. BER PERFORMANCE WITH PRAGMATIC RECEIVER

In this subsection, the same system tested in section III-C is

used. By observing Fig. 5, we can see that the first iteration

of the pragmatic receiver presents a very good performance,

with results closer to the MFB, contrarily to the IB-DFE

first iteration that cannot converge. Clearly, the first itera-

tion presents a good estimation and the second iteration the

pragmatic receiver continues to be better than a conventional

IB-DFE. However, in the fourth iteration the performance

becomes similar for both.

Although the results are similar when using iterations and

it is almost indifferent which receiver its used, when trying

to reduce the complexity, using less iterations, the pragmatic

is the best choice, presenting a good performance even in its

linear form. Nevertheless, it still requires matrix inversions,

requiring high complexity.

V. LOW COMPLEXITY RECEIVERS FOR OFFSET SIGNALS

As matrix inversions could be a problem in m-MIMO

schemes, receivers based on Maximum Ratio Combin-

ing (MRC) and Equal Gain Combining (EGC) concepts [18],

[20] present lower complexity than conventional IB-DFE

receivers or pragmatic approaches.

A. MOTIVATION

The MRC and EGC techniques are appropriate when

NR/NT ≫ 1 (which is a reasonable approach for the uplink of

m-MIMO systems) and the channels between different trans-

mit and receive antennas have a small-to-medium correlation.

In fact, for the next generation systems, these conditions can

be verified, andMRC and EGCbased receivers could be a low

complexity solution for equalization, presenting very good

performance.

These low complexity approaches take advantage of the

fact that the cross-correlation between the columns of the

channel matrix is relatively low, which means that the cor-

responding Gramian matrix
(
H(k,l)

)H
H(k,l) is almost diag-

onal for MRC, as well as, the matrix ej arg(H(k,l))H(k,l) for

EGC. Fig. 6 shows a color map of the absolute value

of the Gramian matrix
(
H(k,l)

)H
H(k,l) and the matrix

ej arg(H(k,l))H(k,l) for different correlation values and two dif-

ferent systems with NT=16 and NR=Rb×Ru=4 × 16=64 or

NR=Rb×Ru=4×8=32.

In the first column of Fig. 6, it is shown that the most

significant values are always in the main diagonal, with val-

ues outside the main diagonal increasing a little when the

correlation becomes high, showing that MRC principle is

valid when correlation is low. However, in this case, we are

considering the same number of transmitters antennas and

low correlated groups Ru and a ratio NR/NT = 64/16 = 4.

When the ratio is decreased, as for a system with NT = 16

and NR = Rb × Ru = 4 × 8 = 32, even for low correlation

values, the difference between the main diagonal and the

remaining values becomes reduced and for high correlation

values, it is almost indistinguishable, as can be seen in the

middle column of Fig. 6. Therefore, to have better results

with MRC, we should have at least the same number of low

correlated antennas at the reception than at the transmission

and to cope with scenarios with high correlation between

reception antennas, their number should increase to fight this

drawback.

At last, in the last column of Fig. 6, we see the matrix of

ej arg(H(k,l))H(k,l), showing that the same conclusions taken for

the MRC approach are also valid to EGC approach.

B. ITERATIVE MRC AND EGC EQUALISERS

It should be noted that, although the of-diagonal elements

of the Gramian matrix converge to zero as we increase the

number of receive antennas, the total power of them can

still be similar to the power of the elements at the main

diagonal when NT is similar to NR. For this reason, MRC

or EGC receivers are only appropriate for the case when

NT ≪ NR. Since next generation communication systems can

be designed to have high NR/NT ratios and many antennas

that can be placed with distances of multiple wavelengths in

a small space, especially for systems operating at mmWave

frequencies, there will be conditions to use low complexity

MRC and EGC based receivers. To adapt these receivers

to offset signals, the pragmatic approach can be employed,
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FIGURE 6. Color map representing the magnitude of the absolute value of the Grammian matrix
(

H(k,l )

)H
H(k,l ) in a system with NT = 16 for

(a) ρu = 0.1 and (b) ρu = 0.9.

FIGURE 7. BER performance comparison of the 4th iteration of multiple receivers with NT = 16 transmitters each one with one antenna,
NR = Rb × Ru = 4 × 16 = 64 reception antennas with the Ru uncorrelated, i.e., ρu = 0 for a) 4-OQAM, b) 16-OQAM and c) 64-OQAM constellations,
with L = 2.

equalizing only the oversampled signal, instead of equalizing

and recover at the same time, and assuming pulse shaping

perfect matching. Therefore, the output of the equaliser is

given by

˜̆
S
(i)

(k,l) = F(k,l)Y(k,l) − B(k,l)
¯̆
S
(i−1)
(k,l) , (69)

followed by averaging according to (32), i.e., with result at

the end of the i-th iteration being computed as in (64). The

main differences to the previous approach are that instead

of obtaining the feedforward coefficients through high com-

plexity equations like (65) and (66), with the inversion of

huge matrices for each frequency, MRC or EGC schemes use

feedforward coefficients that are simpler to determine like

the Hermitian of the channel and the phase of the channel

elements, and that do not depend on the iteration.11

Hence, the feedfoward coefficients for both equalizers are

given by

F(k,l) = E(k,l)P
∗
(k,l), (70)

with E(k,l) varying accordingly the chosen method.

11It should be noted that, as in the MRC and EGC receiver of [20],
the iterations are still required to cancel the residual inter-user interference
levels, but feedforward and feedback filters are kept unchanged along the
iterations.
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FIGURE 8. BER performance comparison at the 4th iteration of multiple receivers with NT = 16 transmitters each one with one antenna,
NR = Rb × Ru = 4 × 16 = 64 reception antennas with variant correlation for a) 4-OQAM, b) 16-OQAM and c) 64-OQAM constellations with
L = 2 using the Eb/N0 values present in table 2.

FIGURE 9. BER performance comparison at the 4th iteration of multiple receivers with NT = 16 transmitters each one with one antenna,
NR = Rb × Ru = 4 × 32 = 128 reception antennas with variant correlation for a) 4-OQAM, b) 16-OQAM and c) 64-OQAM constellations with
L = 2 using the Eb/N0 values present in table 2.

TABLE 2. Eb/N0 at 10−4 of MFB for different constellations.

For the MRC equaliser, we have

E(k,l) = κHH
(k,l), (71)

where κ denotes a normalisation diagonal matrix whose the

(t, t)-th element is given by

κ (t,t) =


 1

LNb

L−1∑

l=0

Nb−1∑

k=0

NR∑

r=1

∣∣∣H (r,t)
(k,l)

∣∣∣
2




−1

. (72)

For the EGC receiver, we have

E(k,l) = κAH
(k,l), (73)

with the elements of Ak given by

A
(r,t)
(k,l) =

H
(r,t)
(k,l)

|H (r,t)
(k,l) |

= e
j arg

(
H

(r,t)
(k,l)

)

, (74)

and κ denoting a normalisation diagonal matrix whose the

(t, t)-th element is given by

κ (t,t) =


 1

LNb

L−1∑

l=0

Nb−1∑

k=0

NR∑

r=1

∣∣∣H (r,t)
(k,l)

∣∣∣




−1

. (75)

TABLE 3. Number of FLOPs - general operations.

Hereupon, it can easily be shown that the optimum values

of Bk are given by

B(k,l) = F(k,l)H(k,l) − INT . (76)

The remaining process is equal to the one presented for the

conventional IB-DFE or the pragmatic receivers. Therefore,

iterative receivers based on MRC and EGC concepts are

very similar to IB-DFE and pragmatic receivers but with the

advantage of having fixed F(k,l) and B(k,l) matrices for the

different iterations and not requiring complex matrix inver-

sions, while obtaining almost the same BER performance

for scenarios with NT ≪ NR and low correlation between

antennas, as it will be shown in the next subsection.

C. BER PERFORMANCE ANALYSIS WITH LOW

COMPLEXITY RECEIVERS

In this subsection, the system presented in section II is

used in a BER performance comparison for the receivers
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TABLE 4. Total number of FLOPs.

previously presented. We considered a system with NT = 16

transmitters each one with one antenna and multiple con-

figurations of the reception antennas. The mmWave channel

already described was considered with Nch_clu = 4 clusters

of Nray_clu = 3 rays each. The block size is Nb = 256

and different constellation sizes are tested. As previously,

the pulse shaping is a sine arcade.

We start to test the scenario with NR = Rb × Ru = 4 ×
16 = 64 reception antennas with the Ru groups uncorrelated,

i.e., ρu = 0. These results are presented in Fig. 7. We can

see that when using 4 iterations the low complexity receivers,

especially the MRC, present a very good performance, close

or even better than the IB-DFE and pragmatic approaches

for 4-OQAM and 16-OQAM. This fact, allied to their low

complexity, makes them a suitable choice for m-MIMO sys-

tems like the one herein described. However, for greater

constellations such as 64-OQAM, their performance becomes

poor. Since it was considered a scenario where the Ru were

uncorrelated, the only way to improve the BER performance

in 64-OQAM is to increase the number of reception antennas.

Therefore, we studied the BER performance when vary-

ing the correlation factor ρu for a given Eb/N0 and for

different number of reception antennas. The Eb/N0 values

chosen correspond to the MFB at 10−4 and its value is

presented in table 2.

In Fig. 8, the BER results for the scenario previously pre-

sented with NR = Rb×Ru = 4×16 = 64 reception antennas

are depicted only for ρu ≥ 0.4 because below this value there

are no gains. It is shown that for 4-OQAM theBER is constant

until the correlation reaches about 0.8 for all receivers. This

limit is similar when considering 16-OQAM and 64-OQAM

using IB-DFE or pragmatic receivers. However, as expected

MRC and EGC are more sensible to the correlation factor,

with MRC starting to be affected at ρu = 0.5 for 16-OQAM

and both of them not being below 10−2 for 64-OQAM.

On the other, when the number of antennas is increased to

NR = Rb × Ru = 4 × 32 = 128 reception antennas, the per-

formance of MRC and EGC improves substantially, even for

64-OQAM constellations, being only affected when ρu ≥ 0.8

for the more complex methods as seen in Fig. 9. Therefore,

once more it is shown that for an m-MIMO scenario at

mmWaves, MRC is a low complexity alternative to other

methods presenting the same or even better performance.

We have also performed simulations for an even harder

case, where it was considered a system with NR = Rb×Ru =
8×32 = 256 reception antennas and 64-OQAM. The results
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TABLE 5. Number of FLOPs for the different m-MIMO scenarios.

obtained were similar to the ones presented in Fig. 9(c),

reinforcing the conclusions previously drawn, and for that

reason they are not here presented. Simulation tests to study

the impact of the diversity effect created by oversampling as

also been conducted. It was also seen that, as long as L≥2,

the diversity effect created by oversampling does not affect

the BER performance when iterations are used and once

more the results are not presented.

The hereby BER results show that low complexity

receivers present performance very close to the MFB, with

MRC being the best receiver tested, but they are more sen-

sitive to correlation between antennas. However, when under

favorable conditions, i.e., for m-MIMO scenarios with hun-

dreds of antennas, they present the same behavior of IB-DFE

or pragmatic approaches, only being affected for ρu ≥ 0.8

values. Hence, considering their low complexity, they are a

suitable choice to use in the next generation communication

systems.

VI. COMPLEXITY ANALYSIS

In this section, a complexity analysis for the different equaliz-

ers presented in this work is performed. The equalizers here

analyzed are: conventional IB-DFE, pragmatic and iterative

MRC and EGC. The analysis for conventional IB-DFE and

pragmatic approaches is only done for its linear part, that

in the case of IB-DFE corresponds to an MMSE equaliser.

This decision resides in the fact that the iterative MRC and

EGC with just 4 iterations present better results and much

lower complexity (as it will be shown) than conventional

IB-DFE and pragmatic linear approaches, while performing

very close to MFB. Therefore, it is not worthy to perform

iterative conventional IB-DFE and pragmatic since results

will be similar to the iterative MRC and EGC but with much

higher complexity.

This analysis is performed per frequency k (i.e., at symbol

rate 1/Ts) to ensure a fair comparison when oversampling is

used, since the various methods deal with it in different ways.

Also, the number of FLOPs is used as comparison method

and only the calculus directly related to the MIMO equal-

ization procedure are included. We consider, as in [29], that

the operations +,−,×,/, and square root in the real domain

require one FLOP. The number of required FLOPs for the

remaining matrix and scalar operations used in this analysis

are in Table 3. It is considered that c is a real scalar, w and

z are complex numbers, A, B and C are arbitrary matrices of

complex coefficients with dimensions N×P, P×T and P×P,
respectively, D is a diagonal matrix of complex coefficients

with dimensions P×P, I is the P×P identity matrix and v is

an arbitrary vector of complex coefficients with size P × 1.

AH represents the Hermitian of the matrix A, whose calculus

is considered that does not require any FLOP and L is the

oversampling factor.

The demonstration for the values present in Table 3 is

straightforward, with the exception of the first two properties.

The number of FLOPs to obtain the product of a matrix by

its Hermitian, i.e. the Gramian matrix AHA, follows from

[30]. For the inversion of a matrix, it is considered the Gauss

algorithm, with complexity presented in [31].

Table 4 presents the number of FLOPs of each algorithm

stage, considering the equations presented in the previous

sections. As this analysis is made per frequency k and κ is

equal for every frequency k , it only needs to be computed

once and the calculus of its complexity is divided by Nb.

Note that for the iterative MRC and EGC equalizers, when

estimating S̃k , the first iteration corresponds to the linear

equaliser (31), and in the following iterations only the product

B(k,l)
¯

S
(i−1)
(k,l) and its subtraction from the result of (31) has to

be computed, since the matrices F(k,l) and B(k,l) are fixed;

thus each additional iteration adds just a small computational

burden.

Table 4 shows that there is an improvement in reduc-

ing the computational complexity of the overall system

when employing the iterative MRC and EGC in compar-

ison with the first iteration of conventional IB-DFE and
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pragmatic receivers. Moreover, we see that conventional

IB-DFE is more dependent on the oversampling factor, while

the remaining methods only depend on it in the calculus of κ

and the when employing ϒ function to recover the original

symbols.

An important result that can be taken from Table 4

is the asymptotic complexity reduction when NR/NT≫1.

From the table analysis, it can be concluded that MMSE

and pragmatic present an asymptotic complexity of ( 8
3
+

(4L + 8)(NR/NT ))N
3
T and ( 8

3
+ 12(NR/NT ))N

3
T , respectively,

while for the iterative MRC and EGC is (8(NR/NT ))N
3
T .

By performing the ratios of the asymptotic complexities,

one gets

FLOPsMRC/EGC

FLOPsMMSE
≈

NR
NT

≫1

8(NR/NT )
8
3

+ (4L + 8))(NR/NT )
→ 8

4L + 8

(77)

and

FLOPsMRC/EGC

FLOPsPragmatic
≈

NR
NT

≫1

8(NR/NT )
8
3

+ 12(NR/NT )
→ 2

3
, (78)

which means that the complexity reduction converges asymp-

totically to 33% comparing with the pragmatic approach and,

at least, 50% (considering L = 2) when comparing with

MMSE. Note that for moderate values of NR and NT , this

may not seem a substantial reduction regarding the number of

computed FLOPs. However, for m-MIMO scenarios, where

it is necessary to deal with high dimension matrices, this

reduction is noticeable, and it may correspond to the savings

of hundreds of thousands of FLOPs as shown in Table 5.

VII. CONCLUSIONS

In this paper, we considered the use of offset constellations

in m-MIMO systems operating at mmWave frequencies. The

transmitted signals were designed to be compatible with

strongly nonlinear power amplifiers, since they either have an

almost constant envelope (as in the OQPSK case) or can be

decomposed as the sum of constant-envelope OQPSK com-

ponents, making them compatible with strongly nonlinear

power amplifiers.

To equalize this type of signals, we proposed low com-

plexity frequency-domain receivers. In m-MIMO scenarios,

it is shown that the proposed receivers can have performance

close to the MFB, while achieving a complexity at least

33% lower than conventional methods that employ matrix

inversions, making them particularly interesting for future

wireless systems operating at mmWave bands.

LIST OF SYMBOLS

LETTERS

bmn : polar form of m-th bit of symbol sn
b̄
(t,m,i−1)
n : polar form of the m-th estimated bit of the n-th

transmitted symbol by the t-th transmitter at iteration i− 1

B
(i)
k : matrix of the feedback filter coefficients at iteration i

E
(i)
(k,l): feedforward coefficients at iteration i excluding the

pulse shaping matched filter

fc: carrier frequency

F
(i)
(k,l): matrix of the feedforward filter coefficients at

iteration i

gi: coefficients of polar decomposition

Hk ′ : channel frequency response

H
eq

k ′ : equivalent channel frequency response including

pulse shaping filter

J
(i)
k : Lagrange function at iteration i

L: oversampling factor

M : number of constellation points

Np: number of polar components

NR: number of reception antennas

NT : number of transmission antennas

Nb: block size

Nch_clu: number of clusters

Nray_clu: rays per cluster

Nray: number of channel paths

p(τ ): Nyquist supporting pulse

pn′ : sampled version of the pulse shaping filter at the rate

L/Ts
Pk ′ : Nb-size DFT of pn′

Rb: beamforming antennas

Ru: spatial multiplexing antennas

snp : symbol of a constellation

s
(t)
n : symbol transmitted by the t-th antenna composed by

in-phase
(
s
(t,I )
n

)
and quadrature

(
s
(t,Q)
n

)
components

s̆
(t)
n′ : symbol s

(t)
n at oversampling rate L/Ts

ŝ
(t)
n : hard-decision time domain blocks

s̄
(t)
n : average time-domain blocks conditioned to the output

of the equaliser

S
(t)
k : Nb-size DFT of s

(t)
n

S̆
(t)
k ′ : Nb-size DFT of s̆

(t)
n′

S̃
(t)
k : estimation of the transmitted symbol S

(t)
k

˜̆
S
(t)

k ′ : estimation of the oversampled transmitted symbol S̆
(t)
k ′

Ŝ
(i)
k : DFT of the hard-decision time domain blocks at iter-

ation i

S̄
(i)
k : DFT of the average time-domain blocks, s̄

(i)
n

Ts: symbol’s duration

W: Hadamard matrix

x(τ ): passband signal

x̆(t)(τ ): complex equivalent baseband signal transmitted by

the t-th antenna

x̆
(t)
n′ : sampled version of x̆(t)(τ ) at a rate L/Ts

X̆
(t)
k ′ : Nb-size DFT of x̆

(t)
n′

Y
(r)
k ′ : signal received by the r-th antenna

GREEK LETTERS

βmn : m-th bit of symbol sn
β
(t,m,i−1)
n : binary representation of them-th estimated bit of

the n-th transmitted symbol by the t-th transmitter at iteration

i− 1
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1
(t,i)
k : zero-mean quantisation error for the t-th transmitter

at iteration i

γ : Signal-to-Noise Ratio (SNR)

γm,i: m-th bit of the binary representation of i

G: set of constellations symbols

κ : normalisation matrix

λ
(i)
k : Lagrange multiplier at iteration i

λ
(t,m,i−1)
n : LLR of the m-th estimated bit of the n-th trans-

mitted symbol by the t-th transmitter at iteration i− 1

µ and µp: number of bits representing symbols sn and snp ,

respectively

�
(t,i)
k : MSE of the t-th transmitter at iteration i

9
(m)
0 and 9

(m)
1 : subsets of G containing a symbol s with

β
(t,m,i−1)
n = 0 or 1, respectively

ρu: correlation factor between adjacent clusters

ρ
(t,m,i−1)
n : reliability of the m-th estimated bit of the n-th

transmitted symbol by the t-th transmitter at iteration i− 1

̺(i): diagonal matrix of correlation factors at the iteration i

σ 2
sn
: constellation power(

σ
(i)
LLR

)2
: LLR’s variance at iteration i

τ : temporal index

2k ′ : time-shifting factor of DFT

ϒ (.): function denoting average in L
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