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ABSTRACT 

The minimizations of the storage space and transmission time 

are the two most important riding factors in image compression 

for telemedicine. Keeping this in view this paper intend to focus 

on a comparative investigation of three near lossless image 

compression technique, NLIC (near lossless image 

compression), SPIHT with DWT (Discrete Wavelets 

Transform), RLE (Run Length Encoding) with DCT (Discrete 

Cosine Transform). These techniques are analyzed and tested on 

various type of square state of art photographic images and 

medical images. The performance evaluation parameters like 

PSNR (Peak Signal to Noise Ratio), CR (Compression Ratio), 

RMSE (Root Mean Square Error), Computational time (CT) are 

calculated to evaluate the performance of mentioned near 

lossless image compression techniques.   

General Terms 
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Keywords 
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1. INTRODUCTION 
Every year, terabytes of medical image data are generated 

through advance imaging modalities such as magnetic resonance 

imaging (MRI), ultrasonography (US), computed tomography 

(CT), digital subtraction angiography (DSA), digital 

fluorography (DF), positron emission tomography (PET), X-rays 

and many more recent techniques of medical imaging. These all 

medical images have wide application in Telemedicine which is 

the provision of health care services via interactive audio and 

data communication. It is digitized and computerized process 

incorporating many technologies like communication, database, 

and user interface medical science while the foundation of it is 

communication. As the medical image is very big transmission 

and storage in medical image often cause difficulty. For example 

a single 2048x2048 X-ray image may use 4 megabytes and 

transmitting it over a telephone line operating at 9600 bps may 

take one hour, which would be very inefficient. So, if we want 

to get better performance, we‟ll have either to increase 

bandwidth of communication channel or to apply compression 

during transmission. The increase in channel bandwidth may 

increase the cost of the network and in view of that the work in 

this manuscript has been focused on image compression during 

transmission is a good choice. 

In the recent decade time, development in image coding research 

has lead to the emergence of the various lossy and lossless 

image compression standards. However, storage and 

transmission of digital images are still demanding for a higher 

compression rates than ever due increasing bandwidth 

requirement. Digital images are mainly compressed on the basis 

of redundancy in two possible ways lossy and lossless. If the 

exact reconstruction of original image can be achieved, it is 

called lossless image compression otherwise it is called lossy 

image compression. In the most recent developments in image 

coding, researchers have been found concentrating on the 

methodologies where combined lossy and lossless compression 

approaches could be used in order to achieve the acceptable 

compression without sacrificing the signal strength (PSNR). So, 

on the same line of research the literature has been introduced in 

the following section.   

The lossless image compression is the most desired way of 

compression but it suffers from a huge drawback of low 

compression ratio. The latest lossless compression standard 

JPEG-LS (Yang et al. 2005, Marcos et al., 2008) aims efficient 

lossless image compression with low complexity. In the view of 

this several algorithms are proposed like LOCO-I (Low 

Complexity Lossless Image Compression) (Weinberger et al., 

2000), CALIC (Context-based Adaptive Lossless Image 

Compression) (Wu et al., 2000). 

Various forms of image compression techniques mainly taken 

into consideration for improving performance evaluation 

parameters which comes under near lossless image compression 

are stated and describe under the following. The first one known 

as (Run length Encoding) (Wei Haung et al. 2000) which greatly 

has been found improving the compression performance and 

also the security level.  This work employs scrambling method 

which is fast, simple to implement and it provides security. 

Lossless compression ratios and distortion performance of this 

method has been found better than other lossless techniques. The 

second one known as low-complexity embedded compression 

(EC) algorithm for the JPEG2000 (Chang-Hoon Son et al 2010) 

which efficiently reduces memory requirements. EC algorithm 

has reported a fixed compression ratio of 50% under the near-

lossless compression constraint. Most recently, the differential 

pulse code modulation (DPCM) combined with hierarchical 

oriented prediction (HOP) (Taquet et al 2010) in order to 

provide resolution scalability with better compression 

performances. Moreover, they also have achieved lossless 

compression results which are about 4% better than resolution 

scalable JPEG2000 and close to non scalable CALIC on a large 

scale database. 
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Various application of the above said methods which has wide 

acceptability in fields like Telemedicine, Tele-consultation 

(M.A. Ansari et al, 2005), Medical Imaging (Shaou-Gang Miaou 

et al. 2009).By overlooking at the above image compression 

scenario, it is found still lagging in terms of complexity of 

algorithm, compression efficiency and process time which 

demand further improvements for more storage and faster 

transmission. 

In this paper three near lossless image compression has been 

investigated one is NLIC (near lossless image compression) 

which perform initially lossy preparation of image with  DCT 

(Discrete Cosine Transform) followed by lossless Huffman 

Coding, Second one  RLE with DCT which perform  initially 

lossy preparation with DCT followed by lossless run length 

coding,  last one is  SPIHT with DWT which perform initially 

lossy preparation with DWT followed by lossless JPEG 

encoding based on SPIHT techniques. These techniques are 

tested on various kinds of square photographic and medical 

images and compared by evaluating various performance 

evaluation parameters like compression ratio, peak signal to 

noise ratio, root mean square error.  

2. PERFORMANCE EVALUATION 

PARAMETERS 
Mean square error: It is cumulative square difference between 

original and decompressed image 

 

Where  represent original and decompressed 

image respectively 

Peak Signal to noise ratio: Here signal is the original image 

and noise is the error in decompression. 

 

Compression ratio: Compression Ratio (CR) is defined as 

number of bit to represent the size of original image to the no of 

bit to represent the size compressed image. Compression ratio 

show that how much times the image has been compressed. 

  

where n1, n2 represent the number of bit required to represent 

the original and compressed image. All above parameter are 

calculated using NLIC technique. 

Computational Time: Computational time (CT) is the time 

required to carry out the compression and decompression 

operation on the image. 

3. OVERVIEW OF NEAR LOSSLESS 

IMAGE COMPRESSION TECHNIQUES 
Fig. 1 shows general diagram of low complexity near lossless 

image compression and decompression techniques. The 

transformation like DCT, DWT is applied on the gray values of 

the image and then on transformed gray values entropy encoding 

like Huffman, RLE, SPIHT techniques is applied for JPEG 

image compression and for decompression reverse step of above 

procedure are applied. These technique are discussed as follows 

3.1 Near Lossless Image Compression 

(NLIC) 
In low complexity NLIC method, firstly the image must be 

transformed into the frequency domain. The transformed matrix 

of DCT coefficients of an image is then decomposed in blocks 

of size 8x8 and each 8x8 block of stream line DCT coefficient is 

encoded by the JPEG standard algorithm based on lossless 

Huffman coding. In decompression phase of NLIC, the image is 

reconstructed by applying Huffman decoding followed by IDCT 

inverse transform applied to the linearly scanned 8*8 block of 

data. 

3.1.1 Discrete Cosine Transform (DCT) 
The DCT (Suzuki et al. 2010) compression method is a one of 

the examples of a transform compression. Rather than simply 

trying to compress the pixel values directly, the image is first 

transformed into the frequency domain. Compression can now 

be achieved by more coarsely quantizing the large amount of 

high-frequency components usually present. This algorithm first 

break the image into  block and scanning from left to right, 

top to bottom, DCT applied at each block by evaluating the 

given expression. 

 

 

DCT is applied at the time of image compression and for 

decompression of an image reverse process of DCT, i.e. called 

IDCT (Inverse Discrete Cosine Transform) applied which  is 

calculated by evaluating the given expression 

 

where  is same as given above. 

3.1.2 Huffman Coding 
Huffman code procedure is based on the following two 

observations (Hu et al., 2000).                                             

a. More frequently occurred symbols will have shorter 

code words than symbol that occur less frequently. 

b. The two symbols that occur least frequently will have 

the same code length.  
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The Huffman code (Lakhani, G 2003) is designed by merging 

the lowest probable symbols and this process is repeated until 

only two probabilities of two compound symbols are left and 

thus a code tree is generated and Huffman codes (Bhushan et al., 

2009) are obtained from labelling of the code tree. After the 

code has been created, coding and/or decoding is accomplished 

in a simple look-up table manner. The code itself is an 

instantaneous uniquely decodable block code. It is called a block 

code, because each source symbol is mapped into a fixed 

sequence of code symbols. It is instantaneous, because each 

code word in a string of code symbols can be decoded without 

referencing succeeding symbols. It is uniquely decodable, 

because any string of code symbols can be decoded in only one 

way. Thus, any string of Huffman encoded symbols (Howard et 

al., 1992) can be decoded by examining the individual symbols 

of the string in a left to right manner. 

 
Fig 1: General Flow graph of near lossless image compression and decompression techniques 

3.2 SPIHT-DWT Coding 
SPIHT is well known image compression technique, used for 

near lossless image compression. SPIHT as probably the most 

widely used wavelet based algorithm for image compression, 

providing a standard of comparison for subsequent algorithms.. 

It first converts the image into its wavelet transform and then 

transmits information about the wavelet coefficients. The 

decoder uses the received signal to reconstruct the wavelet and 

performs an inverse transform to recover the image. We selected 

SPIHT because SPIHT and its predecessor, the embedded zero 

tree wavelet coder, were significant breakthroughs in still image 

compression in that they offered significantly improved quality 

over vector quantization, JPEG, and wavelets, while not 

requiring training and producing an embedded bit-stream. 

SPIHT used three ordered list LIS, LIP, LSP which is defined as 

LIS List of insignificant sets: contains sets of wavelet 

coefficients which are defined by tree structures, and which had 

been found to have magnitude smaller than a threshold (Wen et. 

al (2005)) (are insignificant). The sets exclude the coefficient 

corresponding to the tree or all sub tree roots, and have at least 

four elements. LIP List of insignificant pixels: contains 

individual coefficients that have magnitude smaller than the 

threshold. LSP List of significant pixels: pixels found to have 

magnitude larger that the threshold (are significant) 

During the encoding process these LIP, LSP, LIS subsets are 

examined. A subset becomes labeled as significant if any of its 

coefficients has a magnitude larger than a given threshold. Like 

EZW (Thomas et. al (2005)), the significance map encoding (the 

set partitioning and ordering pass) is followed by a refinement 

pass, in which the representation of the significant coefficients is 

refined. Also SPIHT coding can be considered an embedded 

coding that allows progressive transmission. 

3.3 RLE-DCT Coding 
 This technique is quite similar to NLIC.  Compressing an image 

using RLE (et al Al-Wahaib, 2010) is based on the observation 

of selecting a pixel in the image randomly which tends to make 

a good chance that its neighbors will have the same gray values. 

The compressor therefore scans the images row by row, looking 

for runs of pixels of the same color. If the bitmap starts, e.g., 

with 17 white pixels, followed by 1 black pixel, followed by 55 

white ones, etc., then only the numbers 17, 1, 55,... Need be 

written on the output stream. The compressor assumes that the 

images start with white pixels. If this is not true, then the bitmap 

starts with zero white pixels, and the output stream should start 

with the run length 0. The resolution of the images should also 

be saved at the start of the output stream. The size of the 

compressed stream depends on the complexity of the image. 

Resulting that more the detail will present, the worse it will 

make the compression. The prime goal is to reduce the amount 

of data needed to be stored or transmitted. RLE algorithms are 

normally lossless in their operation. However, discarding data 

during the encoding process, usually by zeroing out one or two 

least significant bits in each pixel, can increase compression 

ratios without adversely affecting the appearance of very 

complex images. This RLE variant works well only with real-

world images that contain many subtle variations in pixel values. 

Making it sure that the RLE encoder always stops at the end of 

each scan line of bitmap data that is being encoded a lot Also 

RLE techniques produce varying length of code depending upon 

the color and content of the image it first like NLIC break an 

image into 8x8 block and applying DCT on each 8x8 block for 

transformation in frequency domain to coarsely quantize the 

gray values of the image and then applying run length encoding 

for producing varying length code and for decompression 

reverse process of above techniques is applied. 

Load an Image Apply 

Transformation 

Entropy Encoding 

Compressed Image 

Entropy Decoding Apply inverse 

Transformation 

Decompressed 

Image 
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4. DIFFERENCE BETWEEN JPEG, NLIC, 

RLE WITH DCT 
NLIC and RLE with DCT are the variant of JPEG compression 

with slight modification as Dealing with the 1st step which is to 

apply transformation on image is almost same in the NLIC, RLE 

and JPEG. As under JPEG, DCT technique is applied for 

transforming the image, where as in RLE and NLIC technique 

same DCT method is applied with a slight difference in the 

section of scanning the gray value of the images, As per the 

theory of JPEG, scanning of the image is done in a normal 

zigzag way where as in this paper linearly scanned the gray 

values of the image that is starting from the leftmost value to the 

rightmost value (taking 8x8 value at a time) which also 

contributes in reducing the time complexity of the image, as the 

hoping counts from one pixel to another takes a comparatively 

less distance in the paper which then proportionate in decreasing 

time also. Thus the title Low Complexity also gets its 

justification as the scanning in the very first stage itself is 

reducing the effort required to compress and decompress. 

 

Taking in concern the 2nd step of RLE, NLIC and the JPEG 

technique, the JPEG is equipped with the quantization step, 

which has been removed. As adding quantization step hampers it 

to be reversible in nature, that is to obtain the real input image 

value from the compressed gray values becomes tedious. So, the 

above paragraph throws light on the second difference between 

the JPEG, NLIC and RLE.T his paper dealing with image 

transformation only which is used to coarsely quantize the gray 

values followed by JPEG based encoding and image 

transformation and JPEG based encoding used to exploit 

Interpixel redundancy and coding redundancy. 

 

The 3rd step shows the resemblance in both JPEG and our 

technique as in both the method arithmetic coding is applied to 

compress and decompress the image. 

 

5. RESULT 
The result presented in the paper focuses mainly on compression 

ratio which typically affects the picture quality. Most of the 

times as researchers go on increasing the compression ratio the 

quality of the resulting image use to go down. Thus the tradeoff 

between compression ratio and picture quality is one of the most 

important aspect to consider when compressing images. The 

PSNR is most commonly used to measure the quality of 

reconstruction of near lossless compression and High PSNR of 

the image means image is reconstructed properly with less MSE. 

The tabular comparison is presented in the paper to demonstrate 

the exact comparison with some numerical proof that NLIC 

technique supersites the other methods on some performance 

evaluation parameters like CR, PSNR, CT, MSE. The results in 

the table are the outcome of the techniques (NLIC and SPIHT, 

RLE) applied over various standard square photographic and 

medical images whose results in the form of evaluating 

performance evaluation parameters like compression ratio (CR), 

peak signal to noise ratio (PSNR), mean square error (MSE) and 

Computational time (CT) are shown below in Table 1 and table 

2. From table 1, 2 it also makes clear that SPIHT technique 

gives the fixed reduction (around 10 times) in size of image and 

also maintain the low complexity which is to be measured by 

calculating the computational time for compression and 

decompression of image. Also it suffers from a problem having 

high average mse and low psnr as compared to other techniques 

RLE and NLIC. RLE with DCT gives better performance in 

context of mse and psnr but have a less compression ratio as 

compared to other two techniques.  

 

 

Fig 2: (a) Original Image of size 512x512 before 

compression, (b) Decompressed Image using NLIC, (c) 

Decompressed Image using SPIHT with DWT (d) 

Decompressed Image using RLE with DCT 

  

 

Fig 3: (a) Histogram of  Original Image of size 512x512  (b) 

Histogram of  Decompressed Image of  NLIC technique (c) 
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Histogram of  Decompressed  Image SPIHT with DWT 

technique (d) Histogram of  Decompressed Image of  RLE 

with DCT  

It also suffer from huge disadvantage as size of the image 

increases than time required to compress and decompress the 

image will increase, so it unable to maintain the low complexity 

in context of Computational time. An NLIC technique gives the 

better performance evaluation parameters parameter of image as 

compared to other two techniques which are presented in Table1 

and Table 2. Fig. 2 (a) shows the original image before 

compression and Fig. 2(b), 2(c), 2(d) resultant image after 

decompression using NLIC technique, SPHIT with DCT, RLE 

with DCT of size 512x512 respectively. 

 

 

 

 

 

Fig 4: Shows Various Medical and Standard Digital images 

used in near lossless image compression on which 

performance evaluation parameters are calculated and 

presented in Table 1 and Table 2 

Fig. 3(a) shows the histogram of original image before 

compression and Fig. 3(b), 3(c), 3(d) histogram of resultant 

decompressed image of size 512x512 using NLIC, SPIHT with 

DWT and RLE with DCT respectively. From Fig. 3, it is clear 

that original image and decompressed image are visually 

undistinguishable but significance loss of information can be 

observed by plotting the image histograms. But the paper clearly 

reports in the end that NLIC technique can be acceptable freely 

where the time is major concern, as depicted in the table that it 

performs better than the other methodologies. 

6. CONCLUSION 

The results of three near lossless image compression technique 

are presented and compared that have combined effect of 

lossless and lossy image compression.  NLIC,  SPIHT, RLE 

both techniques basically focuses on reducing the number of 

bytes to represent an image and can reduce transmission time to 

send an image over internet or any kind of transmission media 

with limited channel bandwidth and capacity making the 

resources more useful. Also the article in its literature part and in 

the offered results makes it clear that NLIC techniques can 

achieve high compression ratio with fast decompression time 

and with high PSNR. It is applied to real volumetric medical 

image data and can be easily embedded into an online image 

viewer. Due to the recent advances in CT, MR and nuclear 

medicine imaging, the size of medical image datasets has 

increased considerably. This technique attempts to deal with this 

problem by combining the feature of lossless and lossy image 

compression to create an optimum solution for transmission of 

pre-compressed datasets over the Internet. Our experimental 

results indicate that this solution is much more efficient than the 

delivery of uncompressed data and that it can greatly improve 

transmission speed while preserving the quality of the 

transmitted data. Thus it can be taken as benchmark for the 

further work to implement other combinations of lossy and 

lossless image compression techniques. Applying this technique 

to the remaining various types of images like medical images, 

radar images etc. can be the recommended work. 
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