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Low-Complexity Orthogonal Spectral Signal
Construction for Generalized OFDMA Uplink

With Frequency Synchronization Errors
Zhongren Cao, Member, IEEE, Ufuk Tureli, Member, IEEE, and Yu-Dong Yao, Senior Member, IEEE

Abstract—In orthogonal frequency-division multiplexing, the
total spectral resource is partitioned into multiple orthogonal
subcarriers. These subcarriers are assigned to different users
for simultaneous transmission in orthogonal frequency-division
multiple access (OFDMA). In an unsynchronized OFDMA uplink,
each user has a different carrier frequency offset (CFO) relative to
the common uplink receiver, which results in the loss of orthogo-
nality among subcarriers and thereby multiple access interference.
Hence, OFDMA is very sensitive to frequency synchronization
errors. In this paper, we construct the received signals in frequency
domain that would have been received if all users were frequency
synchronized. A generalized OFDMA framework for arbitrary
subcarrier assignments is proposed. The interference in the gen-
eralized OFDMA uplink due to frequency synchronization errors
is characterized in a multiuser signal model. Least squares and
minimum mean square error criteria are proposed to construct the
orthogonal spectral signals from one OFDMA block contaminated
with interference that was caused by the CFOs of multiple users.
For OFDMA with a large number of subcarriers, a low-complexity
implementation of the proposed algorithms is developed based
on a banded matrix approximation. Numerical results illustrate
that the proposed algorithms improve the system performance
significantly and are computationally affordable using the banded
system implementation.

Index Terms—Banded matrix, carrier frequency offset (CFO),
least squares (LS), minimum mean-square error (MMSE), mul-
tiple access, orthogonal frequency-division multiplexing (OFDM),
synchronization.

I. INTRODUCTION

FUTURE wireless systems are envisioned to provide reli-
able and high-speed multimedia services to multiple users

simultaneously. Among the wireless technologies proposed
so far, orthogonal frequency-division multiplexing (OFDM)
has recently garnered intensive research effort. OFDM was
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selected as the physical layer technology for digital audio
broadcasting [1] and terrestrial digital video broadcasting [2].
In wireless local area networks, OFDM has also been adopted
by IEEE 802.11a [3] and HIPERLAN/2 [4]. Multiple access
is a challenging issue in designing OFDM systems to fulfill
the requirement of future communications. OFDM can be
combined with existing multiple access techniques, such as
time-division multiple access [5], frequency-division multiple
access (OFDM-FDMA) [6], and code-division multiple access
(MC-CDMA) [7].

Apart from the aforementioned methods, the intrinsic
orthogonal carrier nature of OFDM provides a unique multiple-
access capability, in which multiple subcarriers are assigned to
different users for simultaneous transmission. This is termed
as orthogonal FDMA (OFDMA) [8]. In OFDMA, signals
from multiple users occupying different subcarriers overlap in
the frequency domain. The orthogonality among subcarriers
prevents intercarrier interference (ICI), which consequently
eliminates multiple access interference (MAI) among users.
OFDMA has been selected as one of the physical-layer
multiple-access technologies in the recent wireless metropol-
itan area network standard IEEE 802.16 [9], [10]. OFDMA is
robust to multipath fading in wireless channels by introducing
a cyclic prefix (CP), as is OFDM [11]. Moreover, the wideband
frequency resource can be effectively granulated via orthogonal
subcarriers for flexible and optimum resource allocation [12]. A
deep faded subcarrier for one user is probably a less attenuated
one for another user. Thus, we can optimize system perfor-
mance by assigning better or less attenuated subcarriers to each
user [13]. Furthermore, each user can exploit frequency diver-
sity by spreading its subcarriers across the whole bandwidth.

Similar to OFDM, the performance of OFDMA is also
very sensitive to frequency synchronization errors. The carrier
frequency offset (CFO) between the transmitter and the receiver
results in loss of orthogonality among subcarriers and ICI,
which further introduces MAI in OFDMA and degrades system
performance [14]. The existence of frequency synchroniza-
tion errors in the OFDMA uplink is mainly due to oscillator
instabilities and/or Doppler shifts [15] as well as downlink
frequency synchronization errors. This problem is more serious
for OFDMA than OFDM since the former typically has a larger
number of subcarriers and a much narrower subcarrier spacing,
such as less than 1 kHz in some configurations standardized
by IEEE 802.16 [9]. The amount of frequency offset becomes
a significant portion of the subcarrier spacing. The mitigation
of frequency synchronization errors is thus a crucial task in

0018-9545/$25.00 © 2007 IEEE



1144 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 56, NO. 3, MAY 2007

designing OFDMA uplink receivers (URs). The effect of CFO
in the OFDMA uplink is different from that in the downlink.
Frequency synchronization in OFDMA downlink is a single pa-
rameter problem. Many frequency synchronization algorithms
proposed for OFDM are applicable for the OFDMA downlink
[16]. In OFDMA uplink, each user has a different CFO, which
results in a multiple-parameter problem. The received signals
at UR are contaminated by the interference among subcarriers,
and the transmitted information cannot be retrieved error free
even in the absence of noise.

The synchronization error correction in OFDMA uplink in-
cludes two steps: 1) CFO estimation; 2) correction. CFO esti-
mation can be performed using frame preambles with specific
subcarrier assignment schemes. For example, a blind subspace-
based multiuser CFO estimation algorithm was proposed in
[17] for interleaved OFDMA uplink. However, various other
subcarrier assignment schemes may be used in the data trans-
mission part of each frame. CFO correction for OFDMA uplink
with a subband-based subcarrier assignment scheme was inves-
tigated in [6] and [18]. However, the proposed algorithms in
[6] and [18] are not applicable to a variety of other subcarrier
assignment schemes, such as block-random assignment [13],
interleaved assignment [14], random assignment [19], and clus-
tered assignment [20], [21]. In [22], an iterative interference
cancelation scheme is proposed for OFDMA uplink with the
assumption that CFO is small compared with subcarrier spac-
ing. Recently, another OFDMA uplink synchronization scheme
was proposed in [15], which also does not rely on any specific
subcarrier assignment scheme. However, this scheme assumes
that only one user is asynchronous with UR while all the other
users have achieved synchronization.

Different from above, a new frequency synchronization er-
ror correction scheme is proposed in this paper. This scheme
can be applied to OFDMA uplink where multiple users are
asynchronous with UR simultaneously and CFO values can be
within half of the subcarrier spacing. The investigation in this
paper aims to correct the frequency synchronization errors for
OFDMA uplink with arbitrary subcarrier assignment. Ideally,
the orthogonality among all subcarriers can be physically re-
stored at UR after users adjust their carrier frequencies using
feedback from UR. Nevertheless, the feedback process has
several drawbacks. First, it will increase the system overhead.
Second, due to feedback delays, the estimates may be outdated
for the current data transmission. Third, the feedback links are
subject to fading and hence may fail to deliver the estimates
correctly. Therefore, we propose an alternative method in which
UR directly corrects multiuser synchronization errors without
feedback. In large cell systems, while initial ranging and feed-
back are used for timing and frequency synchronization during
system entry registration, periodic feedback is still necessary
during normal operation to track the frequency changes [9].
The proposed nonfeedback scheme can reduce the frequency of
periodic feedback and improve system efficiency. For small cell
systems, a nonfeedback scheme is more attractive since the time
offset can be accommodated by CP. Without feedback however,
each user cannot adjust its frequency on its own. Hence, it is dif-
ficult to physically restore the subcarrier orthogonality at UR.
Instead, we turn to constructing orthogonal spectral signals—

the frequency-domain signals that would have been received if
all subcarriers are orthogonal with respect to each other.

In this paper, a generalization of the various OFDMA sub-
carrier assignment schemes is presented and referred as gen-
eralized OFDMA. Frequency synchronization is studied in the
context of generalized OFDMA uplink. We first establish a
closed-form signal model to characterize the generation of
multiuser interference due to frequency synchronization errors
using an interference matrix. Least squares (LS) and minimum
mean-square error (MMSE) criteria are used for orthogonal
spectral signal construction based on the estimated CFO of
each user at UR, respectively. Furthermore, a computationally
efficient algorithm implementation is proposed based on the
observation that the major interference from one subcarrier
only affects its neighboring subcarriers. Similar observations
have been reported in [23] and [24] for suppressing the ICI
caused by fast time-varying channels in a single-user OFDM
system. However, these works assume knowledge of channels,
which requires prior frequency synchronization. In this paper,
we formulate a banded matrix approximation to the interference
matrix to correct multiuser frequency synchronization errors on
OFDMA uplink.

The rest of this paper is organized as follows. The signals on
the OFDMA uplink and the effects of multiuser frequency syn-
chronization errors are investigated in Section II. In Section III,
the signal model and the interference matrix are presented
along with the proposed orthogonal spectral signal construction
algorithms based on the LS method and the MMSE algorithm,
respectively. A computationally efficient implementation with
a banded matrix approximation is studied in Section IV. Sim-
ulation results are reported in Section V, and conclusions are
drawn in Section VI.

II. MULTIUSER SIGNALS ON OFDMA UPLINK

In this section, OFDMA systems and multiuser subcarrier
assignment are introduced first. An investigation into the effect
of multiuser CFO is then carried out, and the objective of the
proposed algorithms is formulated.

A. Multiple Access in OFDMA

The OFDMA system under consideration consists of several
users and one UR. The users can be fixed or mobile. The focus
of this paper is the uplink transmission, namely from users
to UR. Each user is assigned a subset of available subcarriers
such that no subcarrier is occupied by more than one user.
During transmission, each user modulates only the assigned
subcarriers.

Let N denote the total number of subcarriers in the OFDMA
system. Among theN subcarriers, 2M subcarriers are available
for use (2M < N). The remaining unused subcarriers are the
one at the carrier frequency fc and those on both edges of
the spectrum mandated by standards to suppress out-of-band
energy [3], [9]. Traditionally, N subcarriers are indexed by the
discrete Fourier transform (DFT) order as {0, 1, . . . , N − 1}. In
this paper, we focus on the 2M available subcarriers and index
them according to their frequency positions during transmission
as {−M, . . . ,−1, 1, . . . ,M}. This index scheme is shown in
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Fig. 1. Modulation subcarrier indices and frequency positions. fc is the
carrier frequency, and ∆F is the subcarrier spacing.

Fig. 2. Single-user OFDMA transmitter block diagram. The superscript (·)(k)

is omitted for convenience.

Fig. 1. The unused subcarrier at the carrier frequency corre-
sponds to a dc component in the baseband model and is thus
indexed with 0. Most of the 2M subcarriers are used for data
modulation, some of them can be used as pilots for channel esti-
mation, and some of them can be used as null subcarriers as pro-
posed in [25]–[27]. Without loss of generality, the 2M available
subcarriers are not differentiated in this paper, since the usage
of a subcarrier can be inferred from its modulation symbol.

In order to support multiple access communication, 2M
available subcarriers are divided into Q disjoint subchannels,
which are denoted as Mq, for q = 0, 1, . . . , Q− 1. The parti-
tion satisfies the following conditions:

M =

Q−1⋃

q=0

Mq = {−M, . . . ,−1, 1, . . . ,M} (1)

Mq

⋂
Mq′ = ∅, if q �= q′. (2)

Note that (1) and (2) do not assume any specific subcarrier
assignment scheme. The combination of both equations is a
generalization of various subcarrier assignment schemes in
OFDMA. Hence, it is defined as generalized OFDMA.

Let M(k) denote the subchannel occupied by user k. A
single user OFDMA transmitter diagram is shown in Fig. 2.
A user maps information bits and control bits into modulation
symbols. For each OFDMA block, the modulation symbols
to be sent are passed through a subcarrier mapping block,

which produces 2M + 1 modulation symbols X(k)
m for m =

−M, . . . ,M . The superscript (·)(k) denotes the assignment to

the kth user. Define vector ψ(k) = [ψ
(k)
−M , . . . , ψ

(k)
−1 , ψ

(k)
1 , . . . ,

ψ
(k)
M ]T as the indicator vector for the subcarrier allocation of

user k, and

ψ(k)
m =

{
1, m ∈ M(k)

0, m /∈ M(k).

Hence

X(k)
m = ψ(k)

m ·X(k)
m for m ∈ M. (3)

In other words, X(k)
m = 0 for subcarriers that are not assigned

to user k. Any subcarrier that is used as a null subcarrier is also
conceptually assigned to one user and, correspondingly for that

k, X(k)
m = 0 and ψ(k) = 1. The zeroth subcarrier is a virtual

subcarrier, hence X(k)
0 = 0 for all k. Finally, an N -point DFT

is carried out over the 2M + 1 modulation symbols that result

in N time-domain signal samples {x(k)
n }N−1

n=0 as

x(k)
n =

1√
N

M∑

m=−M

X(k)
m ej2πmn/N . (4)

Let L denote the length of CP, which is generated by copying

the last L samples of {x(k)
n }N−1

n=0 and inserting in front of x(k)
0 .

The resulting N + L signal samples that form one OFDMA
block are serially ordered as

{
x

(k)
N−L, . . . , x

(k)
N−1, x

(k)
0 , . . . , x

(k)
N−1

}

and transmitted to UR.
Denote the tap-delayed multipath fading channel between

the kth user and UR as h(k) = [h
(k)
0 , h

(k)
1 , . . . , h

(k)
L−1]. The

orthogonality of subcarriers enables the OFDMA system to
partition the whole frequency band into many narrow bands,
each corresponding to a subcarrier and is only subject to a

flat fading. Let H̄(k)
m denote the channel frequency response

between user k and UR on the mth subcarrier of h(k). Hence

H̄(k)
m =

L−1∑

l=0

h
(k)
l ej2πml/N . (5)

In an ideal noise-free reception without synchronization error,
and after the removal of CP, the received signal samples of one
OFDMA block at UR are the sum of signals from all users as
given by

Υ(n) =
1√
N

K∑

k=1

M∑

m=−M

X(k)
m H̄(k)

m ej2πmn/N (6)

for n = 0, 1, . . . , N − 1.

B. Synchronization Errors on OFDMA Uplink

In a practical environment, UR faces synchronization errors
in both frequency and time domains. Let ∆f (k) denote the
CFO between user k and UR. The detrimental effect of ∆f (k)

depends on its ratio to the subcarrier spacing ∆F . The normal-
ized CFO (NCFO) is used to quantify the relationship between
∆f (k) and ∆F and is defined as

ξ(k) =
∆f (k)

∆F
. (7)

The range of NCFO depends on system design parameters, such
as carrier frequency, oscillator stability, mobile speeds, signal
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bandwidth, and fast Fourier transform (FFT)/inverse FFT size.
Without loss of generality, NCFO can be divided into an integer
part and a fractional part, i.e.,

ξ(k) = A+ ε (8)

whereA is an integer, and ε ∈ [−0.5, 0.5). The integer part only
causes a shift of subcarrier indices, while the fractional part
results in loss of orthogonality and ICI [28]. The integer part
of NCFO can be compensated by each user during downlink
initial acquisition [29]. Hence, |ξ(k)| < 0.5 is assumed in this
paper for the range of NCFO in OFDMA uplink, i.e., ∆f (k) is
limited to half of the subcarrier spacing.

Signals from multiple users also arrive at UR at different
time instances, which introduce time offsets between users and
the UR receiving window. These time offsets result in the mis-
alignment of signals for one OFDMA block from multiple users
and may cause interblock interference [17]. The impairment of
synchronization errors changes the signal {Υ(n)}N−1

n=0 in (6) to

Υ(n) =
1√
N

K∑

k=1

ej2πθ(k)

ej2πξ(k)n/N

·
M∑

m=−M

X(k)
m H̄(k)

m e
j2πm

(
n−n

(k)

d

)
/N

(9)

where θ(k) is the initial phase from previous OFDMA blocks

due to synchronization errors, and n
(k)
d is the time offset

between user k and UR.
The precision requirement of time synchronization can be

relaxed by designing the length of CP to accommodate both
maximum channel delay spread and maximum time offset
among all users [30]. By this design, the time offsets between
users and UR only introduce circular shifts of signals within
the OFDMA block. Therefore, the OFDMA system is quasi-

synchronized in time domain, and the offset n(k)
d and the initial

phase θ(k) can be incorporated into the channel frequency
response as

H(k)
m = H̄(k)

m e
j2π

(
θ(k)−mn

(k)

d
/N

)

and (9) is thus simplified to

Υ(n) =
1√
N

K∑

k=1

ej2πξ(k)n/N
M∑

m=−M

X(k)
m H(k)

m ej2πmn/N .

(10)

After DFT demodulation, the signal on the mth subcarrier
at UR is

Gm =
1√
N

N−1∑

n=0

Υ(n)e−j2πmn/N

=
1

N

M∑

m′=−M

{
K∑

k=1

X
(k)
m′ H

(k)
m′

·
(

N−1∑

n=0

ej2π[(m′−m)+ξ(k)]n/N

)}
. (11)

Let Sm =
∑K

k=1X
(k)
m H

(k)
m . Note that X(k)

0 = 0 for all users,

hence S0 = 0. Based on (3), Sm = X
(k0)
m H

(k0)
m for m ∈

M(k0). Clearly, Sm is only determined by the transmitted
signal and the channel of a single user k0, who occupies themth
subcarrier. If all users are frequency synchronized with UR, i.e.,
ξ(k) = 0 for all k ∈ [1,K], it can be shown from (11) that

Gm = X(k0)
m H(k0)

m = Sm for m ∈ M(k0). (12)

Therefore, Sm is the ideal spectral signal received on the mth
subcarrier when all subcarriers are orthogonal to each other.
Nevertheless, if there are CFOs between different users and UR,
ξ(k) �= 0 for some or all k. Equation (11) can be expressed as

Gm =

M∑

m′=−M

im,m′ uT
m′ (13)

where um′ = [X
(1)
m′H

(1)
m′ ,X

(2)
m′H

(2)
m′ , . . . , X

(K)
m′ H

(K)
m′ ], im,m′ =

[I
(1)
m,m′ , I

(2)
m,m′ , . . . , I

(K)
m,m′ ], and (·)T denotes the vector or ma-

trix transpose. From (11), it can be shown that

Ik
m,m′ = η · sin

(
π

[
(m′ −m) + ξ(k)

])

N sin
(
π

[
(m′ −m) + ξ(k)

]
/N

) (14)

where k is determined by m′ ∈ M(k), and η is given by

η = exp
(
jπ

[
(m′ −m) + ξ(k)

]
(N − 1)/N

)
.

Equation (14) is the spectrum leakage from the m′th subcarrier
on the mth subcarrier due to the kth user’s CFO. In fact, (13)
is a generalized uplink signal model for multicarrier systems
with frequency synchronization errors. If K = 1, (13) reduces
to the signal model for a single-user OFDM system with CFO
that is presented in [31] and [32]. For MC-CDMA systems, all
the entries in um′ are nonzero. For OFDMA systems, if m′ ∈
M(k), only the kth element of um′ is nonzero, and

Gm =

K∑

k=1

M∑

m′=−M

X
(k)
m′ H

(k)
m′ I

(k)
m,m′

= SmI
(k0)
m,m︸ ︷︷ ︸

S̃m

+

K∑

k=1

∑

m′∈M(k)

m′ �=m

Sm′I
(k)
m,m′

︸ ︷︷ ︸
Ĩm

(15)

for m ∈ Mk0 . S̃m is the signal part of Gm, and Ĩm is the
interference part. Ĩm is the summation of the interference from

all other subcarriers on the mth subcarrier. In particular, I(k)
m, m′

can be regarded as the normalized interference on the mth
subcarrier from the m′th subcarrier due to CFO ξ(k), since the
actual interference is determined by S(k)

m′ I
(k)
m,m′ . By iteratively
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applying the triangle inequality, the signal part on the mth
subcarrier S̃m is upper bounded by

|S̃m| = |Sm| ·
∣∣∣∣∣

1

N

N−1∑

n=0

ej2πnξ(k0)/N

∣∣∣∣∣

<
1

N
|Sm|

N−1∑

n=0

∣∣∣ej2πnξ(k0)/N
∣∣∣ = |Sm|. (16)

Therefore, Gm is subject to not only interference from all other
subcarriers but also degradation of the desired signal on themth
subcarrier due to CFO.

Since different users have unequal CFOs, and the received
spectral signals {Gm}m∈M are subject to serious interference,
it is difficult to physically recover the orthogonality of all
subcarriers. Therefore, the strategy in this paper is to construct
the orthogonal spectral signals {Sm}m∈M based on {Gm}m∈M
and the estimated CFO {ξ(k)}K

k=1 at UR. This is equivalent to
physically restoring the synchronization and suppressing the
interference caused by CFO. Channel estimation can then be

applied to find H(k)
m for m ∈ Mq(k) and subsequently X(k)

m .

III. ORTHOGONAL SPECTRAL SIGNAL CONSTRUCTION

In this section, a closed-form matrix-based signal model is
proposed for a multiuser OFDMA system. Then, algorithms for
orthogonal spectral signal construction are derived.

A. Signal Model and Interference Matrix

Letting the received signal sequence of a single-user
OFDMA block be r(k) = [Υ(k)(0),Υ(k)(1), . . . ,Υ(k)(N −
1)]T, we have

r(k) = E(k)Ws(k) (17)

where E(k) is an N ×N diagonal matrix given by

E(k) = Diag
{

1, ej2πξ(k)/N , . . . , ej2πξ(k)(N−1)/N
}

and s(k) is a 2M × 1 column vector given by

[
H

(k)
−MX

(k)
−M , . . . , H

(k)
−1 X

(k)
−1 ,H

(k)
1 X

(k)
1 . . . ,H

(k)
M X

(k)
M

]T

.

W is an N × 2M inverse DFT matrix whose (n,m)th
element is e−j2πnm/N for n = 0, 1, . . . , N − 1 and m =
−M, . . . ,−1, 1, . . . ,M .

Let s = [S−M , . . . , S−1, S1, . . . , SM ]T. According to (12), s
is the ideal orthogonal spectrum signals that we would like to
construct in the following, and s(k) is the contribution to s from
the kth user. Based on (3), we have

sk = Ψks (18)

where Ψ(k) = diag[ψ(k)]. Equation (10) can thus be expressed
in matrix form as

r =

K∑

k=1

r(k) =

K∑

k=1

E(k)Ws(k) (19)

where r = [Υ(0),Υ(1), . . . ,Υ(N − 1)]T. After applying the
DFT operator WH, where (·)H denotes the Hermitian matrix,
we have

g = WHr =

K∑

k=1

WHE(k)Ws(k) (20)

where g = [G−M , . . . , G−1, G1, . . . , GM ]T. Define Π(k) =
WHE(k)W. Combining (18) and (20), we have

g =
K∑

k=1

Π(k)Ψ(k)s = Πs (21)

where

Π =

K∑

k=1

Π(k)Ψ(k). (22)

Π is a 2M × 2M matrix. In order to be consistent with the
subcarrier index, the columns of Π are also indexed from
left to right as {−M, . . . ,−1, 1, . . . ,M}, and the rows are
indexed similarly from top to bottom. It can be shown from

(15) that the (m,m′)th entry of Π is I(k)
m,m′ for m′ ∈ M(k).

The m′th column of Π indicates the interference on all other
subcarriers that generated by the m′th subcarrier as well as the
signal degradation of itself. The mth row of Π decomposes the
received signal on the mth subcarrier into the interference from
all other subcarriers and the degraded signal of itself. Therefore,
Π can be interpreted as an interference matrix, which operates
on the ideal orthogonal spectral signal s to produce the received
signals g due to the existence of {ξ(k)}K

k=1. Therefore, (21) is
a frequency-domain interference-matrix-based signal model for
the generalized OFDMA uplink.

B. Orthogonal Spectral Signal Construction

The vector of spectral signal samples of an OFDMA block
obtained in a noisy environment is

y = g + z = Πs + z (23)

where z = [Z−M , . . . , Z−1, Z1, . . . , ZM ]T, andZm is the noise
on the mth subcarrier. To construct the orthogonal spectral
signals is to construct s from the received y. In this paper, two
different criteria are applied: LS and minimum mean squared
error. The CFOs {ξ(k)}K

k=1 are assumed to have been estimated
and known to UR; hence, Π is available in the following
derivation.
1) LS: The linear model of (21) leads to the classical LS

criterion, which is to minimize the sum of noise energy in one
OFDMA block. The cost function formulated based on the LS
criterion is

s⋆
LS = arg min

s
(y − Πs)H(y − Πs). (24)

The solution to (24) is given by

s⋆
LS = (ΠHΠ)−1ΠHy. (25)
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In the Appendix, we show that Π is a full rank matrix. Thus,
we have

s⋆
LS = Π−1y. (26)

2) MMSE: In MMSE, the second-order statistics of the
signals and noise are assumed known to UR. Let the noise on
each subcarrier be additive white Gaussian with zero mean and
variance σ2

n such that E[zzH] = σ2
nI, where I is a 2M × 2M

identity matrix, and E[·] denotes the expectation operator. Let
s⋆
MMSE be the MMSE solution of s, and it is given by s⋆

MMSE =
ΩHy. Based on the orthogonality principle [33], we have

s⋆
MMSE = RΠH (

ΠRΠH + σ2
nI

)−1
y (27)

where R = E[ssH] is the autocorrelation matrix of the orthog-
onal spectral signal s. If the average powers of the orthogonal
spectral signal on all subcarriers are the same, and hence
denoted as σ2

s , we have R = σ2
sI. Thus, s⋆

MMSE in (27) can
be simplified to

s⋆
MMSE = ΠH

(
ΠΠH +

σ2
n

σ2
s

I

)−1

y. (28)

IV. BANDED SYSTEM—EFFICIENT IMPLEMENTATION

The algorithms described in the previous section may in-
volve significant computational complexity, especially for an
OFDMA system with a large number of subcarriers, such as
N = 2048 in IEEE 802.16 [9]. A computationally efficient
implementation with affordable performance tradeoff is intro-
duced in this section.

A. Interference Localization and Banded System

The interference on the mth subcarrier caused by the signal
on the m′th subcarrier is Sm′Im,m′ . Im,m′ is given in (14) and
depends on the relative subcarrier distance m′ −m, the NCFO
ξ(k), and the IDFT/DFT operation size N . The normalized
interference power from the m′th subcarrier to the mth sub-
carrier is

|Im,m′ |2 =
sin2

(
π

[
(m′ −m) + ξ(k)

])

N2 sin2
(
π

[
(m′ −m) + ξ(k)

]
/N

)

=
1 − cos

(
2πξ(k)

)

N2
(
1 − cos

[
2π(m′ −m)/N + 2πξ(k)/N

]) .

(29)

In OFDMA, N is typically large, so 2πξ(k)/N ≈ 0, and

|Im,m′ |2 ≈ 1 − cos(2πξ(k))

N2 (1 − cos [2π(m′ −m)/N ])
. (30)

In Fig. 3, |Im,m′ |2 versus m′ −m for different ξ(k) are plotted.
As shown, for |m′ −m| > 10, |Im,m′ |2 is below −30 dB, and
for |m′ −m| > 20, |Im,m′ |2 is below −38 dB. The conclusion
drawn from Fig. 3 is that the interference caused by the m′th

Fig. 3. Normalized interference power of a single subcarrier on its nearby
subcarriers.

subcarrier only has significant effects on its nearby subcarriers;
for all other subcarriers, the impact of the interference from the
m′th subcarrier is negligible. In a practical system, a threshold
τ can be introduced as a design parameter. For subcarrier
group {m : |m′ −m| > τ}, the interference caused by them′th
subcarrier on the mth subcarrier is neglected, and the nor-
malized interference Im,m′ is assumed to be zero. Therefore,
the interference generated by subcarrier m′ is localized to its
neighboring subcarrier group {m : |m′ −m| ≤ τ}.

However, due to the periodicity of trigonometric functions,
if |m−m′| approaches N , |Im,m′ | becomes significant again.
In OFDMA, max |m′ −m| = 2M . Therefore, if we constrain
τ such that

τ < N − 2M (31)

we can separate Π into two parts as Π = ΠB + ΠI . Using the
same indexing method as that in Π, the {m,m′}th entry of ΠB

is determined by

ΠB(m,m′) =

{
Im,m′ , if |m′ −m| ≤ τ
0, if |m′ −m| > τ .

Note that Im,m′ is also the {m,m′}th entry of Π. Hence, ΠB

models the interference that each subcarrier generates on its
neighboring subcarriers limited to a distance of τ , while ΠI

records the interference each subcarrier causes on subcarriers
that are beyond the distance of τ .

ΠB only has nonzero entries near its diagonal. This kind
of matrix is called Banded Matrix, and τ is the bandwidth of
the matrix [34]. The signal model (23) is, thus, modified to a
banded system model as

y = ΠBs + ΠIs + z = ΠBs + zB (32)

where zB = ΠIs + z. The banded system model is computa-
tionally efficient since the inverse of a banded matrix can be
implemented with much fewer steps compared with a normal
matrix inverse. However, ΠB only models the major interfer-
ence each subcarrier generates on its neighboring subcarriers.
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Fig. 4. SINR versus SNR in the banded system model for N = 2048.

The remaining interference represented by ΠIs on each sub-
carrier is treated as residual interference. The system noise
level is effectively increased. Hence, there is a tradeoff between
computational efficiency and system performance by selecting
the appropriate τ .

B. Selection of τ

In a generalized OFDMA uplink, the m′th subcarrier can be
assigned to any user. Denote the average normalized interfer-
ence power from the m′th subcarrier to the mth subcarrier as
σ2

m,m′ = E(|Im,m′ |2). Assuming that ξ(k) for all K users are
uniformly distributed over (−0.5, 0.5), we have

σ2
m,m′ =

0.5∫

−0.5

|Im,m′ |2dξ(k)

=
1

N2 (1 − cos [2π(m′ −m)/N ])
. (33)

Let Im,τ denote the average residual interference on the mth
subcarrier in a banded system with matrix bandwidth τ . It can
be shown that

Im,τ =

M∑

m′=u

Em′σ2
m,m′ +

v∑

m′=−M

Em′σ2
m,m′ (34)

where u = min{m+ τ,M + 1}, and v = max{−M − 1,
m− τ}. Em′ = E[S2

m′ ] is the average received power on the
m′th subcarrier. If Em = σ2

s in all subcarriers, in a banded
system with matrix bandwidth τ , the signal-to-interference-
plus-noise ratio (SINR) is

sHs

zH
B
zB

=
σ2

s∑
m∈M

Im,τ/2M + σ2
n

. (35)

From (33)–(35), we can calculate SINR for systems with dif-
ferent N and τ . The theoretical values are compared with the
simulation results and illustrated in Fig. 4 for N = 2048. It

can be seen that (35) closely approaches the simulated SINR.
Therefore, based on the required operating signal-to-noise ratio
(SNR), the appropriate τ can be determined by comparing (35)
for different τs.

C. Efficient Algorithm Implementation

In this paper, two main advantages of banded matrix are uti-
lized. First, the low-upper (LU) triangular matrix factorization
can be implemented efficiently, and both the resulting upper
triangular matrix and the lower triangular matrix are banded
matrices with the same matrix bandwidth as the original one
[34]. Second, if A is a banded triangular matrix, solving x

for Ax = b can be implemented by forward substitution or
backward substitution [34].

The efficient implementation of the LS-based synchroniza-
tion will be introduced first. From (26), for banded system
model, y = ΠBs⋆

LS. First, an LU factorization is applied to
ΠB , and a lower triangular matrix L and an upper triangular
matrix U are obtained such that ΠB = LU. If the bandwidth
of ΠB is τ , both L and U are banded matrices with matrix
bandwidth τ . Hence, y = LUs⋆

LS. Let ŝ = Us⋆
LS. The second

step is to apply banded matrix forward substitution to solve ŝ for
y = Lŝ. In the last step, s⋆

LS is solved by banded matrix back
substitution from ŝ = Us⋆

LS. The implementations of banded
matrix LU factorization, banded matrix forward, and back
substitution are presented in [34].

For the MMSE receiver

y =

(
ΠBΠH

B
+
σ2

n

σ2
s

I

) (
ΠH

B

)−1
s⋆
MMSE.

Since ΠB is a banded matrix, ΠΠH is also a banded matrix,
and the bandwidth is 2τ . Thus, (ΠBΠH

B + (σ2
n/σ

2
s)I) is a

banded matrix. The algorithm to solve s⋆
MMSE is listed in the

following:

1) Let Π̂B = ΠBΠH
B + (σ2

n/σ
2
s)I and LU factorize Π̂B

such that Π̂B = LU.
2) Let ŝ = (ΠH

B)−1s⋆
MMSE. Solve ŝ by applying banded

matrix forward and back substitutions to y = Π̂B ŝ.
3) Solve s⋆

MMSE by s⋆
MMSE = ΠH

B ŝ.

D. Complexity Analysis

The proposed algorithms above involve several matrix opera-
tions, such as matrix inverse, matrix–matrix multiplication, and
matrix–vector multiplication. The computational complexity is
analyzed by counting the total number of complex arithmetic
operation including addition, subtraction, multiplication, and
division that is required to accomplish these matrix manipula-
tions. One complex arithmetic operation is a complex floating
point operation (flop), which is the unit for the following
analysis.

The dimension of the interference matrix Π is 2M × 2M .
For large M , the inverse and the matrix–matrix multiplication
applied on the full matrix Π require 16M3 + O(M3) flops,
while a matrix–vector multiplication will cost 8M2 flops. Using
a banded system modeling, as shown in Section IV-B, the
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TABLE I
ARITHMETIC OPERATION COUNTS FOR BANDED MATRIX

major matrix operations are LU factorization, forward and back
substitutions, two banded matrices multiplication, and banded
matrix–vector multiplication. Following [34], the necessary
flops for the aforementioned banded matrix operations are
calculated and listed in Table I for ΠB with M ≫ τ .
1) LS: The LS-based algorithm introduced in Section III is

composed of two steps. The first one is the inverse of Π, and
the second step is the matrix–vector multiplication of Π−1y.
The second step requires 4M2 flops complex multiplication
and 4M2 flops complex addition. Thus, the total complexity
is determined by the inverse operation and is 16M3 + O(M3)
flops.

Using banded system modeling, the implementation is car-
ried out in three steps, including LU factorization, forward
substitution, and back substitution. ΠB is a 2M × 2M banded
matrix with bandwidth τ . The resulting upper and lower trian-
gular matrices L and U are both banded with τ . From Table I,
the total flops required for the banded LS algorithm is about
2M(2τ2 + 5τ + 1).
2) MMSE: For implementation based on the full matrix Π,

the major computational expenses of the MMSE algorithm are
matrix–matrix multiplication ΠΠH, matrix inverse (ΠΠH +
σ2

n/σ
2
sI)

−1, and another matrix–matrix product of the above
inverse matrix with ΠH. Therefore, the complexity of the
proposed MMSE algorithm is on the order of 48M3 + O(M3)
flops.

With the banded system model, the complexity can be re-
duced using the following steps. The first step is a banded
matrix–matrix multiplication ΠBΠH

B , which results in a
new banded matrix. This operation requires approximately
4M(2τ + 1)2 flops for M ≫ τ . The second step is LU fac-
torization and forward and back substitution. Since the banded
matrix resulting from the first step has a bandwidth of 2τ , from
Table I, it can be shown that the second step requires about
2M(8τ2 + 10τ + 1) flops. The last step is a banded matrix and
vector production, which will cost 4M(4τ + 1) flops. Hence,
the total complexity is approximately 2M(16τ2 + 26τ + 5)
flops.

The complexity of both algorithms with different matrix
bandwidths τ for N = 512 and M = 208 are compared. The
required flops of LS and MMSE for each τ are illustrated using
the bar chart in Fig. 5 in 10-based logarithm.

V. SIMULATIONS AND DISCUSSION

In this section, we will first introduce the simulation setup
and metrics used to quantify the performance of synchroniza-
tion algorithms. Then, the numerical results are reported along
with discussions.

Fig. 5. Algorithm complexity comparison between the full matrix implemen-
tation and the banded matrix implementation with different matrix bandwidth
τ . The y-axis shows the base 10 logarithm of the required total flops corre-
sponding to each case. The flops are valued at N = 512 and M = 208 for
both LS and MMSE.

A. Simulation Setup

A 5-MHz OFDMA system with N = 512 is simulated in
a suburban macro cell. The base station is the UR. Multipath
channels from each user to the base station antenna are gen-
erated according to the Third Generation Partnership Project
spatial channel model as described step by step in [35]. In
this model, each user’s channel consists of J = 6 multipath
components. The average powers for each of the J multipath
components are determined by the following exponential power
delay profile:

̺
(k)
j = e

−0.2857
(
d
(k)
j

−d
(k)
0

)
/σ

(k)

DS · 10−β
(k)
j

/10 (36)

for j = 0, 1, . . . , 5, where ̺(k)
j and d(k)

j are the power and delay

for the jth path of the kth user, σ(k)
DS is the root mean square

delay spread of the kth user, and β(k)
j is a shadowing random-

ization effect on the power of the jth path. The generation

of d(k)
j , σ(k)

DS , and β(k)
j is detailed in [35]. The radius of the

macrocell is assumed to be 1500 m. The guard time is selected
to be 12.8 µs to accommodate the multipath delay spread and
the time offset among different users due to their different
distances to the base station. Each subchannel in the simulated
OFDMA system has 52 subcarriers, and each user occupies one
subchannel. For N = 512 and 5 MHz, the number of available
subcarriers is 2M = 416, the number of users isK = 8, and the
length of CP isL = 64. The performance results under different
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DFT sizes such as N = 256, N = 1024, and N = 2048 are
also evaluated and compared.

In each Monte Carlo realization, all subcarriers are ran-
domly assigned among all users and a set of irregular CFO
values. Quaternary phase-shift keying (QPSK) or 16 quadratic-
amplitude modulation (16QAM) modulation schemes are used
to generate a transmitted OFDMA block. Then, a Rayleigh-
fading multipath channel is obtained for each user according
to [35]. The average SNR for each user is assumed to be the
same by means of power control. All reported numerical results
are calculated by averaging over 1000 Monte Carlo realizations.
The channels are assumed to be known at the base station. CFO
is estimated using a preamble according to [17]. Subcarrier
allocation is also known to the base station; thus, Π can be
constructed after CFO estimation.

To quantify the performance of the proposed algorithm, the
following metrics are used as simulation measurements.
1) Normalized Mean-Square Error (NMSE): nmse mea-

sures the closeness of the constructed orthogonal spectral sig-
nals s⋆

LS or s⋆
MMSE compared with s and is defined as

nmse =
E

[
|Ŝm − Sm|2

]

E [|Sm|2]
(37)

where Ŝm is the estimate of Sm after applying the proposed
algorithms. nmse measures the average ratio between the power
of the signal construction error and the ideal signal power on a
subcarrier. The nmse performance shown later is the result of
averaging over all subcarriers.
2) Uncoded Bit-Error Rate (BER): Information bits are

generated and mapped into the modulation symbols directly
in simulation. The uncoded BER is determined to examine the
effectiveness of the proposed algorithm independent of any spe-
cific error control coding. The modulation symbol is estimated

by one tap equalization as X̂(k)
m = Ŝm/H

(k)
m for m ∈ M(k).

B. Numerical Results and Discussion

Fig. 6 shows the nmse performance of the LS method for an
OFDMA system with N = 512 and K = 8. The nmse of the
MMSE algorithm for the same system is plotted in Fig. 7. The
corresponding uncoded BER performance of the LS method is
illustrated in Fig. 8, and Fig. 9 is for the MMSE algorithm.
For each plot, we show the performance measures for the full
matrix implementation as well as the banded system implemen-
tation with τ = 1, 5, 10, 20, 30, respectively. For comparison
purposes, the nmse or uncoded BER curve obtained by a direct
demodulation without any frequency synchronization effort is
also drawn with a dashed line in each figure. Similarly, the nmse
and uncoded BER curves of the perfect synchronized case, i.e.,
the CFO of each user is zero, are also plotted. The nmse in the
perfect synchronization case is essentially the noise power.

At low SNR, the nmse of the MMSE algorithm is far better
than that of the LS method, while the nmse of the two algo-
rithms are close to each other at high SNR. The uncoded BER
performances of the two algorithms are similar for both high
and low SNRs. Even with τ = 1, the banded system implemen-

Fig. 6. nmse performance for the LS method based on full system and banded
system with different τ ’s. The DFT size is N = 512, and there are K = 8
users. The modulation scheme is QPSK.

Fig. 7. nmse performance for the MMSE algorithm. The simulation parame-
ters are the same as that in Fig. 6.

tation can provide a performance close to that of the full system
for both algorithms when SNR ≤ 5 dB. The performance floor
of the banded system with τ = 1 manifests itself gradually
with the increase of SNR. At 10-dB SNR, the performance
of the banded system with τ = 5 is still comparable to that of
the full system. The performances of the banded systems with
τ = 20 and τ = 30 are very close to each other even at higher
SNR. At uncoded BER of 10−2, the banded system τ = 30
has about 1-dB degradation compared with the full system
implementation.

The simulation results discussed above also highlight the
effect of the matrix bandwidth in different system scenarios.
For wireless applications with typical operating SNR less than
15 dB, a banded system with τ = 5 is suitable, since it main-
tains a performance comparable to that of the full system imple-
mentation and can save a significant amount of computational
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Fig. 8. Uncoded BER performance for the LS method. The simulation para-
meters are the same as that in Fig. 6.

Fig. 9. Uncoded BER performance for the MMSE algorithm. The simulation
parameters are the same as that in Fig. 6.

power. For systems operating in the SNR range of 15–20 dB,
banded systems with τ = 20 to 30 can provide acceptable
tradeoff between computational complexity and performance.

High-order modulation constellations lead to high spectral
efficiency. However, they also have stricter requirements on
frequency synchronization accuracy. In Fig. 10, the uncoded
BER performance with different constellations is studied for
the same OFDMA system as that in Fig. 6 using τ = 30. In
addition to QPSK and 16QAM, we also show the performance
of a mixed setup in which four users are using QPSK and the
other four are with 16QAM. For QPSK, MMSE outperforms LS
by approximately 1 dB when the SNR is less than 10 dB. The
uncoded BER of both algorithms converge for SNR of more
than 15 dB. This is because the residual interference becomes a
major factor in system performance. For 16QAM, the uncoded
BERs of MMSE and LS are very close to each other for both
high and low SNRs. As for the mixed setup, its performance is
between QPSK and 16QAM.

Fig. 10. Uncoded BER performance for different modulation constellations.
N = 512, 2M = 416, and K = 8. In the mixed setup, four users are with
QPSK, and the other four are using 16QAM in an OFDMA block.

Fig. 11. Uncoded BER performance of the banded systems with the same
bandwidth τ = 30 and different DFT sizes N .

The uncoded BER performance results of the banded systems
with the same bandwidth τ = 30 but different DFT sizes are
also studied, where N is selected to be 256, 512, 1024, and
2048. Corresponding to different DFT sizes, the available sub-
carriers are 212, 424, 848, and 1696, and the numbers of users
in the system areK = 4, 8, 16, 32, respectively. The simulation
results over the SNR range from 0 to 25 dB show that the
performance results are close to each other, and the uncoded
BER curves are not easily differentiable. In order to clarify
the small difference, we plot the uncoded BER curves in a
relatively small range in Fig. 11, where the SNR is from 4
to 10 dB. The BER curves of MMSE for different N ’s are
still clustered together and approximately 1.2 dB better than
the LS for N = 2048 and 0.7 dB better for N = 256. For LS,
the performance at N = 2048 has about 0.5-dB degradation
compared to that for N = 256.
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Fig. 12. Uncoded BER performance of the banded systems with τ = 30 and
different NCFO range.

Finally, the performance of the banded system implemen-
tation under different NCFO ranges is studied in Fig. 12. For
comparison, the uncoded BER with perfect synchronization is
also presented. As can be expected, the smaller is the range of
NCFO, the better is the performance. Note that when |ξ| < 0.1,
the performance of the banded implementation with τ = 30
almost overlapped with the perfect synchronized curve.

VI. CONCLUSION

In this paper, the problem of frequency synchronization
error is addressed for an OFDMA reverse link by constructing
orthogonal spectral signals at the OFDMA UR. A generalized
OFDMA uplink is described as the generalization of various
subcarrier assignment schemes in OFDMA. A frequency do-
main signal model is formulated for the generalized OFDMA
uplink signals based on an interference matrix, which character-
izes the ICI due to multiuser frequency synchronization errors
with respect to the common UR. LS and MMSE are applied,
respectively, to construct the orthogonal spectral signals. Sim-
ulation results show that the proposed algorithms can realize
appreciable performance improvement. Combining with the
multiuser CFO estimator on OFDMA uplink [17], a solution for
correcting the frequency synchronization errors on the OFDMA
uplink is available for broadband wireless OFDMA systems to
take advantages of its intrinsic frequency diversity and flexible
resource allocation.

APPENDIX

Proof of Full Rank Condition of Π

From (22), Π can also be expressed as

Π = WH
K∑

k=1

E(k)WΨ(k). (A1)

Let Φ =
∑K

k=1 E(k)WΨ(k). According to the definition of

Ψ(k), if the mth subcarrier belongs to user k, the mth column

of Φ is given by

φm =

{
E(k)wm, if m ∈ Mq(k)

0, otherwise
(A2)

where wm is the ith column of W, and E(k) is given under
(17). Therefore

φm =
[
1, ej2π(m+ξ(k))/N , . . . , ej2π(m+ξ(k))(N−1)/N

]T

(A3)

and Φ is a Vandermonde matrix. The full rank condition of the
Vandermonde matrix states that if Φ is not a full rank, there
exists two columns m ∈ Mq(k) and m′ ∈ Mq(k′) such that

m+ ξ(k) = m′ + ξ(k
′). (A4)

Thus, m−m′ = ξ(k
′) − ξ(k). Note that m and m′ are inte-

gers and mutually different, so m−m′ is a nonzero integer.
However, since |ξ(k)| < 0.5 and |ξ(k′)| < 0.5, we have |ξ(k′) −
ξ(k)| < 1. Therefore, (A4) cannot hold, and Φ is a full rank
matrix. Note that W is also a full rank matrix; thus, Π =
WHΦ is a full rank matrix.
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