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_Abstract—Numerous routing protocols have been proposed for other nodes. If a node refuses to relay the data while the rout-
wireless networks. A common assumption made by the majority of ing protocol assumed that it will, the throughput of the network
these protocols is that each wireless node will follow the prescribed may decrease and even the network connectivity may be bro-

protocol without any deviation. This may not be true in practice kende facto In oth d ifish wirel d hind
since wireless nodes could be owned by users who perform in their ende tacto In other words, Seilish wireless nodes may hinder

own interests. We then have to design routing protocols that still the functioning of the network completely. Thus, a stimulation
work properly even for networks composed of selfish nodes. Inthis mechanism is required to encourage the users to provide service
paper, we propose a unicast routing protocol to address this issue to other nodes.

under the assumption that all networking nodes are rational. Here Dealing with selfish rs has been well-studied in game th
anode is rational if it always chooses a strategy that maximizesits ~¢&NY Sefhish users has been well-studied In game the-

benefit. ory and economics. Recently, there have been a sequence of
~ We assume that each node has a privately known cost of relay- results [1], [2], [3], [4], [5], [6] published in the theoretical com-
ing a unit of data for other nodes. In our protocol, each wireless pyter science area that tried to solve various problems when the

node has to declare a cost for forwarding a unit of data. When a o015 are selfish and rational. Here an agemitisnal if it
node wants to send data to the access point, it first computes the

least cost path to the access point and then computes a payment to@/Ways chooses a strategy that maximizes its own gain. A com-
each node on this path. We present a pricing mechanism such that mon setting in all these results is that each agent incurs a cost
the profit of each relay node is maximized when it declares its true if it is selected to provide the service. For example, in wireless
cost. We also give a time optimal method to compute the payment networks, each node will incur an energy cost (and possibly

in a centralized manner. We then discuss in detail how to imple- 001 cost) when it is asked to relay the data for other nodes.
ment the routing protocol in the distributed manner. We conduct

extensive simulations to study the ratio of the payment by a source S€veral protocols [7], [8], [9], [10], [11], [12], [13] have also

node over the total cost incurred by all relay nodes. been proposed recently to address the non-cooperative issue in
We find that this ratio is small in practice. Our protocol works  wireless ad hoc networks. Some protocols [7], [10], [11] pay

when the wireless nodes wilhot collude and we show thatno truth- e relay node a virtualuggetwhen it relays a data packet for

ful mechanism can avoid the collusion of any pair of two nodes. o
We also give truthful mechanism when a node only colludes with other nodes and charge the source nbodeggetsvhen it initi-

its neighbors. ates a unicast with-hops. However, the concept of nugget does
. . . not reflect the actual cost of a node relaying the data packet, and
Index Terms— Non-cooperative computing, unicast, game the- . .
ory, wireless ad hoc networks. thus no_des may s'_tlll refL_lse_to relay o_lata packets. In thl_s paper,
we are interested in designing a routing protocol that will com-
|. INTRODUCTION pensate a relaying node with a monetary value that is at least its

Wireless networks have become increasingly important wiﬁ?tual COSt_‘ ]
the requirement for enhanced data and multimedia communicaYVe consider a set of wireless nodés= {vo, v1,- -+, vp—1}.
tions in ad hoc environments. While infrastructured networlsCh node; is associated with an average costo forward a
are common, there are a growing number of applications trfi!@ packet and this cost is only known to nedéself. Here
require multi-hop infrastructureless mobile wireless networkd!€ €Ostc; may also include the minimum amount of profjt
In a multi-hop wireless network, each wireless node can orifj@t nodev; wants to make if it is chosen to relay packets for
send signal to nodes within some transmission range. other npdgs. For simplicity, in this paper, we assume thaF the
A source node communicates with far off destinations by ugostc; is fixedand nodev; knows this monetary value. This
ing intermediate nodes as relays. A common assumption mag&lSo & common assumption made in all mechanism design
by the majority of the wireless ad hoc routing protocols is th&gSults [4], [6], [14] that can achieve strategyproofness. If its
each wireless node will follow the prescribed protocols wittc0st changes, nodg has to declare this new cost as we will
out any deviation, e.g., a node is always assumed to relay dé@§ later so its profit is maximized. Notice that our results can
packets for other nodes if it is asked to do so by the routiftf Simply extended to the scenario whemeflects the cost of
protocols. However, this may not be true in reality: the wirdlodew; relaying data for one communication session instead of
less nodes could be owned by individual users and thus ttglata packet.
will perform in their own interests; the wireless nodes are of- We assume that, in order to stimulate cooperation among
ten powered by batteries only, thus it is not in the best intedl wireless nodes, every wireless node is willing to pay other
est of a wireless node to always forward the data packets furdes for relaying its data to and from the access point (or other
wireless nodes in general). For simplicity, we use the access
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work and, in addition, the routing from each node to the ac- The rest of the paper is organized as follows. In Section I,
cess point is connection-oriented. Our routing protocol workee briefly discuss what is algorithmic mechanism design and
as follows. First, each nodg in the network declares a costwhat is the network model used in this paper, and formally
d; for relaying a data packet of unit size, which could be difdefine the problem we want to solve. We present our pricing
ferent from its true cost;. Secondly, the source nodgcom- mechanism in Section Ill. We discuss in detail how to compute
putes the least cost path (LCP), denoted™y;, vo, d), from the payment fast and how to compute it in a distributed manner.
v; to the access pointy according to the declared cost vectoin Section IV, we show that there is no pricing mechanism that
d = (do,dy,--- ,d,—1). After that, a payment] (d) to nodev; can prevent an arbitrary pair of nodes from colluding. We then
is computed (either in a centralized or in a distributed way) fgive a mechanism that can prevent the neighbors from collud-
every nodey;. The data is then routed along the computed LCIng with each other. We also study the case when the cost is
Each node on the LCP is asked to relay the data packets anih@irred on communication links instead of wireless nodes. We
compensated by the computed payment. Wity or called conduct extensive simulations to show that the overpayment to
profit by some researchers of nodgis v/ (d) = p!(d) — ¢; if the relay nodes according to the pricing scheme is small com-
nodev; relays data fow;; otherwise it ispgf(d), Naturally, it pared with the actual cost of the least cost path. We review
is preferred that each node declares a cost; = ¢; (called the priori arts on dealing with non-cooperative computing and
truthful or strategyproofin this paper). Since we assumed thawireless networks in Section V. We conclude our paper in Sec-
wireless nodes are selfish and rational, there is no guararfies VI with a discussion of possible future works.
that any wireless node will reveal its cost truthfully unless it is
convinced that it cannot do better by declaring a different cost.
The first objective of this paper is then to design a payment o ) _
scheme such that each nodewill always maximize its profit A- Algorithmic Mechanism Design
when it declares its true cost, i.el; = c;, no matter what ~ Conventionally, in economics and mechanism design the-
other wireless nodes do. The second objective of this papepty, the scenarios in which the agents act according to their
to implement the protocol efficiently and truthfully. own self-interests are modeled as follows. Thererasgents

By assuming that the nodes will not collude with each otheand each agent, for i € {1,---,n}, has some private in-
we present a strategyproof pricing mechanism such that fleemation ¢/, called itstype The typet® is a node’s cost
profit of each wireless node is maximized when it declares it forward a packet in unicast scenario. All agents’ types
true cost. In our protocol, the payment to a nageon the t = (¢!, ... ¢") define a type vector, which is called the
LCP isd,, plus the difference between the cost of the least cgaiofile. Given a reported profile, there is an output specification
path without using;, and the cost of the least cost path. Thé& that maps each type vectoto an allowed output. For each
payment to any node not on the LCP is alway®©ur protocol possible outpub agenti’'s preferences are given by a valuation
does not need the routing to be performed repeatedly. To simfiyctionw? that assigns a real numbet (¢, o), which does not
our analysis, we assume that the network topology remains thepend on other agents’ types.

Il. TECHNICAL PRELIMINARIES

same for the period of routing of current traffic request from Given a reported profiles = (at,---,a"), a mecha-
a source node to the access point. Our main contributionsreém defines aroutput O(a) and apaymentvector p(a) =
this paper are follows. First, we present a centralized methgd (a),--- ,p"(a)), wherep’ = pi(a) is the money given

to compute the payment in tim@(nlogn + m), wheren is to each participating agent Agenti's utility is u(a) =

the number of wireless nodes, andis the number of wireless w' (¢!, O(a)) + p‘(a). By assumption of rationality, agensl-
links. Clearly this is asymptotically optimum since we have tways tries to maximize its utility:’(a) by choosing its action
spendO(nlogn + m) time just to compute a least cost patu’. A mechanism satisfies thiacentive compatibility(IC) if

for routing. Secondly, we discuss in detail how to implememtach agent maximizes its utility by reporting its typeegard-

our routing protocol in a distributed manner. Notice that it ikessof what other agents do. A mechanism satisfiesntevid-

not straightforward that we can implement a protocol in a distal rationality (IR) (or calledvoluntary participation if each
tributed manner, even without considering the communicati@gent’s utility of participating in the action is non-negative. A
complexity. The difficulty here is how to rely on these selfismechanism istrategy-proof(or calledtruthful) if it satisfies
wireless nodes ttruthfully implement our protocols that will both IC and IR properties.

prevent them from lying about its cost. Notice that since we payOne of the most celebrated positive results in mechanism
more than its actual cost of a node to relay the data packets, design is what is usually called the family of Vickrey-Clarke-
total payment to all nodes relaying packets is clearly at least tBeoves (VCG) mechanisms by Vickrey [16], Clarke [17], and
same as the actual cost of the least cost path. It is easy to d@nmeves [18]. VCG mechanisms apply to mechanism design
struct a worst case example in which we could pay much mareximization problems where the objective functigie, ¢) is
than the actual cost. We then conduct extensive simulationsttie sum of all agents’ valuations, i.g(o,t) = >, w'(t*, 0),
study the ratio of the payment to all relay nodes by the souraad the set of possible outputs is assumed to be finite. This
node over the total cost incurred by all relay nodes. We studigthximization mechanism design problem is often cail@li

both the ratio averaged for all source nodes and the maximtamian. A mechanismM = (O(t), p(t)) belongs to the fam-
ratio among all source nodes. We find that these ratios areibllof VCG mechanisms if (1) the output = O(t) computed
small when the cost of wireless nodes are randomly distributedsed on the type vectermaximizes the objective function

in an interval. glo,t) = X, w'(t", 0), and (2) the payment to an agenis



of formatp’(t) = >, w’(t/, O(t)) + k' (t™"). Hereh'() is To stimulate cooperation among all wireless nodes, ngde
an arbitrary function ot . Groves [18] proved that a VCG pays some nodes of the network to forward the data to the
mechanism is truthful. Green and Laffont [19] proved that, ugccess point. Thus, each nodgon the network declares a
der mild assumptions, VCG mechanisms are only truthful ing§ostd;, which is its claimed cost to relay the packets. Note

plementations for utilitarian problems. that hered; could be different from its true cost;. Then

Let a—* denote the vector of strategies of all agents excepedev; computes the least cost palt{v;,vo,d) to connect
i, e, a”’ = (a',a2,--- a1, @™t ... a"). Letal'h = tO the access pointy according to the declared cost vector
(a*,a2,--- a1 b,a’t!, ... a),i.e., each agent # i uses d = (do,d1,--- ,d,—1). For each node;, a paymenp; (d)
strategya’ except that the agentuses strategy. is computed according to the declared cost vedtdrheutility

of nodev; is v/ (d) = p}(d) — x;(i) - ¢;, wherex; (i) € {0,1}
B. Network Model indicates whether; relays the packet far;. We always assume
. . that the wireless nodes are rational: it always tries to maximize
We consider a se¥V = {vg,v1,- - ,v,—1} Of n wireless . A
. : |tF utility w? (d).

nodes. Herey is used to represent the access point (AP) 0

We assume that the caostis based on per packet or per ses-

the wireless network. Let = (V, &) be the communication g, "\whichever is appropriate. If the cost is per packet and a

graph defined by, where £ is the set of links(v;, v;) such nodew; wants to send packets to the access point in one

that the nodey; can comm_unicate directly with the nods. session, then the actual paymentpto a nodev;, is s - p! for
We assume tha¥ is node bi-connected. In other words, the "'Shat session !

maining graph, by removing any nodgand its incident links ¢ ihe payment scheme is not well-designed, a nodenay
from G, is still connected. The bi-connectivity of the Communiimprove its utility by lying its cost, i.e., declares a caist #
cation grapftz will prevent the monopoly of nodes as will se€.. * The objective of this paper is then to design a payment
later in addition to provide fault tolerance. _ scheme such that each nodg maximizes its utility as long
In wireless networks, if two nodes cannot communicate dé's it declares its true cost, i.el; = ¢;. Using the standard
. . X ) , L.ely = ¢j.
rectly, they communicate through multi-hop wireless links bys\mption from economic model, we assume that the wireless

using some intermediate nodes to relay the message. CongGies dmot collude to improve their utilities. We will relax
quently, each node in the wireless network also acts as a royfer assumption later.

to forward data packets for other nodes. We assume that each

wireless node), has a fixed cost; of relaying/sending a data I1l. THE PRICING MECHANISM
packet to any (or all) of its outgoing neighbors. This cost
is a private information, only known to nodg. All n nodes
together define a cost vector= (cg,c1, -+ ,¢n—1), Which is
the profile of the networkz. When a node; wants to make
a guaranteed proft;, its declared “cost” should bg + z;. It
will be seen later that nodg makes a profit at least when it
is chosen to relay the data. In the remaining of our study, b X
assume that the source node will always pay the relay nodes o Payment tko anode, is 0 if vy, ¢ P(v;, vo, d). Otherwise,
relaying its data, i.e., the source node has an infinitely large v P2ymentig; (d) = [IP—u, (v, vo, d)|| =[P (vi, vo, d)| +di.
uation of the data being sent to the destination. Our results dafreP—u, (vi,v0, d) denotes the least cost path between node

be easily extended to deal with the case when the source ng?gnpd;t?]\r/[vithout using node, and||I1|| denotes the total cost

v; has a fixed valuatiob; of the data being sent to the destina~ hi tfalls into the VCG hani itis strat
tion. The source node chooses to send the data via relay node-g IS paymentialls into the mechanism, so it IS strategy-
oof. In other words, ifl;, = ¢, hodev, maximizes its utility

if ly if th | Il th I i
if and only if the total payments to all these relay nodes is %(d) — x (i) - ¢,.. Every node participating in the relay will

more thanp;. It is easy to show that the source node will alsﬁ' . .
ave anon-negativeprofit; every node that does not relay the
be truthful aboub,. S i . - .
gﬁlfﬁc will have profit0. Notice that when a node originally is

In this paper we restrict our attentions to a unicast betwe h ith i : it will b vaif
any nodey; and the access poing only. Our results can be eas-0t CNOSEN WIt ItS true cost, Its profit will becomesgative

ily extended to the routing between an arbitrary pair of sourft:treémteﬂs1 to lie its C(:.St Suﬁlhotlh?t |t(|js chosen(.j Shleﬁrrlly, to :naki S ul;?
nodev; and destination node. at the payment is well-defined, we need that the network is bi-

connected, i.e., the paf,, (v;, vo, d) does exist. Otherwise,
nodewv; can charge a monopoly price since it is a critical node
C. Statement of Problem to connecty; andug.

If a nodewv; wants to send data to the access pointtyp- Designing a truthful payment scheme for unicast is straight-
ically, the least cost path (with minimum total relaying costjorward. One of our main contributions in this paper is a time
from nodev; to nodev,, denoted by (v;, vo, c), is used to route optimal centralized method to compute the payment, which will
the packets. Consider a pdit(i,0) = v, ,v,,_,,---v;,v, be described in detail in the following subsection.
connecting node; and nodevy, i.e.,v,, = v; andv,, = vy,
and nodev,, can send signal directly to node, ,. The cost B. Fast Payment Computing
of the pathlI(z, 0) is defined asZ;;} vr;, Which excludes the  Assume that the access point has collected all nodes’ costs,
costs of the source node and the target node. and the network structur@. Then this access point can com-

A. Payment Scheme

Assume that the node has to send packets ig through
the relay of some other nodes. It pays these relay nodes to com-
pensate their costs for carrying the transit traffic incurred;by
The outputO(d) of the mechanism is the path connecting
JARdvo with the minimum cost, which is known &(v;, vo, d).



pute the payment to all relay nodes in a centralized mannafgorithm 1 Fast VCG Payment Computing

The very naive way to calculate the payment for all nodes on.
P(v;,v9,d) is to calculate every node’s payment using Dijk-
stra’s algorithm. In the worst case there will ©¢n) nodes on
P(v;,vo,d), so this naive algorithm will result in a time com-
plexity O(n?logn + nm). In [20], Hershberger and Suri pro-
vided a fast payment calculation algorithm fige weighted 5.
graph (by assuming the edges are rational agents). Nardely,
Proietti and Widmayer [21] studied a similar question of find-
ing the most vital node of a shortest path in an edge weighted
graph, and gave a method to do so in ti@en+nlogn). Bor- 4.
rowing some ideas from [20], we present @(n logn + m) 5:
time complexity algorithm for fast payment calculation in ag:
node weightedraph. 7
Consider a node;, € P(v;,vg,d) and we want to compute g:
|P_y, (vi, v0,d)]||. The basic idea of our algorithm is for a pair o
of nodeswv,, v, such thatv,v, € G, we calculate the path
P_y, (vi,v4,d) andP_,, (vp, vo,d) Separately. Then by con-
catenatingP _,, (v;, va, d), link vev, andP_,, (v;,v,,d) we
obtain the path with the minimum cost from to vy without
nodev;, and havingy, v, on it. Choosing the minimal cost path
for all edgesv,v, € G, we find||P_,, (v;,vo,d)||. See Figure 12

10:
11:

1 for an illustration. 13:
14:
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Fig. 1. Computing-avoiding shortest path.

Algorithm 1 computes the payment for all nodes on the least
cost path. The correctness of this algorithm comes from the
following observations of the shortest-avoiding path.

Lemma 1:Assume that, for a node,, € P(v;,vo,d),
P_y,, (vv0,d) = vi,vy, -+ w1, v, Wherevy, = v; andu,
vo. If vy, .level > I thenv;, .level > [ forallb > a.

Proof. We prove it by contradiction. Assume that there exists

17:

Find the Shortest Path Tree (SPIPT (v;) and.SPT (v;)
rooted aw; andv, respectively. Assume th&(v;, vo, d) =
VpoUpy *** U, _, U, Wherev,, = v; andv,, = vg. For a
nodevy, € P(v;,vo,d), let L(vy) be the cost of LCP from
v; to v, and R(vg) be the cost of LCP fronay, to vp.
for every nodey; in G do
Find a nodev,, € P(v;, v, d) such that removing node
vy, causes that node, neither connects to, nor con-
nects tov; in the treeSPT (v;).
Setuvy.level = [.
Mark all nodesSWHITE.
Mark all nodes whose level isBLACK.

: for I = s — 1 down tol do

repeat
For eachWHITE nodewv;, whose level isl, find its
BLACK neighbor, such thatl, + ||P—.,, (Va, vo, d)||
is minimized.
SetR~!(vy) = ca + ||P—vr, (Va, v0, d)|;
For all nodes;, with levell, find the node with mini-
mumR~'(vy). Let this node bey;. Mark v; BLACK.
until all nodes with level exceptv,, areBLACK.
Mark nodev,, asBLACK.
For node v, with level I, find a neighborvs, whose
¢ !vk) = L(vs) + R~ (vi) +ds + di is minimized among
all neighbors with level smaller than Denote such mini-
mum value as ' (vy,).

: Among all nodes with level, choose the node;, whose

c~!(vy) is minimal and set~! to this value, i.e.c™! =
minvk.level:l C_l (’Uk).

For each node,, € P(v;,vo,d), wherel starts froms — 1

to 1, we use a heap to find the path containing an edge
v, Up With minimum cost such that,.level < | < vy.level.
The heap has nodes, v, corresponding to all such edges
vavp € G. The value of a node, vy is L(v,) + R(vp) +

dg + dp. Find the node with the minimal value i and
compare this value with—!, and the minimal of these two
values is set agP_,,. (v;,vo,d)]|.

Calculate the payment to nodg as follows

p? = ||P_U” (’l}i,U(),d)” - |P(Ui7U07d)|| + dTl

a pair of nodes: andb such that;, .level < I, v, .level > [
andb > a. Notice thatP(v;,v;,,d) doesn’t contain node,,

sincew;, .level < 1. Thus, replacing pathy vy, - --v;, , v, by P(vi,vk,d) is composed of two subpaths,v,., - - vy, vy,

path P(v;, vy, , d) concatenated withy, ,, ---v;,_, v, Will re-

and P, as shown in Figure 2.

sult in av,,-avoiding path with a smaller weight since the path Similarly, we assume tha (v, vo, d) is composed of two
P(vi, v, d) C SPT(v;) will only use nodes with level at most Subpaths? andv,., vy, ., -+ vr,_, vr,. Let Ps be the subpath
vy, level < 1, while the subpathy, vy, ---v;, , v, Uses node Ur,Vr.iy =" Ur,_,Ur. Itis €asy to show thatP || + [|Ps|| <
vy, with level at least. Notice thatP(v;, v, , d) is the least cost [|P1] from the property of least cost paf(v;, vk, d), and

path connecting; andv;, . This finishes our proof.

Lemma 2:For a nodev, such thatvy.level = [, then
P (v, vo, d) cannot contain any relay node, with a < .
Proof.
exists a nodey, such thaty.level = I, andP (v, vy, d) con-

|P1|| + ||Ps|| < ||P.| from the property of least cost path
P(vk, vo, d).
contradiction. This finishes our proof.

Consequently, we havgPs|| < 0, which is a

Similarly, we have
Again, we prove it by contradiction. Assume there Lemma 3:Consider the patR_,,, (vk, v, d). If there exists
a nodevy on this path withvy.level < vy.level, then nodeyy

tains a nodey,, with a < I. Obviously,P(v;, vk, d) contains cannot appear oR_,,, (v;, vo, d).

path v, vy, - vp,_, Ur, .

For simplicity, we assume that path The proof of this lemma is omitted due to space limit.



Algorithm 2 Distributed payment computing by a node

1: Setp? — oo, if vy € P(v4,v9,d); otherwisep? « 0.

Py

Fig. 2. Observation of.., -avoiding shortest path.

Lemma 3 allows us to only focus on the path connectipg 1°
andvg that avoids nodes;: with vy .level < vy .level. 1

Now we analyze the time complexity of this algorithm. First,

the shortest path tree can be calculatedifnlogn + m), 1%
and with the SPT it only takes us linear time to fiidv,) 1%

and R(vg). Clearly, we can compute the level for all nodes

in time O(n). We can calculate the valué (v, ) for all nodes 1%

4
5:
Vr| Vrs 6:
7
8
9

2. Broadcasts its entrigg’ to its neighbors.
3: while v; receives an updated price from a neighbpdo

if v; is the parent of; then
Pk min(pf,p?) if v, € P(v;,v0,d).
else ifv; is the parent ob; then
Pk — min(pf,p? +d; +d;) if vy € P(v;, v0,d).
else
for everyvy, € P(v;, vo, d), v; updateqﬁ as follows.
if vy, € P(vj,v0,d) then
pi o« min(pf,pj + d; + [|P(vj,v0,d)] —
[P (i, vo, d)]));
else
p{ o« min(pf,dx + d; + [IP(vj,v0,d)l| -
[P (vi, vo, d)|)
Broadcasts its entrieg’ to its neighbors.

vg in time O(nlogn + m). Assume the number of nodes
with label [ is n; and nodev,’s degree isdeg(vy), then it
will take at most)_, ;.,..;—; deg(vi) + nylogn, time to find
¢!, Summing! from 1 to s — 1, the time complexity as
Zdeg(vk)—i-z:f;ll ng log n; < 2m+nlogn. Thus, computing
R~!(vy,) andc~" will take time complexity ofO(n log n + m).
The heap operations have at mastinsertions,m deletions,
andn extract-min operations, which takes ti®ém+n logn).
Overall, the time complexity is stitD(m + nlogn).

second stage, it is not unnecessary for us to worry about nodes’
lying in the first stage. In Figure 3, the shortest path between
vo andwvy should bev,v4v3v90. Itis easy to calculate that'’s
payments to nodes,, v3 andwv, are all exactly 2. Then the
overall payment by node; is 6. If nodew, lies that it is not a
neighbor ofv,, then its shortest path becomgssvy. Now it

only needs to pays 5 to send a packet. Thus, nodgbenefits

by lying about its neighborhood connection information, which
consequently changes the SPT. This problem rises from the fact
C. Distributed Algorithm for Payment Calculation that the least cost path is not necessarily the path that you pay

Unlike wired or cellular networks, wireless ad hoc network‘é?_e Igast. This observation allso raises the concern whether a
are lack of a centralized authority. Thus, it is more desirable #stributed method presented in [22] does compute the payment
compute the payment in a distributed manner. Next, we discii¥rectly since a node can lie not only about its cost, but also
how to compute the payment of a node to all the relay nod@gout its neighborhood information.
truthfully in a distributed manner. Assume that there is a fixed
destination nodey. Our distributed algorithm will compute
the payment of each nodg to all its relay nodes. The distrib-
uted algorithm has two stages. Firstly, all nodes together find
the Shortest Path Tree (SPT) rooted at nogle We assume
that the SPT tree does not have a loop. This step can be easily
implemented using Dijkstra’s algorithm, so we omit this one.
Assume that we already formed a shortest path Treéeoted Fig. 3. The node has the incentive to lie about his shortest path
at nodevy, and every node knows its parent and children in
treeT. Second|y’ every node; computes its paymenﬁ,C in Notice that the distributed method to compute the payment
a distributed manner using Algorithm 2, which is based on ttiglies on the selfish node to calculate the paymepf to node
algorithm presented in [22]. vk, Which cannot prevent nodeg from manipulating the cal-

Whenever some entpyf stored at node; changes, the entry culation in its favor. In [22], the authors suggested to use the
pl is sent to all neighbors af, by nodev;. When the network is following approach: all agents are required to sign all messages
static, the price entries decrease monotonically and convergdat they sent and to verify all messages that they received from

stable values after a finite number of rounds (at mastunds). their neighbors. They claimed that their protocol can be modi-
fied so that all forms of cheating by agents are detectable. Ob-

serve that, they did not consider the possible scenario when an
agent could lie about the topology (the scenario we just dis-
While it is quite obvious to conceive that the nodehas cussed in previous paragraph). Notice that even using their ap-
the incentive not to correctly calculate his paymghtin the proach, all nodes must keep a record of messages sent to and
second stage, it is not so straightforward to notice that the na@eeived from its neighbors so that an audit can be performed
v; also has the incentive to lie about his shortest path evenlater if a disagreement happens.
the first stage. We give an example to show that even we carNext, we present a new distributed method that prevents
guarantee that nodeg calculates his payment truthfully in thenodes from lying about the topology, and mis-calculating the

D. Compute the Payment Truthfully



payment, and it does not need store all messages. The nodedusthe sum of their utilities is guaranteed to increase (thus, they
Algorithm 3 to compute the shortest distance to source and tharare the increased utilities).

use Algorithm 4 to compute the payment to the relay nodes. ItWe point out here that the collusion of nodes discussed here
is easy to verify that they are truthful and no node will lie abous different from the traditionagroup strategyproofconcept

its neighbor information and will follow the payment calculastudied in [23], [24]. A pricing mechanism is said to be group
tion procedure. For the example illustrated in Figure 3, nodgrategyproof in [23], [24] if any subset of agents colludes, then
v1 has to use the shortest pathv,vsvovy to compute the pay- each agent of this subset cannot improve its utility without de-
ment according to our new protocol since nadeknows the creasing the utility of some other agent. Clearly, this formu-
existence of this shortest path and it will detect the lie by nod&tion of group strategyproofness cannot capture the scenario
vy if node v; chose to use pathyvsv, instead. The problem when the profit can be transferred among all colluding nodes,

remaining is how to make it more efficient. which happens very often in real world. We then formally de-
fine what isk-agents strategyproafechanism as follows.
Algorithm 3 Truthful Distributed SPT Construction hy Definition 1: A mechanism is said to bé-agents strate-

1: Every nodey; has two variablesD(v;) stores the shortest gyproof if, when any subset of agents of sizecolludes, the
distance tovy and F'H (v;) stores its parent on SPT. Ini-overall utility of this subset is made worse off by misreporting
tially, if vo is v;'s neighbor then seb(v;) toO andF'H (v;)  their types. A mechanism isue group strategyprooff it is
to vy; else setD(v;) to oo and F'H (v;) to NULL. Nodew; k-agents strategyprodir any k.
broadcasts its information to its neighbors.

2: while v; received information from its neighbey do Clearly, we cannot designtaue group strategyproofmech-

3 if D(v;) > D(v;) + ¢, then anism for the unicast routing probl_em _stud_led here: if all nodes

4 D(v;) < D(v;) + ¢j, andF H (v;) — v;; but nodey; collude and declar_e ar_bltra_lrlly high costs, then node

5: if v; # FH(v;) andD(v;) + ¢; < D(v;); orv; = Vi ha; to pay a payment arbitrarily higher than the actual pay-
FH(v;)andD(v;) + ¢; # D(v;) then ment it needs to pay if these nodes do not collude.

6: nodew; contactsv; directly using reliable and se- Directly from the incentive compatibility property, for any

cure connection, asking; to update hisD(v;) to truthful mechanism, we have:
D(v;) + ¢; and F H (v;) to v;. After the necessary Lemma 4:Assume nodev;’s valuation is of the form
updatingy; must broadcast his information. w'(o,¢;). For any strategyproof mechanism, if the output

7. Nodev; broadcasts its information to its neighbors.  keeps unchanged, then thaymentand utility of nodev; do
not depend om;.

Furthermore, for ang-agents strategyproof mechanism, we
have a stronger conclusion:

Lemma 5: Suppose every nodg’s valuation is of the form
w'(o, c;). For any2-agents strategyproof mechanism, as long
as the outpub doesn't change, nodg’s paymentandutility do

Algorithm 4 Truthful Distributed Payment Computation by
1: SetpF — oo, if vy € P(v4, g, d); otherwisep? « 0.
: Broadcasts its entrigg’ to its neighbors.
: while v; received informatiom;§ from its neighbon; do not depend on the profile

2
3
4: v; updateg; using Algorithm 2 (steps 4-15). Proof. From lemma 4, we know (o, ¢;) does not depend on
5. whenp}’ changesy; broadcasts the value of, andthe . since we assume the outptis not changed when nodede-
ID of the nodep; that triggered this change. claresd; instead of;;. Thus, we just need to prove that its utility
6. if v; triggered the change for thig from v;, v; recalcu-  ggagny depend on any other nodes’ declared cost. We prove it
latespf; for v; using Algorithm 2 (steps 4-15) to verify py contradiction. Assume its utility’(d) depends on a node
it. If his answer and the payment sent framdo not , 's declared costl;, then there exist two numbeit, # d,
match, nodev; then notifiesv; and other nodes. Node sych thatu!(d|¥dy, ) # wi(d|*dy, ). Without loss of generality
v; will then be punished accordingly, e.g;,is dropped we assume that’(d|*d;,) > ui(d|*dy,). From lemma 4, we
from the network by all nodes. haveu” (d|*dy,) = u*(d|*dy,) since outpub is not changed.
Consider the case with original profite= d|*dy,. Nodev; can
askuwy, to lie its cost tady, , thus increase;’s utility while keep-
IV. OTHER ISSUES OFPRICING MECHANISM ing vi’s utility unchanged, which violates the incentive com-
patibility of 2-agents strategyproof mechanism.

A. Collusion of Nodes

So far we have assumed that the wireless nodesotiool- In the following discussions, we restrict our attention to the
lude to improve their utilities. In practice, the nodes may colnicast scenario. Remember thatdenotes whether a nodg
lude with each other in the hope to gain as a group. There #en the least cost path or not. LB be the set of profiles
several possible ways such that some nodes can collude. §ath thatr, = 1, i.e., nodev, is on the LCP;D{ be the set
example, if two nodesy, andwv,, know that the removal of of profiles such that, = 0, i.e., nodev;, is not on the LCP.
them will disconnect some nodes from the access point, thétearly, D¥ | D& comprises all possible profiles. From lemma
these two nodes can collude to declare arbitrarily large co$tswe have the following:
and charge a monopoly price together. Notice that, by declarLemma 6: Assume that4 is a2-agents strategyproof mech-
ing much higher costs together, one node’s utility may decreaagjsm for unicast and its outp@ is the LCP connecting the



source and target. For any nodg if z; doesn’t change, then v, can benefit together by askingto lie its cost froma; — %
p" calculated byA is independent of. tod;,.
Proof. We prove it by contradiction. Suppose nagdés pay- At last, we prove that when nodg declares a cosi; €
ment depends od, then there exist two profilegl|'d;,) and [d;,, a;] while d—* is fixed, 2 (d|’b;) > z1(d|'d;,). We only
(d|'d;,) such thatd;, > d;,, p*(d|’d;,) # pF(d|'d;,), and have to prove for the case,(d|'d;,) = 1 and we prove it by
xi(d|*d;,) = x1(d|d;,). There are two cases here. contradiction. Assume that there i9a e [d;,,a;] such that
Case lx;(d|'d;,) = x;(d|'d;,). Clearly, the LCP path re- x4 (d|'b;) = 0. LetTI(d) be the total cost of a patil under
mains the same when node declares cosd;, or d;,. From cost profiled. Let IT; be the least cost path connecting the
Lemma 5, we have®(d|id;,) = p*(d|d;,), which is a contra- source and target using profil¢/b;. Observe that; € II,. By
diction. Thus, this case is impossible. assumptionyy, ¢ I1;. LetII; be the least cost path connecting
Case 2:z;(d|'d;,) # z;(d|'d;,). Sinced;, > d,,, this case the source and target using profilgd;,. Remember that; €
means that whed, = d,,, v; is not on the LCP, and whenTII, andv;, € II,. Thus,II; andIl, are different paths. From the
d; = d;,, v; is on the LCP. Now fixingd~* and increasing optimality of IT; under cost profilel|'b;, we havell, (d|’b;) <
nodew;’s declared cost frond;, to d,,, there must exist; € Tly(d|*b;). From the optimality ofI, under cost profilel|*d
[di,, di,] such thaw; is on LCP ifd; < a;, v; is noton LCP if we havell, (d|'d;,) > Il»(d|’d,,). On the other hand,
d; > a;, anditis unknown whet, = a;. For nodey;, its utility

iz

and payment do not depend on its own declared éosErom Ty (d|'b;) = 101 (d|"ds, ) + by — d,

Lemma 5, its payment is a constafif whend,; < a; (since > Ty(d|'ds,) + bi — ds, = Ta(d|'b;) > I, (d'b;),
the output remains the same for evety < a;) and another

constantP; whend; > a;. From the incentive compatibility of which is a contradiction. This finishes all our proof.

nodewv;, we haveP; — d; > P;, for anyd; < a;, since we have
to prevent node; from lying its cost fromd,; to a number larger

thana;. Similarly, to prevenw; from lying down its cost from o .
a number larger tham; to ad; < a;, we need?, — d; < P,, for of the cost profile, is a constant as longugsis on the LCP;

anyd; < a;. Thus, we have?; — P, — a;. the payment to any node,, regardless of the cost profile, is
i ey . . another constant as long agis noton the LCP.
Suppose”(d|*d;,) = p*(d|*d;,) + 6. We first consider the . : .
o . : ; Theorem 7:There is no2-agents strategyproof mechanism
cased < 0. Considering the graph with profile= (d|*d;, ), . . .
X . L for unicast problem if the output is the LCP.
clearly nodev; is not on the LCP and its utility i&;. Thus, the Proof. We prove it by contradiction. Assuréis a2-agents
sum of nodey;, andw;’s utility, when nodev; declares cost;, , ’ P y_ ’ 9 .
ki i/l AT = strategyproof mechanism. From Lemma 6, we know that if
isu(d|'d;,) +u*(d|'d;,) = p*(d|*d;,) + P; — xy, - ¢, where : : . . :
i i . ._nodewy, is on LCP then its payment iB, else its payment is
zp = zx(d|"d;,) = xzx(d|'d;,). Now consider the scenario— : y .
. P. Now consider a profilel of their declared costs, ang,
whenw; declares its cost ag, < a;. The sum of node;, and . ) ! —k )
L ) ! in on LCP. Given a fixed{—*, there existsy, > 0 such that
v;'s utility becomes (since;, remains the same)

v is on LCP if and only ifd;, < ag. It § easy to see that
uF(d|'d;,) + ui(d|'d;,) a = P—vkd(vi,voyd)ll— F;)(Ui71{07d|k0) an'dP -P= ak'I(Ot)h-

— k(i o g s ok (dlid - erwise nodey, can lie about its cost to improve its utility). In
pr(dfdi) + B =i = dip 2 (A i) + B =l gperwordsp — P = [Py, (vr,v0,d) — P(vy, v, dJF0)]| de-

= pM(dl'di,) + Pi — zper — 6 > uF(d|Fe;) + u'(dFe;) pends onl, which is a contradiction to the requirement that both

P andP are fixed constants. This finishes our proof.

The above lemma implies that, for atyagents strategyproof
mechanism for unicast, the payment to any nogeregardless

This implies thaw; andv; can benefit together by askingto
lie its cost fromd;, to d;, . Theorem 7 relieves us from designing akyagents strat-
We then consider the cage> 0. Consider the graph with egyproof when the objective is to use the least cost path for
profilec = (d|'c;), wherec; = a;—¢,and0 < e < min{g, a;— routing. In the following discussions, we study how to design a
d;,}. Clearly nodev; is on the LCP and its utility is; — ¢;.  truthful mechanism such that it can prevent nodes from collud-
Thus, the sum of node, andv;’s utility, whend; = ¢;, is ing with its one-hop neighbors. Notice that the VCG payment
. o . scheme discussed in subsection IlI-A does not prevent a node
uF(d|'e;) + ' (d|'e;) = p"(d|'c;) + P, — xjcr — ¢ from colluding with its neighbors at all. It is not difficult to
= pF(d)'ds,) + P — zhcr + €, construct an example such that, for a negec P(v;, v, d),
the pathP_,, (v;, vo,d) uses a node, that is a neighbor ofy,
wherex) = zx(d|'c;). Now consider the scenario when andv; ¢ P(v;, v, d). Thenv; can lie its cost up to increase the
declares its cost a&,. Notice thatd;, > a;. The sum of node utility of nodewy.

v, andv;’s utility becomes Assume that node; pays other nodes to relay the data to
o oo another node;. Let N(v) be the set of neighbors of node
u”(d['d;,) +u'(d]'d;, ) vk, including nodewy, itself. Thus, to have a payment scheme

= p*(d|'d;,) + P, — xrcr, = p*(d)'di,) + P, — xcr, + 6 that prevents collusion between any two neighboring nodes, it
> pP(ddy,) + P — aher + € = uF(d|Fe;) + i (d]Fe) is necessary that th_e graph resulted by removiigy,) still
has a path connecting andv;. Therefore, we assume that
The last inequality comes fromy(d|'d;,) = = < z}, = graphG\N(vy) is connected for any node,. Similar to the
x1,(d|*c;) (proof follows) ands > e. This implies thaty; and payment scheme presented in subsection 1lI-A when nodes do



not collude, we design the following payment schepnthat or a node is an agent, which has computational power and the
avoids the collusion between any two neighboring nodes. Thavate scalar cost to carry the transit traffic. In our new model
paymentp* (d) to a nodevy, is here, we treat each node as an agent and it has some private type
which is a vector. The valuation of a nodesislelydetermined

55 (d) = [P Noy) (vis v0, d)|| = [[P(vi,v0,d)|| + 2 (i) - dks by which incident link is used in the optimal solution. Specif-
ically, given an output (a path,_, v;__,,- - - v;,, v;, CONNECting
nodew; to vy, wherev; = v;, andvy = v;,), the valuation
w' (c'*, 0) of the nodev;, is —c;, i,_,. Given the declared
types by all wireless nodes, the mechanism will compute a path
that maximizes the valuation of all nodes, and a pricing scheme
p that is strategyproof.

The strategyproof pricing mechanism works as follows.

whereP_ y(,,(vi, vo, d) is the least cost path connecting
andv; in graphG\ N (v;,) without using any node iV (vy).
Notice that the payment to a nodg ¢ P(v;, vo, d) could be
positive when node;, has a neighbor oR(v;, vy, d). Thisis a
sharp difference to our first payment scheme based on VCG
We then prove that the payment schegrie indeed truthful.

Theorem 8:The payment s'chenfgis a strategyproof meph- First, each node; declares its cost vectat;, which is an-
anism that preventsnytwo neighboring nodes from Colludlng.ary vector itself. We then define directed and weighted
Proof. Clearly, each individual node will be truthful since our - i : . .
mechanism belongs to the family of VCG mechanisms. Notigerath = (@, B, W), where the weight of a directed link

f ¢ iahbori d dur their utilit be Vil is d; ;. A least cost directed patR(v;,vo,d) is com-
or any two neignboring nodes, anduv;, their utitities can be puted to connect; to vy, which is the output. Lety ;(d,,0)

written as be the indicator of whether a directed linkv; is on the
ukle) = 2?;01 vt (0(c), ) + h k(e Nwe) dire_cted path fro.mvi to vo. The paymentpf(c_l) to nc_>de

{ ulle) = Z?;()l vt(o(@’ct)+h—z(c_zv(ul)) v 1S Zj z;(d,i,0)dg; + Ak Here A, is the im-
provement of the least cost path from to the access point

Summarizing them, we getu'(c) + uF(c) — due to the existence of nodg,. In other words,A.i’k =
22?:*01 ’Ut(O(C),Ct) + h—k(c—N(vk)) + h—l(C—N(w)) Notice Zr,j xr,j(d|koo,i,0)dr7j — Zr,j l‘,‘)]‘<d7i,0>dr}j. Notice, to

that b= F (¢~ Ny 4 h=t(¢=N () doesn’t depend on; and calculate the least cosj,-avoiding-path, we sef;, ; = oo for

d sincev, andv; are neighbors of each other. In addition®aCh node;.

S~ vi(o(c), ¢;) is maximized when they reveal their true costs. It is not difficult to show that, under the above payment
Thus, v, andv; will maximize their total utilities by revealing Mdel, every node (except the source node) could not lie about
their true costs. its cost vector to improve its profit. We assume that the source

node will not lie about its cost vector. Then the above payment
Itis easy to show that the above payment scheme is optimd@heme is truthful. We can show that the fast payment scheme
in terms of the paymentto each individual node when the OUt%sed on A|gor|thm 1 can be modified to compute the payment
is the least cost path. The proof is omitted due to space limitjn time O(nlogn + m) when each node is an agent in a link-
Furthermore, we can extend the above scheme to a m@fgighted directed network. Notice that, in this network model,
general case when we want to prevent some groups of noggssource node could lie about its cost vector such that its total
from colluding. Let{Q(v1),Q(v2), -+ ,Q(vn)} be a set of payment to all relay nodes will decrease.
subsets of nodes, i.6Q(v,) C V. We then show how to de-
sign a truthful mechanism such that any naglecannot col- C. Ratio of Total Payment Over Total Cost of the Path
lude with other nodes i (v ) to increase their total utilities. Clearly, nodey; pays each node d(v;, vy, ¢) more than its

For simplicity, assume that, € Q(uvx), for 1 < k < n. It 504,a] cost to make sure that it will not lie about its cost. The
is easy to show that the following mechanism is truthful: 16 haid value is the improvement of the least cost path due to
the output is the least cost path connecting the sow@nd ¢ eyistence of node;. It is not difficult to construct a net-
destinationuy; 2) the paymenp; (d) to a nodevy, is 7(d) = work example such that the over-payment of a nodeould be
IP—q i) (vis v0, d)|| = [[P(vi, vo, )| + 2 (7) - dy.. ObViously,  gepitrarily large. But on the other hand, when we conducted ex-
we need grapki-\Q(v) to be connected for any nodg. tensive simulations to study the amount of overpayment when
the cost of each node is chosen independently and uniformly
B. Link Cost Instead of Node Cost from a range and the network topology is a random graph, the
So far, we assumed that the cost of a node forwarding d4esult shows that the large overpayment usually won't happen
to anyneighbor is same, i.e., the cost is incurred on each nodiethe real world.
However, each node could have different costs of forwardingLetpi = >, ep(u: v0.0) Pi (€), i-€., the total payment of node
data to different neighbors by using power adjustment tect-to the relay nodes. The metrics of the overpayment used in
nique. Thus, we assume that each wireless nptias a private our simulations ar@otal Overpayment Ratid@OR), Individual

typec; = (cio,Cin, - ,Cin_1)- Herec; ; is its power cost to Overpayment Rgti(jO_R), andWorst Overpayment Ratid’he
support the link to a node;. If nodew; cannot reach node;, TOR of agraphis defined 3s; pi/ >, [[P(vi, vo, ¢, 1.€., the
then the power cost is assumed toke Obviously,c; ; = 0. total payment of all nodes over the total cost of all LCPs. The

Notice that this model of network is different from the net!lOR of a graph is defined 53", TPy -€., the average
work models used by previous strategyproof pricing mechaverpayment ratio over alt nodes. The worst overpayment
nisms [4], [22] for unicast. In their models, either a link is amatio is defined asnax; 52—y, i.e., the maximum over-

agent, which has a computational power and private cost typayment ratio over alh nodes. We found that the IOR and



TOR are almost the same in all our simulations and they takeg receives a data from;. Nodewv, verifies the truthfulness
values around.5. In all our simulations, the average and thef the source and then pays each negeon the LCPp} and
maximum are taken ovai0 random instances. charges that from node. The second scenario is that a node

In the first simulation, we randomly generatenodes uni- wv; retrieves data from nodg. A relay nodev, on the LCP will
formly in @ 2000m x 2000m region. The transmission rangesend a signed acknowledgment after relaying the data to the
of each node is set a0m. The cost of each nodg to for- next hopv,. The acknowledgment ta, by vy, includes the au-
ward a packet to any neighbords+-c, - ™, wherer is fixed at  thentication fronw; thatv;, does send data tg. Nodev, then
300. Here random numbey; takes value fron300 to 500 and pays nodey;, and charges node accordingly after receiving
co takes a random value froi® to 50. The ranges of; and this signed acknowledgment.
co we used here reflect the actual power cost in one second of & better way to prevent these attacks described before may
node to send data at\/bps rate. The number of nodes in ourbe to combine the efficient pricing mechanism presented here
simulations varies amont0, 150, 200, -- -, 500. We choose with the payment management method presented by Jacobsson
two differentx values2 and2.5. Figure 4 (a) illustrates the [8], which we leave as a future work.
difference between IOR and TOR when graph model is UDG Mobility and dynamic cost: Our protocols assumed that the
andx = 2. We found that these two metrics are almost theetwork topology does not change for the period time of com-
same and both of them are stable when the number of nodesfnting the least cost path, computing the payment, and routing
creases. Figure 4 (d) illustrates the overpayment respectingoagkets from the source to the access point. When wireless
the hop distance to the source node. The average overpaynm@stes move, the above protocol still works as long as the net-
ratio of node stays almost stable regardless of the hop distamsek topology does not change. When the mobility triggers the
to the source. The maximum overpayment ratio decreases wigbange of the network topology, our protocol has to update the
the hop distance increases, which is because large hop distarail, and the payment calculated accordingly. A node will be
to the source node will smooth off the oscillation of the relagompensated for only the portion of the traffic it relayed.
costs’ difference: for a node closer to the access point, the secFor simplicity, we assumed that the cost of each node is fixed
ond shortest path could be much larger than the shortest p&@ithe moment. When the cost of a node changes, the node has
which in turn incurs large overpayment; for a node far awdyp declare its new cost. This will trigger the change of the least
from the access point, the second shortest path has total &gt paths and consequently the payment to nodes in the net-
almost the same as the shortest path, which in turn incurs snyedirk. The cost could change due to its battery power changes,
overpayment. Keep in mind that the payment indeed increa$eég competition among other nodes changes, and so on.
when the hop distance to the source increases. Figure 4 (b) ango far, we only concentrate on one session of routing. For
(c) illustrate the overpayment for UDG graph wher= 2 and the successive sessions, the source node and the access point
k = 2.5 respectively. already know the “actual” cost of all relay nodes. It is natural

In our second simulations, we study the performance of oi@ ask how much we should pay the relay nodes for later ses-
payment methods when each individual nodes have differé&i@ns now? One may think that we could pay these nodes their
transmission ranges instead of the same transmission ran@egared costs now. It is not difficult to construct an example
studied before. The cost of a nodev; to send a packet to such that this simple mechanism is not truthful: a relay node
its neighbors is; + c,||7;|". Here the transmission ranggof could misreport its cost initially; although its payment for the
nodei takes a random value frofil00, 500]. Figure 4 (e) and first session could decrease, but the gain in later sessions is large
(f) illustrate the overpayment for random networks wher 2  €nough to cover this initial loss. We actually can prove that for
andx = 2.5 respectively. Similar observations were obtainedlccessive sessions the source node still has to pay the relay

for these simulations. nodes based on the payment scheme described before. The re-
sult is omitted here due to space limit. Notice that another rea-
D. Other Issues about the Pricing Mechanism son we could not pay a relay nodgits declared cosiy, is that

Other possible attacks There are some other attacks pOSSDOdevk could simply refuse to relay since it gains nothing by

; aying.
ble to th_e scheme. A source node may re_fus_e o pay by Clalmﬁ%?esale the path Another possible collusion happens after
that he is not the source of the communication and thus shoy| . .

. . . ﬁwe payment is calculated and during the process of actually

not pay for it. To counter this attack, we require that each node” . n—l g

. L routing the packets. Let; = >, — p;, i.e., the total payment
sign the message when it initiates the message, the relay noac;es !

> ) . of nodew; to all relay nodes on the least cost p&tv;, v, ¢).
will verify the signature, Assume thap; > p; + (p,¢;) for some neighbov; of

Another possible attack feee riding a relay nodey;, on the ) bi > p; ; maxipi CJ‘ ; g J
routeP(v;, vy, ¢) may attempt to piggyback data on the packefg: Notice thatmax(pf, ¢;) = z; (Zj)pi +(1 - lg(l))cﬂ' since
sent between the initiatar; with the goal of not having to pay if vj is on LCPP(v;, vo, ¢), thenp; > ¢; andp; = 0 < ¢
for the communications to nodg. To counter this attack, the Otherwise. Herex;(i) is the indicator function whether node
initiator v; pays the relay node, only when it receives a signedv; IS 0N P (v, vo, ¢). Then,v; andv; can collude in favor of
acknowledgment from the access paipt them as follows: (1); sends the data packets foy andv;

Where to pay: We briefly discuss how the payment isPays all relay nodes on paRt(v;, vo, c); (2) v; paysv; the cost
charged. All payment transactions are conducted at the acaess max(p;, c;), which covers the payment by; (3) v; and
pointv,. Each node; has a secure account at nagie There v, split the differencep; — (p; + max(p], ¢;)), which is the
are two scenarios here. First scenario is that the access peating of nodey; from colluding with nodev;. Notice that it
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Fig. 4. Overpayment ratios IOR, TOR and the worst ratio for UDG and random graphs.

is possible thap; > p; + max(pf, ¢;) for some neighbov; of . of sending a unit data along this edge. Their payment scheme
v;. Figure 5 illustrates such an example of such collusion. falls into the family of VCG mechanisms. Feigenbaemn al
[22] then addressed the truthful low cost routing in a different
network model. They assumed that each nbdw®urs a transit
costey, for each transit packet it carries. Their payment scheme
again is also a VCG mechanism. They also gave a distributed
method such that each noflean compute the payment to node
k for carrying the transit traffic from nodeto nodej if node k&
is on the LCP from to j. Since the mechanism is truthful, any
node cannot lie its cost to improve its profit in their distributed
algorithm. However, as they pointed out [22], it is unclear how
Fig. 5. An example of wireless network and the node cost. The directed Iin¥8 prev_ent these_ selfish nodes from running a different algo-
form the shortest path tree from to everyw;. rithms in computing a payment that is more favorable to them-
selves since we have to rely on these nodes to run the distributed
is easy to compute thag = 20, p, = 6 andps = 0. Notice algorithm, although we know that the nodes will input their true
cy = 5. Thus,vg can askv, to forward the data packets usingvalues. Anderegg and Eidenbenz [25] recently proposed a rout-
its LCP tovy. Nodewvg pays node, a price6+5 = 11 to cover ing protocol for wireless ad hoc networks based on the VCG
its paymenp, and its cost,, and half of the savings, which ismechanism. They assumed that each node is a selfish agent,
4.5. Thus, the total payment of nodg is only 15.5 now, which and incurs a privately known cost when communicating with a
is less thamps and nodev, also increases its utility fromfi to  neighbor. In their model, the cost from a nodéo a nodeu
4.5. Currently, we are not aware of any method that can prevemay be different from the cost from nodeto a nodev, i.e.,
this from happening. We may argue, on the other side, thabiting asymmetric. They did not consider how to compute the
may be not necessary to prevent this from happening since tp&/ment efficiently. Moreover, we can show that the distributed
actually encourages some kind of cooperations among nodesnplementation, which computes the payment defined by VCG
mechanisms, does not work when the underlying network is a
directed graph.

V. RELATED WORK

Routing has been part of the algorithmic mechanism- Some researchers use totally different methods to deal with
design from the beginning. Nisan and Ronen [4] providedselfish wireless networks. We briefly review some of them as
polynomial-time strategyproof mechanism for optimal route sésllows. Marti et al. [9] proposed a scheme based on credi-
lection in a centralized computational model. In their formulability of nodes. They call a nodmisbehavingf it originally
tion, each edge of the graph is an agent and has a private coagrees to relay traffic but does not actually. The routing pro-



tocol will avoid using these misbehaving nodes. Buttgaal. model. We leave designing payment schemes for dynamic cost
[71, [8], [11], [10] presented a sequence of methods to stimulateodel as a future work.
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